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ها است. به خصوصیات سنگ و تصویرسازی از ناهمگنی آنبرای مدلسازی از مخزن نیاز به ارزیابی دقیق از 

 پیماییهای مربوط به چاههای حفاری و نبود تعداد چاه کافی در مقیاس گسترده و یا دادهدلیل بالا بودن هزینه

کنند. هرگونه قش بسیار مهمی را در شناسایی تغییرات مخزن ایفا میبُعدی ن 3ای های لرزهها، دادهو مغزه

دیگر  ی در لیتولوژی، تخلخل و محتوای سیال باعث تغییر در دامنه، فرکانس، پیوستگی جانبی وتغییر

ای قابل شناسایی باشند به فهم زمین شناسی شود. اگر این تغییرات در پارامترهای لرزهای مینشانگرهای لرزه

ای است. پارامترهای لرزهای، تفسیر تغییرات ی لرزههدف تحلیل رخساره کنند.کمک می زیرسطحی

های بسیار زیادی برای شناسایی ای قابل تعریف هستند. روشهای رد لرزهای به عنوان گروههای لرزهرخساره

که اطلاعات شده است. زمانی توسعه دادهای تاکنون های لرزهبندی رخسارهتشخیص الگو برای دسته و

شود. وجود نوفه بخش جدانشدنی از ستفاده میظارت اشناسی در دسترس نیستند از الگوی بدون نزمین

گذارد و وجود آن باعث ایجاد تفسیر ای اثر میفسیر لرزهتو ها بندی رخسارهطبقهای است که بر های لرزهداده

ی چند مقیاسی است. یعنی برای این مشکل تحلیل رخسارهمورد نظر این پژوهش شود. رهیافت اشتباه می

ای ی لرزهای اصلی و یا نشانگرها وارد فرآیند تحلیل رخساره شوند، در ابتدا دادهی لرزهدادهنکه پیش از ایاینکه 

ها را لفهؤهای سازنده آن تجزیه و سپس تعدادی از ملفهؤهای تجزیه سیگنال به مرا با استفاده از یکی از روش

آنگاه  گذاریم. ر میت نوفه باشند را کناها که بیانگر ماهیو برخی مؤلفه دهیمدر بازسازی سیگنال شرکت می

رد ی بازسازی شده سیگنال و یا نشانگرهای حاصل از آن به عنوان ورودی به الگوریتم تحلیل رخساره وانسخه

های ای به مولفههای لرزهداده (VMD)تجزیة مدُّ متغیرشود. در این پژوهش قصد بر این است که با استفاده از 

شوند و فرآیند تحلیل رخساره بر روی داده بازسازی شده و نشانگرهای حاصل از آن اعمال سازنده آنها تجزیه 

عملکرد روش  انجام خواهد شد. K- meansو توسط روش در این روش بدون نظارت  شود. تحلیل رخساره

 تری داشت.توان تحلیل رخساره دقیقشود که مینشان داده می آزمایش شده و واقعیهای مصنوعی و برداده
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 فصل اول

  کلیات پژوهش
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 پیشگفتار 1-1

 ها است.تصویرسازی دقیق از ناهمگنی آنو  های موثر از خصوصیات سنگسازی مخزن ارزیابیکلید مدل

های مربوط به تولید و همچنین گیری شده، دادههای مغزههای مختلف اطلاعات مثل نمودارهای چاه، نمونهمدل

های بالای عملیات شوند. اما به دلایلی چون مسائل فنی و هزینهسازی استفاده میای در این مدلهای لرزهداده

توان استفاده این نوع داده برای ساخت مدل نمیحفاری و همچنین نبود تعداد چاه کافی در مناطق گسترده از 

توان کرد به پیمایی اکتفا نمیهای حاصل از چاهها و یا دادهسازی تنها به مغزهها برای مدلدر غیاب چاه .کرد

کتفا و مطمئن ااین دلیل که برای اطمینان کافی باید تعداد چاه کافی دراختیار داشت تا بتوان قیاسی قابل 

این  در کنیم. م تغییرات جانبی مخزن را شناساییشود تا بتوانیها انجام داد که این باعث میهای چاهبین داده

تواند ارد و همچنین میدبی مخزن بُعدی نقش مهمی را در شناسایی تغییرات جان 3ای های لرزهمورد، داده

 ها را توصیف کند.شناسی آنهای زمینویژگی

  و هدف ، ضرورتبیان مساله 2-1

 تواند به تغییراتی در دامنه، فرکانس،میهرگونه تغییری در لیتولوژی، تخلخل و محتوای سیال موجود در آن 

ای قابل شناسایی هکه اگر این تغییرات پارامترهای لرز منجر شودای پیوستگی جانبی و دیگر نشانگرهای لرزه

توان اطلاعات با ارزش زیادی از آن استخراج کرد که همین باعث کمک به و همچنین قابل تفسیر باشند می

ای تفسیر تغییرات های لرزههدف نهایی تحلیل رخساره شود.شناسی زیرسطحی میفهم بهتر نسبت به زمین

ای تعریف کرد که به عنوان های رد لرزهتوان به عنوان گروهای را میلرزههای ی است. رخسارهاپارامترهای لرزه

های متنوع بسیار زیادی روش شوند.ای دیده میهای لرزهشناسی در دادههای رسوبی یا اجسام زمینرخساره

شناسی در ینه اطلاعات زمکزمانی تشخیص الگو با درجات مختلفی از موفقیت اضافه شده است.تاکنون برای 

ی بدون های تحلیل رخسارهشاز میان این رو توان استفاده کرد.دسترس نباشد از الگوی بدون نظارت می

 شوند.بندی استفاده میهایی هستند که در فرآیند طبقهای و مقادیر نشانگرها ورودینظارت، شکل موج لرزه
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دهد اما مساله اینجاست ای همانطور که گفته شده است اطلاعات زیادی را به ما میپارامترهای لرزه

ای است. های لرزهنوفه در واقع یک بخش جدایی ناپذیر از داده اغلب آلوده به نوفه هستند.که این پارامترها 

لط غیری و همچنین تفسیر گمشکل وجود نوفه هم در این است که باعث به وجودآمدن چالش در تصمیم

، کندی که مفسر ارائه میتفسیرشود که شودکه در نهایت موجب میای برای مفسرین میهای لرزهرخساره

 شناسی زیر ساختی نداشته باشد.بستگی کافی و مناسبی با زمین

 سوابق پژوهش 3-1

غیرخطی و غیرثابت معرفی کردند های روش تجزیه مدُ تجربی را برای تحلیل داده (1998) هوانگ و همکاران

از ترکیب و  (2015) دیو و همکاران ای استفاده شده است.های لرزهکه به وفور برای تجزیه و تحلیل سیگنال

سانگ  در برخورد با اثر نوفه استفاده کردند. های خودسازمانده برای تحلیل رخسارهتجربی و نقشه مدُتجزیه 

تورس و  بندی شکل موج چندگانه انجام دادند.تحلیل رخساره را با طبقهدر این زمینه  (2018) و همکاران

، این الگوریتم نه تنها مشکل ی مدُ تجربی مجموع کامل را پیشنهاد کردند( الگوریتم تجزیه2011همکاران )

و تفسیر دهد و آن را برای پردازش کند بلکه بازسازی دقیق سیگنال اصلی را نیز ارائه میاختلاط مدُ را حل می

برای حل مشکل اختلاط مدُ ( روش تجزیه مدُ تجربی مجموع را 2009) . وو و هوانگکندتر میای مناسبلرزه

توابع ای از برای تجزیه داده درون مجموعه را ( تجزیه مدُ متغیر2014) معرفی کردند. دراگومیتسکی و زوسو

بندی ی توپوگرافی مولد برای خوشه( از نقشه2014) مدُ ذاتی با باند محدود را پیشنهاد کردند. روی و همکاران

تحلیل توان ( نشان دادند که چطور می2015) های چند نشانگری استفاده کردند. رودن و همکارانحجم داده

ی خودسازمانده از نظر ریاضی دارترین نشانگرهای ورودی برای نقشهرا برای انتخاب معنیهای اصلی مولفه

ای استفاده بندی شکل موج لرزه ی توپوگرافی مولد برای طبقه( از نقشه2014) و مارفورتچوپرا  ترکیب کرد.

ای را با چندین نشانگر و به شکل نیمه ناظر انجام های لرزهبندی رخساره( طبقه2016کی و همکاران ) کردند.

و اثرات آن را برای را پیشنهاد  افتهیبهبود ( الگوریتم تجزیه مدُ تجربی کامل 2017همکاران ) هونوریو و دادند.

در برخورد با نوفه در تحلیل رخساره،  کردند.ای در چارچوب تجزیه مدُ تجربی استفاده تحلیل نشانگر لرزه

را برای تحلیل رخساره بدون  c-means( یک نسخه منظم شده از روش فازی 2017سانگ و همکاران )
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های های ترکیبی گوسی برای تحلیل رخساره( از مدل2019والت و هاردیستی )مقید استفاده کردند. نظارت 

بندی چند شکل موجی برای تحلیل ( از طبقه2016ای بدون نظارت استفاده کردند. سانگ و همکاران )لرزه

( تحلیل چند نشانگری را برای استفاده در الگوریتم 2019را و همکاران )یفرای استفاده کردند. های لرزهرخساره

ی های کربناته واقع در منطقه مرتفع بیرونی حوضهبندی بدون نظارت برای به تصویرکشیدن رخسارهطبقه

را  ( چندین روش بدون نظارت یادگیری ماشینی2018چوپرا و مارفورت )سانتوس در برزیل به کار بردند. 

های ( تکنیک2019چوپرا و مارفورت )ای دریای بارنتز استفاده کردند. های لرزهبندی رخسارهطبقهبرای 

و  k-meansبندی ی، خوشههای اصلبندی شکل موج، تحلیل مولفهیادگیری ماشینی متعددی مانند طبقه

 تروکولی و همکاران کردند.مقایسه  ی دلاویرای حوضهلرزهبرای حجم داده را بندی با نظارت بیزین طبقه

های اصلی سازماندهی برچسب زدن خودکار را پیشنهاد کردند که از تجزیه و تحلیل مولفه( روش 2022)

(PCA) ای از شباهت را حفظ کنند و درجهبرای سازماندهی موارد بدست آمده از الگوریتم استفاده می

ای و همچنین جزیه و تحلیل نشانگرهای لرزهی عصبی مصنوعی برای ت( از شبکه2012رییسی )کنند. می

( از 2003های سنگی و ناهمگونی مخازن استفاده کرد. ساگاف )های چاه برای تعیین تغییرات رخسارهلاگ

ای با نظارت برای تخمین های مخزن استفاده کرد. تحلیل لرزهیک شبکه عصبی رقابتی برای شناسایی رخساره

بهتر است، با این حال این رویکرد مستلزم دانش قبلی و تلاش قابل توجه است  های لرزه ای مورد نظررخساره

را برای k-nearest neighbour روش  (2013سانچت ) (.2014شین، رشود )آو به ندرت در محل اعمال می

های پردازش شده از تجزیه و تحلیل مولفههای لاگ چاه از پیشخودکارسازی تشخیص چاه بر اساس داده

خصوصیات مخزن  svm( با استفاده از روش 2005مستقل و تبدیل کوسینوس گسسته استفاده کرد. وونگ )

 را ارائه کرد.

 ساختار پایان نامه  4ـ1

های تحلیل کلیات پژوهش پرداخته شده است. در فصل دوم مروری بر روشدر این پایان نامه در فصل اول به 

های تجزیه سیگنال در فصل سوم همراه با مبانی نظری ارائه شده است. در فصل شود. روشرخساره انجام می
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شود. در های مصنوعی و واقعی ارائه میچهارم الگوریتم مورد نظر این پژوهش به همراه آزمایش بر روی داده

 بیان شده اند. هافصل پنجم نتیجه گیری و پیشنهاد
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 فصل دوم

 ایی لرزههای تحلیل رخسارهروش
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 پیشگفتار  2-1

ای های لرزههای رسوبی در دادهای هستند که به عنوان رخسارههای رد لرزهای در واقع گروههای لرزهرخساره

ای و همچنین ساخت های لرزهای اهمیت بسیار زیادی در تقسیر دادهی لرزهتحلیل رخساره شوند.میدیده 

حتوای سیال لیتولوژی، م دری راهکاری موثر برای شناسایی تغییرات مدل مخزن دارد که این کار توسط ارائه

ارامترهای دانید این تغییرات در پهمانطور که می شود.ها انجام میهای زمین بین چاهو تخلخل در رخساره

ا ارزش برای بتوانند شامل اطلاعاتی آن جهت که می چنانچه برای مفسرین قابل تفسیرکردن باشند، ازای لرزه

ای ی لرزههای تحلیل رخسارهروش .ارزش هستند تغییرات زیرسطحی زمین شناسی باشند بسیار بار ک بهترد

غیرقابل دسترس باشد شناسی که اطلاعات زمینشوند. زمانیت تقسیم میبه دو دسته با نظارت و بدون نظار

زده ی برچسبهای چاه یا دادهنظارت، داده که در حالت باتوان استفاده کرد در حالیاز الگوی بدون نظارت می

اده توسعه دهای مختلفی در طی سالیان متوالی به همین منظور روشدسترس هستند.  شده توسط مفسر در

 شود.ای پرداخته میی لرزهند روش تحلیل رخسارهاند که در ادامه به چشده

 (SOM)     سازمانده خود نقشه 2-2

ای را از ی لرزهی رخسارهای نقشه خودسازمانده است که نقشههای لرزهبندی دادههای طبقهیکی از روش

 ترینی خودسازمانده یکی از موفقنقشه (.2018 )چوپرا و مارفورت، کندنشانگرهای چندگانه تولید می

ای و مقدار شکل موج لرزه افه شده است.بندی بدون نظارت اض های شبکه عصبی است که به دستهالگوریتم

 در (.2015و همکاران،  شوند)هاوکان دوبندی استفاده میهایی هستند که در فرآیند طبقهنشانگرها، ورودی

ها  داده با تناسبم وجه بهترین به که سطحی دارند قرار عدیبُ N یداده یفضا در که هایینشانگر nتوزیع 

 تکراری لشک به سپس صفحه این. است شده تعریف ماتریس کواریانس از ویژه بردار دو اولین وسیله به است

 (.2013همکاران،  )کولئو و یابد می شکل تغییر شود می نامیده مینفولد که عدیبُ دو سطح یک به

   

  SOM ریاضی محاسبات 1ـ2ـ2
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 کواریانس ماتریس ،Nنشانگرهای  از ایمجموعه به توجه با سالانوبیماه فاصله و اصلی مولفه ،یانسرکواماتریس

 .(2015)ژائو و همکاران،  ودش می تعریف زیر شکل به

   𝐶𝑚𝑛 = 
1

𝐽
∑ (𝑎𝑗𝑚(𝑡𝑗 , 𝑥𝑗 , 𝑦𝑗) − 𝜇𝑚)𝐽

𝑗 =1 (𝑎𝑗𝑛(𝑡𝑗 , 𝑥𝑗 , 𝑦𝑗) − 𝜇𝑛) 

 بردار شاخصJ و j، است داده بردارهای کل تعداد J ،هستند ماmُ و ماnُ های نشانگر𝑎𝑗𝑛 و 𝑎𝑗𝑚   کهحالی در

 یداده بردار𝑎𝑗 ، است هشبک نقاط تعداد و مینیفولد شاخص k و Kهستند،  هاوکسل تعداد و )وکسل( نشانگر

j ُاست،  نشانگر میناP اصلی،  هایمولفه ماتریس Cکواریانس،  ماتریس نشانگر𝜇𝑛  نشانگر میانگین n ،ام𝜆𝑚 

 منیفولد دراست که  شبکه نقاط اُمین kکه  𝑚𝑘، هستند ویژه بردار جفت و ویژه مقدار میناmُ  که 𝑣𝑚 و

 بردار بین ماهالونوبیس یفاصله  𝑟𝑗𝑘،  دارد وجود پنهان فضای در که شبکه ینقطه مینا𝑈𝑘ُ که 𝑘  رد، دا قرار

 ماتریس همانی است. Iو  است منیفولد شبکه نقاط یا خوشه مرکز مینآُ  k و ماُ j یداده

𝜇𝑛 =
1

𝐽
∑ 𝑎𝑗𝑛

𝐽
𝑗=1 (𝑡𝑗 , 𝑥𝑗 , 𝑦𝑗) 

𝜆𝑖 ویژه مقادیر ما اگر  میناُ i را محاسبه کنیم، مصنوعی و واقعی C کواریانسماتریس از 𝑣𝑖 یویژه بردارو   

 : شودمی تعریف زیر شکل بهj   یداده بردار از اصلی یمولفه

𝑃𝑖𝑗 = ∑ 𝑎𝑖𝑛(𝑡𝑗  , 𝑥𝑗  , 𝑦𝑗)  𝑣𝑛𝑖

𝑁
𝑛=1    

𝑣𝑛𝑖  که  میناُ j از ماهالانوبیس فاصله 𝑟𝑗𝑞 .است ویژه بردار میناُ ازآی نشانگر یمولفه میناُ  n دهنده نشان 

  :شود می تعریف زیر عنوان به 𝜃𝑞 و خوشه مرکزامُین  qاز نمونه

𝑟𝑗𝑞
2 = ∑ ∑ (𝑎𝑗𝑛 − 𝜃𝑛𝑞)𝑁

𝑚=1
𝑁
𝑛=1 𝑐𝑛𝑚

−1 (𝑎𝑗𝑚 − 𝜃𝑚𝑞)  

 

 یفاصله یمحاسبه علیرغم افتد.می اتفاق ماُ mn لمانا   از قبل C کواریانس ماتریس معکوس کهحالی در

 نشان را گوسی توزیع تقریبا داده اگر ،کندمی نرمالیزه Z اندازه از استفاده با ار داده ابتدا SOM ،ماهالانوبیس

ی دوم قطری ریشه ) استاندارد انحراف بر تقسیم و میانگین تفریق یوسیله بهامُ  nاز نشانگر  zمقیاس  بدهد،

 مانند انسجام، z مقیاس در ی توزیع شده غیرگوسی هاداده برای شود.( حاصل می  𝐶𝑛𝑛ماتریس کواریانس

(2-2) 

 

(3-2) 

(4-2) 

(1-2) 
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الگوریتم  از هدف .تجزیه کرد که گوسی را تخمین می زندیی هاهیستوگرامبا استفاده از ها را دادهباید ابتدا 

SOM  استی خودسازمانده نقشهنام  به به منیفولد هندسیورودی ای لرزهکشیدن نشانگرهای تصویربه. 

اند تر قرار گرفتهعد پایینبُکه روی سطح با  𝑚𝑘ی یک رشته از بردارهای پروتوتایپ بوسیله SOMمانیفولد 

عدی بُ های دومعمولا در نقشه 𝑚𝑘بردارهای پروتوتایپ  .شودتعریف میعدی متناسب بُ  N ی نشانگرکه با داده

 ،کنندی همسایگی اصلیشان را حفظ میشوند که رابطهشش ضلعی یا ساختار مستطیل شکل مرتب می

 تعداد دهند.را نشان می شبیه به همی ی همسایهبردارهای داده )پروتوتایپ( نمونه اولیه بردارهای بطوریکه

ی محاسبه از بعد .کندمی مشخص را الگوریتم سازی عمومی و بخشی اثر عدیبُ دو نقشه در اولیه نمونه بردارهای

Z-scored  ی اصلی شود که توسط دو مولفهای تعریف میعنوان صفحه به اولیه منیفولد ی ورودی،دادههای

 تعریف اول ویژه مقدار دو برای مستطیلی یشبکه یک روی 𝑚𝑘 اولیه نمونه بردارهای شود.اول تعریف می

(𝜆1)2±  یهفاصل بین تا اندشده
1
(𝜆2)2 و  2

1
 بردارهای از هریک با پسس ایلرزه نشانگر داده .باشند  ± 2

 قرار σ  محدوده دریک که آنهایی) هاهمسایه نزدیکترین .شودمی انتخابها آن نزدیکترین و مقایسه اولیه نمونه

 تمام اینکه از بعد. شوندمی منتقل داده نقطه سمت به (کنندمی تشریح را گوسی آشفتگی یک گیرندمی

 تا یابد می ادامه آنقدر تکرارها .دیاب می کاهش (σ) همسایگی شعاع ،شد امتحان شده دیده آموزش بردارهای

σ آموزش الگوریتم( 2001) نونکوه، پیشینه این به توجه با .برسد اصلی اولیه نمونه بردارهای بین یفاصله به 

SOM کرد تشریح مرحله 5این از استفاده با را: 

  .کنید انتخاب ورودی بردارهای مجموعه ازرا   z-scored تصادفی شکل به .1

 محاسبه را k=1,2,3,……K  و 𝑚𝑘 اولیه ینمونه بردارهای تمام و 𝑎𝑗 بردار بین اقلیدسی یفاصله .2

  .کنید

 𝑚𝑏 تطبیقی واحد بهترین یا برنده عنوان به دارد 𝑎𝑗 ورودی بردارا ب رافاصله  کمترین که اولیه نمونه بردار

 .شودمی تعریف

=𝑚𝑖𝑛𝑘 {‖𝑎𝑗 − 𝑚𝑘‖} ‖𝑎𝑗 − 𝑚𝑏‖ (5-2) 
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 بردار میناُ k وزن برای روزرسانی به قانون .کنید رسانیروز به را همسایگانش و وینر اولیه ینمونه ردار: ب3

 .آیدمی دست به زیر هایرابطه از σ(t)همسایگی  شعاع بیرون و درون اولیه نمونه

𝑚𝑘(𝑡 + 1)=𝑚𝑘(𝑡)+∝ (𝑡)ℎ𝑏𝑘(𝑡)[𝑎𝑗 − 𝑚𝑘 (𝑡)] و   if‖𝑟𝑘 − 𝑟𝑏‖ ≤ 𝜎(𝑡) 

if‖𝑟𝑘 − 𝑟𝑏‖ > 𝜎(𝑡) 

 تکرار هر با و است شده توصیف شده تعریف پیش از شکلم برای  𝜎(𝑡) عنوان به همسایگی شعاع کهحالی در

t اینجا .یابدمی کاهش   𝑟𝑏 و  𝑟𝑘  یبرنده اولیه نمونه بردار موقعیت بردارهای 𝑚𝑏 و k ُاولیه نمونه بردار مینا 

𝑚𝑏 همسایگی تابع همچنان .دهستن ترتیب به ℎ𝑏𝑘(𝑡) نمایی یادگیری تابع .است شده تعریف ∝ (𝑡) و 

∝ و ℎ𝑏𝑘(𝑡) .است گرفته قرار T یادگیری طول (𝑡) به و یابدمی کاهش یادگیری یپروسه در تکرار هر با 

 ت.اس شده تعریف زیر صورت

ℎ𝑏𝑘(𝑡) = 𝑒− (
‖𝑟𝑏 − 𝑟𝑘‖2 

2𝜎2(𝑡)
) ∝ و   (𝑡) =∝0 (

0.005
𝑑0

)

𝑡
𝑇⁄

 

ترین شعاع به پایین که)همگرایی معیار به کهزمانی تا را تکرار کنید 3تا 1 ی یادگیری، مراحل: در هرمرحله4

ی بین بردارهای نمونه اولیه در فضای نهفته بستگی دارد( تعریف شده و حداقل فاصله پیشهمسایگی از 

 برسید.

(6-2) 

(7-2) 

 



 

12 

 

 استفاده عدیبُدو  رنگ نوار یک ازکه  رنگی وکد اصلی یمولفه دو درون اولین را اولیه نمونه : بردارهای5 

 دهد.را نشان می SOMگردش کار (2-1)شکل  (.2009  همکاران، و ماتوس) کنید ریزی کند طرحمی

 (2015)ژائو و همکاران،  SOMگردش کار روش  1-2شکل

 

 ( GTMنقشه توپوگرافی مولد ) 2-3

 آسان کردن اجرا برای ،است نظارت بدون بندی خوشه تکنیک ترین محبوب کهحالی در سازمانده خود نقشه

 .ندارد تمرین شعاع انتخاب برای نظری مبانی هیچو  دارد هاییمحدودیتولی ، است ارزان محاسباتی نظر از و

، روی ؛1998 ،رانهمکا وپ اشبی ( هستند محور داده پارامترها این عنوان به یادگیری نرخ و همسایگی تابع

 بر که سازمانده خود ینقشه برای جایگزین تناوبی راهکار یک 1998 درسال همکاران و یشاپب. (2013

 غیر عدبُ کاهش تکنیک و شد نامیده مولد توپوگرافی نقشه الگوریتمارائه کردند که  آید فائق هایشمحدودیت

 هیاول هیآرا کیبا  GTMروش  .است مخفی فضای در داده بردارهای ازاحتمالی  ک نمایشی که است خطی
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 نقاط این از هریک .شودیاند آغاز مشده دهیچ ترنییپنهان با ابعاد پا یفضا کی یاز نقاط شبکه که بر رو

 (𝑚𝑘) مرتبط بردار عنوان به مشابه عدبُ با اقلیدسی غیر خمیده فضای درون خطی غیر شکل به پسس شبکه

هر  .شوندمی جاسازی مولد توپوگرافی نقشه در متفاوت عدبُ ی باداده فضای درونو  شوندمی به تصویر کشیده

با  یاحتمال گاوس یاز توابع چگال یافضا نگاشت شده است به عنوان مجموعه نیکه در ا(𝑋𝑘) بردار داده 

 تکراری صورت به سپس گاوسی مدل این محتویات شود.یم لسازیمد (𝑚𝑘)مرجع  یبردارها نیا تیمحور

 .است نمایان شکل بهترین بهکه  کند حرکت داده بردار سمت به تا شودمی انجام

  GTM ریاضی محاسبات 1ـ3ـ2

 را 𝑚𝑘 مراکز ،عدیبُ N نشانگر فضای در ی دو بُعدییافته تغییرشکل منیفولد یشبکه نقاط ،امتییج در

𝜎2واریانس گوسی هایتوزیع از و کندمی توصیف = 𝛽−1  مراکز اینکند. را توصیف می 𝑚𝑘 خود ینوبه به 

 غیرخطی پایه توابع و 𝑢𝑘 هاگرهاز یاشبکه توسط که اندشده بینیپیش دوبعدی پنهان فضای یک روی بر

 𝜙 د.شونمی تعریف  

𝑚𝑘 = ∑ 𝑊𝑘𝑚𝜙𝑚(𝑢𝑘)

𝑀

𝑚=1

 

×k ماتریس یک W کهحالی در 𝑀 است ناشناخته هایوزن از، 𝜙𝑚(𝑢𝑘)غیر ایپایه توابع از ایمجموعه 

 کندمی تعریف را عدیبُ N یداده فضای در یافته شکل تغییر منیفولد کهد هستن ییهاربردا 𝑚𝑘 ،است خطی

 احتمال) نوفه مدل است.کمتر عدبُ با مخفی فضای دریک شده مرتبه شبک نقاط تعدادK و است …,K=1,2 و

 گیریاندازهی بردار داده هر برایرا (  𝛽 معکوس واریانس و W شده داده داده وزن ، ja خاص یداده بردار وجود

که  k متقارن شعاعی عدیبNُ  گوسی توابع از ایمجموعه توسط P احتمال چگالی تابع کند.می معرفی شده

 واریانس با km در
1

𝛽
 .دهدرا نشان می شده است متمرکز 

P(𝑎𝑗|𝑤, 𝛽) =∑
1

𝑘
(

𝛽

2𝜋
)

𝑁

2𝑘
𝑘=1 𝑒

−𝛽

2
‖𝑚𝑘−𝑎𝑗‖

2

 

 شود.  توضیحی شماتیک برای روش نقشه توپوگرافی مولد آمده است که در ادامه توضیح داده می 2-2در شکل

(8-2) 

(9-2) 
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(a) ی : نقاط شبکهk (𝑢𝑘بر روی شبکه ) ی فضای پنهانL ی شوند که بر روی نقاط شبکهبعُدی تعریف می

K (𝑚𝑘که روی منیفولد غیر اقلیدسی در فضای داده ) یN  بُعدی قرار گرفته است به تصویر کشیده شده

ع بُعدی قرار گرفته است. تواب 2در نظر گرفته شده است و در مقابل یک نوار رنگ  =2Lاست. در این شکل 

ی اول به طور مساوی ی تعریف شده توسط دو بردار ویژهشوند تا در صفحهنگاشت گاوسی مقداردهی اولیه می

 فاصله داشته باشند.

(bشماتیکی که آموزش شبکه :)ی فضای پنهان را نشان می( دهد به یک بردار دادهjaاشاره می ) کند که

( 𝑚𝑘قرار گرفته است. احتمال پسین هر بردار داده برای تمام نقاط مراکز گاوسی ) GTMنزدیک منیفولد 

ی با شوند. نقاط شبکه( اختصاص داده می𝑢𝑘ی فضای پنهان مربوطه )شود و به نقاط شبکهمحاسبه می

 اند.های روشن نمایش داده شدهاحتمالات بالا با رنگ
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 در متن ارائه شده است. bو  a. توضیح بخش های (2015همکاران، )ژائو و  GTM روش مراحل 2-2شکل 
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 (2015)ژائو و همکاران،  GTMگردش کار روش  3-2شکل 

1 مقدار با برابر ها مولفه این از هریک پیشین احتمالات
𝑘⁄  یبردارهای داده برای تمام کهاست 𝑎𝑗 نظر در 

 .دهدمی نشان عدیبُ سه یداده فضای به L=2D یک فضای مخفیازرا  GTM که 2 است. شکل شده گرفته

 ،احتمال بیشترین تخمین از استفاده با 𝛽 و W هایرپارامت کردن پیدا ( برایGTM) احتمالی چگالی مدل

 استفادهبا  .است EM الگوریتم پارامترها تخمین در مطرح هایتکنیک از یکی است.شده  𝑎𝑗 داده با متناسب

×J متوانیمی ما  𝛽 و GTM، W مدل پارامترهای فعلی مقادیر و بایز تئوری یقضیه از کردن 𝑘  احتمال 

 .داده به شکل زیر محاسبه کنیم بردار هر برای مخفی فضای در k اجزای از هریک برایرا  (𝑅𝑗𝑘) خلفی

𝑅𝑗𝑘 =
𝑒

−𝛽
2 ‖𝑚𝑘−𝑎𝑗‖

2

∑ 𝑒
−𝛽
2 ‖𝑚𝑖−𝑎𝑗‖

2

𝑖

 
(10-2) 
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 یا ازیس بیشینه با E یمرحله .دهدمی شکل را EM الگوریتم در انتظار یمرحله یا E مرحله ،بالا تساوی

 دنکر حل با W جدید وزن ماتریس برای مدل روزرسانیهب برای با این کار کهشوددنبال می M مرحله

 (.1977 ،همکاران و سترپمد) کنداستفاده می خطی معادلات از ایمجموعه

 

(Φ𝑇𝐺Φ +
𝛼

𝛽
𝐼) 𝑊𝑛𝑒𝑤

𝑇 = Φ𝑇RX 

∑ که 𝑅𝑗𝑘
𝑗
𝑗=1 𝐺𝑘𝑘= یقطر ماتریس از صفر غیر هایالمان  G که  k× 𝑘 هستند، Φ ماتریسK× 𝑀 با 

Φ  و  𝛼 هایالمان = Φ𝑚(𝑢𝑘)  مقررات ثابت یک(regolarization)  تقسیم از جلوگیری برای کهاست 

 .آیدزیر به دست می 𝛽  توسط رابطه   شده روز به مقدار.  است×M    Mهمانی ماتریس I و است صفر بر

1

𝛽𝑛𝑒𝑤
= 

1

𝐽𝑁
∑ ∑ 𝑅𝐽𝑘

𝑘
𝑘=1

𝑗 
𝑗=1 ‖𝑊𝑘𝑚 𝑛𝑒𝑤𝛷𝑚(𝑢𝑘) − 𝑎𝑗‖

2
 

های اصلی )بزرگترین بردار ویژه( مولفهGTM  یاولیه مدل که شودمی انجام ایگونه به W یاولیه مقداردهی

 مقدار میناُ L+1 ازبزرگتر تا شده اولیهمقداردهی   𝛽−1 زند. مقدارمی تخمین ورودی داده ز𝑎𝑗، ایعنیرا 

 .است مخفی فضای عدبُ L درحالیکه ،باشد PCA از ویژه

  (Gaussian mixture models) گوسی ترکیبی هایمدل 2-4

بندی های خوشهکه در قیاس با الگوریتم دهایی از پارامترهای توزیع احتمالات هستنمدل های ترکیبی،این مدل

  دیدگاه نظریاز  توانند برای ما به ارمغان بیاورند.و همچنان انعطاف پذیری بالاتری را می سنّتی، دقت بیشتر

 در روش اول، کرد. بندیتوان تقسیممی)کلاسیک( و نرم )فازی(  بندی را به دو روش سختهای خوشهروش

از نظر  دیدگاه احتمالاتگیرد و این بدین معنی است که از داده تنها در یک خوشه جای می از هر نمونه

باشد ولی در روش دوم که همان روش نرم ی خاص یا صفر یا یک میگیری هر نمونه داده در یک خوشهجای

 های ترکیبیمدل روش تواند از نظر احتمالات در بیشتر از یک خوشه قرار بگیرد.هر نمونه داده می است،

 یعدبُسه  یالرزه یشدن داده هاتربا برجسته گیرند.ار میبندی نرَم قری دوم یعنی خوشهگوسی نیز در دسته

 یهاخسارهر لیو تحل هیتجز یبرا رهیچند متغ لیو تحل هیهر ساله، تجز دیجد یالرزه نشانگرهای یو با معرف

(11-2) 

(12-2) 
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 لیو تحل هیتجز یرا برا هاییابزار انهیبر را یمبتن ینیماش یریادگی یهاکیتر شده است. تکنجیرا یالرزه

با  مفسر کی توسطر تفسی صورت که در ییالگوها ییشناسا ره،یچند متغ یهادهاز دا یمیعظ ریخودکار مقاد

 میاغلب به دو دسته تقس ینیماش یریادگی یهاکی. تکنکنندیفراهم م را شوندیگرفته م دهیزمان محدود ناد

 یبرارا  یمهم یهاییمفسر راهنما ،مورد یادگیری با نظارتنظارت. در  بابدون نظارت و یریادگی: شوندیم

 کیعنوان مثال،  به کند.می ارائه نیریز یالرزه یهامانند رخساره عتیپنهان طب تیدر مورد وضع تمیالگور

 یالرزه یمخزن را در داده ها ریمخزن و غ یهارخساره نیدستور دهد که تفاوت ب انهیمفسر ممکن است به را

دهد،  یدو حالت را نشان م نیاز ا کدامداند هر  یکه مفسر م ییاز داده ها یا رمجموعهیبا ز تمیبا ارائه الگور

 یبرا رهیچند متغ یالرزه لیو تحل هیشود، تجزیتر مگسترده یالرزه نشانگرهایهمانطور که استفاده از .اموزدیب

 ییهابدون نظارت، روش ینیماش یریادگی یهاکیتر شده است. تکن جیرا یالرزه یهاهررخسا لیو تحل هیتجز

 یهاکی. هنگام استفاده از تکنکنندیم هها با حداقل تعامل کاربر ارائخودکار الگوها در داده افتنی یرا برا

ها ، تعداد خوشهKohonen (SOM)خودسازمانده  نقشه ای k-meansبدون نظارت، مانند  ینیماش یریادگی

 یبندتا چه حد در طبقه تمیوجود ندارد که الگور یاریمع چیشود و ه فیطور مبهم تعربه تواندیاغلب م

( GMMs) یمخلوط گاوس یهابر مدل مدل یمبتن یاحتمال یبندرمول. فاست نانیاطممورد داده  یبردارها

شود که احتمال  نییتع ینزیبا استفاده از چارچوب ب ترینیع یاوهیها به شتا تعداد و شکل خوشه دهدیاجازه م

 توابع تقریب برای مدل مبنای بر آماری ابزارهای ترکیبی هایمدل .ردیگیمدل را در نظر م کی یدگیچیو پ

 گوسی توزیع داشتن چند حالتی با هایتوزیع سازیمدل درهای مخلوط گوسی مدل هستند. احتمال چگالی

 بندیخوشه تکنیک عنوان به راهای ترکیبی گوسی مدل روش 1986 در سال هاتاوی .هستند خوب مدُهر برای

 دهند.می ارائه آنها احتمالی فرمول دلیل به را ذاتی هایخوشه از تریکمّ ارزیابی هاGMM .کرد معرفی فازی

 تولید ماشینی یادگیری از استفاده با خودکار شکل به عوارض چگونگی نمایش های ترکیبی گوسی برایمدل

 شوند.می

 .کرد تعریف زیر شرح به توان می را متغیره چند گاوسی توزیع
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φ(𝜒|𝜇, 𝐶) =
1

(𝑥𝜋)
𝑑
2 |𝐶|

1
2

𝑒−
1
2(𝑥 − 𝜇)𝑐−1

(𝑥 − 𝜇)𝑇 

 میانگین μ و است کواریانس ماتریسترمینان د |C| و است کواریانس ماتریس C ،هستش عدبdُ  حالیکه در

تقریب  داروزن گاوسی هایتوزیع جمع کردن با را احتمالی چگالی تابع GMM طورکلی به .است توزیع

 توان می را GMM از خوشه یک کهجایی ،بندیطبقه و بندیخوشه برای تواندمی GMM همچنان  ،زندمی

 X یداده بردار یک برایk  یهاخوشه با گاوسی چگالی ترکیبی .کرد توصیف آن داروزن گاوسی توزیع با

 .است شده آورده زیر یمعادله توسط

 

P(𝑥|𝜓)=∑ 𝜋𝑘
𝑘
𝑘=1 Φ(𝑥|μ𝑘, 𝑐𝑘)            و             ∑ 𝜋𝑘=1

𝑘
𝑘=1    

 𝜋𝑘که طوری دهد بهرا نشان می ترم میناkُ  وزن 𝜋𝑘 و دهدمی نشان را GMM هایپارامتر 𝜓 درحالیکه

∋ k تمام برای 1. . . 𝐾  .بزرگتر از صفر است 

با  GMM کیاز  ینمونه انشان داده شده است.  4-2شکل در  ترمی 3تصویری از یک مدل ترکیبی گوسی  

تواند یم یچگال نیشود. ا یزده م نیتخم یبه عنوان مجموع سه جزء گاوس ی کلیّ. چگالاست سه جزء مخلوط

 استفاده شود.  یو ابهام در طبقه بند تیاز عدم قطع یاریارائه مع نیداده و همچن یبردارها یبندطبقه یبرا

 

 

 

 

 
 

 (2017هاردیستی و والت، )نمونه  GMMیک  4-2شکل 

 

(13-2) 

(14-2) 
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 آید.دست میاز رابطه زیر بهاست  kکه متعلق به ترم 𝑥𝑖 ی بردار داده  𝑤𝑖,𝑘احتمال پسین 

𝑤𝑖,𝑘=
𝜋𝑘 𝜑 (𝑥𝑖|𝜇𝑘,𝑐𝑘)

𝑝(𝑥𝑖|𝜓)
 

 توانمی را هر ترم بندیخوشه این مورد در، است شده تعریف 2-2ی شماره رابطه در =P (𝑥𝑖|𝜓) کهحالی در

 بندیطبقه g خوشه به متعلق توانمی را  𝑥𝑖یداده بردار مورد این. درگرفت نظر در خوشه یک نماینده عنوان به

 .رابطه زیر برقرار است کهحالی در کرد

g =argmax(𝑤𝑥𝑖 𝑘
) و     k=∈ 1… … … 𝑘  

∋=k   یخوشه هر اتوجه داشته باشیم که چون م 1… … … 𝑘  یا زیرین کلاس یک نماینده عنوانرا به 

∋ ینهفته 1… … 𝐺 g مورد بررسی قرار دادیم که در آن K=G ،بین متناظری رابطه یک است ks و Gs 

 وبنزمایل  ه،خوش انتساب اساس بر رویداد بندیطبقه در .است معنایی بیشتر که تفاوت این با دارد وجود

 کردند. مشاهده را   K خوشه به متعلق𝑥𝑖  قطعیت عدم یمشاهده 1997ال درس همکاران

𝐴𝑥𝑖𝑔 = 1 − 𝑤𝑥𝑖𝑔 

 .تسا ینا قطعیت  عدم 5-2 معادله مانند نیز سخت انتساب مورد در

𝐴𝑥𝑖
 =1-𝜋𝜋𝜋𝑤𝑥𝑖 𝑘

∋k و  1… … . 𝑘 

 در GMM اطمینان عدم ازکنیم تا آن را شود به این ابهام اشاره میبندی مرتبط مییک طبقه ههنگامی که ب

 تواندمی دارد وجود مدل جزء دو بین که ایمشاهده که باشید داشتهتوجه  م.کنی متمایز مشاهده یک توصیف

 ینقاط ،این بر علاوه .شودمی توصیف خوبی به GMM توسط هنوز کهحالی در ،باشد مبهم آن بندیطبقه در

 بندیطبقه طریق از که  GMM جزء یا GMM به توجه با دنمی توان مبهم هستند خود بندیطبقه در که

 مشاهده یک قطعیت عدم ارزیابی برای .غیر عادی و در نتیجه نامشخص باشند است شده داده اختصاص آنها به

 آمده زیر در که ماهالانوبیس فاصله ازما  ، x یمشاهده ازg) خوشه در نتیجه( k شده داده اختصاص جزء

 .کنیممی استفاده است

𝑈𝑥,𝑘 =√(𝑥 − 𝜇𝑘)𝐶−1(𝑥 − 𝜇𝑘)𝑇 

(17-2) 

(16-2) 

(18-2) 

 

(15-2) 

(19-2) 
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 یفاصله یک با مشاهدات. هستند شده داده تخصیص کواریانس ون میانگی ترتیب به  Cو  𝜇𝑘 کهدرحالی

 آنومالی یا طبیعی غیر ترتیب این به و است شده داده توضیح ضعیف مدل این یوسیله به بزرگ ماهالانوبیس

و جصرفه که باشید داشته یمدل است مطلوب ،بندیخوشه برای هاییمدل ساختن هنگام .دنشومی محسوب

 ترینپیچیدهمدل را  این توانیممی همچنین .است کافی توضیح قدرت با مدل ترینساده مدل این زیرا. باشد

ر معیا یک با یی استهامدل یمقایسه از این ،معمول طور به .بگیریم نظر در هاداده توسط شده پشتیبانی مدل

 .آیدمی دست به کندمی جریمه مدل پیچیدگی برای و دهدمی پاداش هاداده برازش برای که

  k-meansروش   2-5

k-means تجاری افزارینرم هایبسته در گسترده صورتبه و است بندیخوشه الگوریتم ترینساده ایدش 

ت که در آن این روش یک الگوریتم یادگیری بدون نظارت اس .(1967 کویین،)مک است دسترس در تفسیر

 k-means هدف دهد.های مورد نظر ارائه نمیبه جز انتخاب نشانگرها و تعداد خوشهسر هیچ اطلاعات قبلی فّم

از مزایای این روش این  است. گسستهاز هم یهازیرمجموعه به هاداده بندیتقسیم بلکه نیست، هاداده کاهش

  k-meansاشکال یککنند. به خوبی کار می باشند بالا نسبی ابعاد با نوفه بدونها که داده ییدر جا است که

 هاخوشه ادتعد که هنگامی .است ساکن داده در خوشه مقدار چه کند تشریح که دارد نیاز سرمفّ که است این

 تصادفی بصورت تکرار یحلقه شروع برای یا شبکه یک رویر ب ایخوشه مراکز یا هاخوشه میانگین ،شد تعریف

 ثابت تعداد دررا  برچسب بدون نقاط از مشخصی توزیع k-means ایخوشه هایپارتیشین .دنشومی تعریف

 سپس ،است n,……,1,2=I حالیکه در ،باشد داشته وجود ix یداده طهنق nر اگ دهد.می هاخوشه یا هاگروه

 درون اطنق و یابد اختصاص داده نقطه هر به خوشه یک کهطوری به شوند تقسیم k هایخوشه در باید هااین

 .دارند دیگر گروه نقاط از دیگری به نسبت یکدیگر با بیشتری شباهت خوشه هر

 مراکز عنوان به توانندمی کهشوندشروع می  kمراکزبه  تصادفی صورت به دادن اختصاص با بندیخوشه فرآیند

 داده نقطه هر بین یفاصله .کندمی تعریف را خوشه یک مرکز هر شکل بدین .شوند تشکیل ما نظر مورد گروه

اگر  .هست نقطه دو بین اقلیدسی یفاصله، فاصله این سنتی طور به .شودمی محاسبه اکنون هرخوشهمرکز و

ی خاص تر باشد اکنون ممکن است در داخل یک خوشهای از هر مرکز دیگر به مرکز آن خوشه نزدیکنقطه
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 مجدد یمحاسبه، بعدی مرحله .شودمی جددم سازماندهی خوشههر  در نقاط ترتیب این به .در نظر گرفته شود

 هیچ که زمانی تا تکراری شکل به مرحله دو این .است خوشه هر در یافته سازمان تجدید نقاط براساس مراکز

 اقلیدسی یفاصله معیار .شود می حاصل همگرایی سپس شود، می انجام باشد نداشته وجود مراکز از حرکتی

 سنتی طور به آن از دلیل همین به و ندارد وجود بندیطبقه متغیرهای بین ارتباطی هیچ کهکندمی فرض

 در را هاخوشه از کروی شکل یک بندیطبقه متغیرهای وقتی که است معنی بدان این .است شده استفاده

 به نیاز این ،اوقات از بسیاری. کرد خواهد کار اقلیدسی یفاصله رویکرد ،دهندمی نمایش پلاتکراس فضای

 برآوردهدهند می نشان را بیضوی شکل هاو خوشه دارند بستگیمه باهم بندیطبقه متغیرهای کهاین دلیل

 الگوریتم ،موارد این در .نشود حاصل است ممکن همگرایی ایندر این روش ،مواردی چنین در .شوندنمی

 ماهالانوبیس یفاصله نام به را متفاوتی یفاصله معیار که دلیل این به شودمی اصطلاح k-means بندیخوشه

 نقاط از لابا چگالی داری که نقاطی عنوان به مراکز انتخاب با بنابراین .کندمی اتخاذ اقلیدسی یفاصله جای به

 k-means بندیخوشه درالگوریتم اقلیدسی فاصله جای به ماهالانوبیسی فاصله از همچنین و هستند همسایه

 بندیدسته همگن غیر و غیرکروی هایخوشه عنوان به درستی به را آن تا دهندمی اجازه ،کنندمی استفاده

 .کند

 تا نمونه هر از را هاصلهفا مجموع که کندمی استفاده تکراری الگوریتم از k-means بندیخوشه الگوریتم

 بین را هامونهن الگوریتم این .(1984ر، )صاب رساندمی حداقل به هاخوشه همه روی ی آن برخوشه مرکز

تا  که است هاخوشه از ایمجموعه نتیجه .یابد بیشترکاهش نتواند میانگین کهزمانی تا کندمی جابجا هاخوشه

  اند.شده جدا هم از خوبی به و فشرده حد امکان

 .شود می انجام زیر مراحل کردن دنبال با k-means بندی خوشه الگوریتم

با  یاهرا به خوش دیجد یهر نمونه دوم یمرحلهدر  .دیشروع کن یمرکز خوشه تصادف Kبا  اول یمرحلهدر 

خوشه ر ه یبرا دیمرکز جد ،یافتند اختصاص هانمونه یهمهاینکه . بعد از دیدهاختصاص مرکز  نیکترینزد

 .کنید تکرار نکردند تغییر جدید مراکز کهزمانی تا را 2 یمرحلههم سوم  یمرحلهدر  شود.یمحاسبه م
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ی ی تصادفی یا با فاصلهنقطه 3 خوشه است. )الف( 3از  k-meansبندی ی طبقهدهندهنشان 5-2شکل  

کند. سپس یمساوی اما متمایز را انتخاب کنید که به عنوان تخمین اولیه میانگین برداری هر خوشه عمل م

ه بی ماهالانوبیس بین هر بردار داده و میانگین خوشه را محاسبه کنید. آنگاه کد رنگی هر بردار را فاصله

 ی دارد.ی ماهالانوبیس کوچکترای است که فاصلهسب گذاری کنید که متعلق به خوشهای برچگونه

 سیماهالانوب . )ج( فاصلهدیمجدداً محاسبه کن یشده قبل فیداده تعر یهر خوشه را از بردارها نیانگی)ب( م 

فاصله را دارد  نیمترکه ک یا. هر بردار را به خوشهدیدوباره محاسبه کن دیخوشه جد نیانگیرا از هر بردار تا م

ا خود همگر یینها یهابه مکان لیدر وسا راتییکه تغ ابدییادامه م یتا زمان ندیفرآ نی. )د( ادیاختصاص ده

در کدام  نکهیا نییتع یبرا یزیکننده ب یبندطبقه کیاز  م،یاضافه کن دینقطه )زرد( جد کیاکنون ر شوند. اگ

 .میکنیاستفاده م ردیگیخوشه قرار م

 

 (2015)ژائو و همکاران،  k-meansبندی روش خوشهتوصیف   5-2شکل 
 

و  برساند حداقل به را گروه هر عناصر بین یفاصله باید بهینه بندیخوشه الگوریتم یک:  k-means فرمول

 کند. حداکثر را مختلف هایخوشه بین یفاصله زمان همان در
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 ما .(1999 ،کوترومراسو  تئودوریدیس) دارد وجود سادگی برای فاصله گیریاندازه برای مختلفی هایروش 

 بین 𝑆𝑘 متوسط فاصله از ما گروه هر عناصر بین فاصله یمحاسبه برای .کرد خواهیم استفاده اقلیدسی رمنُ از

 . کنیممی استفاده 𝐶𝑘 آن گروه مرکز و 𝑥𝑖 عنصر هر

  𝑆𝐾=
∑ ‖𝑥𝑖−𝐶𝑘‖𝑖

𝑁𝑘
 

 مرکز بین یفاصله عنوان به l و k هایگروه بین فاصله .است گروه در( هامانال) عناصر شماره 𝑁𝑘 حالیکه در

 شود.یم محاسبه هاآن

𝑑𝑘𝑙 = ‖𝑐𝑘 − 𝑐𝑙‖ 

 و کندمی تقسیم شده تعریف پیش از هایازخوشه تعدادی به را هاداده مجموعه ،یجزئ بندیخوشه الگوریتم

 تایید و خابتان SOM تجسم طریق از که هاییگروه تعداد با را خطا هایعملکرد از برخی کندمی سعی

 (.1995 ،یسیم و پاندیا) برساند حداقل بهرا  اندشده

 برای ابزاری عنوان به (1979) بولدین ودیویس   DBI شاخصاز  ما بندیطبقه فرآیند خودکارسازی برای

توسط  DBI حداقل به مربوط بندیخوشه بهترین .کنیممی استفاده k-means بندی نپارتیش نتایج ارزیابی

 آید.ی زیر بدست میرابطه

DBI=
1

𝐾
=∑

𝑚𝑎𝑥
𝑙 ≠ 𝑘

𝑘
𝑘=1 {

𝑆𝑘+𝑆𝑙

𝑑𝑘𝑙
} 

 یمعادله با 𝑑𝑘𝑙 و شوندمی تعریف است شده بیان ابتدا در که ایرابطه با 𝑆𝑙  و𝑆𝑘  ،استها گروه تعداد k که 

 مقادیر کهدرحالی ،است جداگانه هایگروه یدهندهنشان واحدکوچکتر از  DBI مقادیر .شودمی تعریف دومی

 .دنباش داشته همپوشانی است ممکن که است هاییگروه یدهندهنشان واحد از بزرگتر

 (PCA) اصلی یمولفه تحلیل 2-6

 نشانگر یداده حد از بیش ابعاد و هاداده کاهش برای را آماری تکنیک کاربرد بیشترینی اصلی تحلیل مولفه

 کاهش برای فیلتر یک عنوان به اغلب اما نیست، واقعی بندیطبقه تکنیک های اصلیتحلیل مولفه .دارد ورودی

(21-2) 

(22-2) 

(20-2) 
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 کیفیت توانمی هاافزونگی داده و نوفه کاهش با شود.می استفاده بندیطبقه از قبل ایلرزه هایداده ابعاد

افزایش  توجهی ای به میزان قابلنوفه مناطق در خصوص به را حاصل بُعدی 3 هایحجم یا بُعدی 2 ینقشه

 باید که هاییداده در هانمونه تعداد درکاهش PCA شودای باعث میلرزه یداده کم چه ابعاد داد. اگر

 فرآیندهای دلیل به(  هالرزه تعداد رد نظر از ) ایلرزه هایپیمایش کارآمد باشد، اندازه شوند بندیطبقه

 سازیآسان برای زاید هاینشانگر کاهش برای PCA از کاربران از بسیاری. است فشرده یک محدودیت-حافظه

 اصلی یمولفه چند در هاسیگنال بیشتر که است فرض این مبنای بر کاهش اینکنند، می استفاده محاسبات

 بردار اولین مرتبط هستند. غیر ینوفه اصلی شامل هایمولفه آخرین کهحالی ، در(ویژه بردار)شوند می حفظ

  دهد.که به بهترین شکل الگوهای نشانگر در داده را نمایش می نشانگر فضای در است برداری ویژه

 را اصلی مولفه حجم اولین ما به درهر وکسل ویژه بردار اولین برابر بُعدی در Nهای دادهکراس پلات کردن 

ی اصلی کسر کنیم ی اصلی مقایسه کنیم و آن را از بردار دادهبا اولین مولفه را ویژه بردار اولین اگر دهد.می

 دهنده نشان حالت بهترین به که است ی دوم برداریبردار ویژه آوریم.ی باقیمانده را بدست مییک بردار داده

 هر در باقیمانده یردادهبردا یا اصلی هایداده برابر ی دوم درویژه بردار است. ماندهباقی این در نشانگر الگوی

 بردار N به منجر که بُعدیN  تمام نتایج برای پروسه این دهد.را می اصلی یمولفه حجم دومین ما به وکسل

 به پذیری تغییر کمترین با ابعاد رها کردن با داده کاهش کند.می پیدا ادامه شودمی اصلی مولفه N و ویژه

بُعدی  3پلات  دهد که یک کراسنشان می را PCAجزیه و تحلیل تنمودار شماتیک  که 2شکل آید. می دست

به مجموعه  Pرا با استفاده از تبدیل خطی  Xی اصلی مجموعه داده PCA یابد.کاهش می PCAبه دو جز 

 . کندتبدیل می Yداده جدید 

Px=y 

امر با قطری کردن ماتریس  این(. 2014ها است )شلنس، حذف افزونگی از داده (P)هدف از تبدیل خطی 

 شود. انجام میی زیر طبق رابطه 𝑆𝑌ای جدید کوواریانس مجموعه داده

𝑆𝑌 =
1

𝑁 − 1
𝑌𝑌𝑇 

(23-2) 

 

(24-2) 
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است و بنابراین متقارن  TA=XXکه و این دوباره بنویسیمطبق رابطه زیر  Pرا با استفاده از  𝑆𝑌  توانیمما می

 است. 

𝑆𝑌 =
1

𝑁 − 1
𝑃𝐴𝑃𝑇  

 ماتریس مورب و ماتریس بردارهای ویژه   D درحالیکهآید. دست میزیر بهاز رابطه  Aیک ماتریس متقارن 

A.است 

                                                  TA=EDE  

 

 .کندرابطه زیر را فراهم می 4ـ2رابطه در  3ـ2 رابطه کردن و جایگزینب انتخابا 

𝑆𝑌 =
1

𝑁 − 1
𝑃(𝑃𝑇𝐷𝑃)𝑃𝑇  

𝑆𝑌 =
1

𝑁 − 1
𝐷 

 TA=XXمحتوای اصلی داده به عنوان بردارهای ویژه  .کندمورب میرا  𝑆𝑌 کواریانس ماتریس Pاین انتخاب 

شکل  .هستند 𝑆𝑌ی یر ویژهداقاصلی م هایمولفه متداددر ا Xشود. به علاوه واریانس ظاهر می P سطرهایو 

 PCAبعُدی به دو جز  3پلات دهد که یک کراسرا نشان می PCAنمودار شماتیک تجزیه و تحلیل  2-6

 یابد.کاهش می

 

 

(25-2) 

(27-2) 

(28-2) 

(26-2) 
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 (2002)کولئو و همکاران،  PCAنمودار شماتیک تجزیه و تحلیل   2-6

  (Hierarchical clustering algorithmبندی سلسله مراتبی)الگوریتم خوشه  7- 2

 وارد اصلی هایمولفه تحلیل الگوریتم به و شده نرمالیزه ورودی داده مراتبی، سلسله بندیخوشه یپروسه در

 عدم ماتریس اساس بر دهد. سپسمی کاهش را تصادفی هاینوفه و اضافی داده اصلی یمولفه تحلیل شود.می

 اختصاص خوشه یک به نمونه هر ابتدا، در شوند. می ادغام مشابه هایالگو هایخوشه در زمان هاینمونه تشابه،

 شود.می ساخته ها نمونه بین اقلیدسی فاصله مثل فاصله تعریف براساس هتباش عدم ماتریس شود.می داده

 هایخوشه مرحله، هر در شود.می استفاده مراتب سلسله پروسه در هانمونه بندیخوشه برای سپس ماتریس این

 یک در هانمونه تمام نهایت در شود.می روز به شباهت عدم ماتریس و شده ادغام جدید هایخوشه در ترمشابه

 پیوند الگوریتم و کامل پیوند (،simple linkageواحد ) پیوند : الگوریتم سهجا این در شوند.می ادغام خوشه

 1 یرابطه از استفاده با خوشه دو بین جدید یفاصله واحد، پیوند الگوریتم در است. شده استفاده میانگین

 3 یرابطه اساس بر میانگین پیوند الگوریتم و 2 رابطه اساس بر کامل پیوند الگوریتم محاسبه شده است.

 است. شده محاسبه
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d(𝑟, 𝑠) = 𝑚𝑖𝑛[𝑑𝑖𝑠𝑡(𝑥𝑟𝑖 , 𝑥𝑠𝑗)] و    𝑖 ∈ (1, … … . , 𝑛𝑟) و   𝑗 ∈ (1, … … . . , 𝑛𝑠) 

d(𝑟, 𝑠) = 𝑚𝑎𝑥[𝑑𝑖𝑠𝑡(𝑥𝑟𝑖 , 𝑥𝑠𝑗)] و 𝑖 ∈ (1, … … . , 𝑛𝑟) و  𝑗 ∈ (1, … … . . , 𝑛𝑠) 

d(𝑟, 𝑠) =
1

𝑛𝑟𝑛𝑠
∑ ∑ 𝑑𝑖𝑠𝑡(𝑥𝑟𝑖, 𝑥𝑠𝑗)𝑛𝑠

𝑗=1
𝑛𝑟
𝑖=1  

,d(𝑟 حالیکه در 𝑠)  هایخوشه بین جدید یفاصلهr وs  است.  𝑑𝑖𝑠𝑡(𝑥𝑟𝑖 , 𝑥𝑠𝑗)تمام بین هایفاصله تمام 

  (. 2002، )وبو است s و r هایخوشه دداتع ترتیب به 𝑛𝑠و 𝑛𝑟و است خوشه دو هاینمونه

 C-meansروش فازی   2-8

های شناسی از طریق الگوریتمهای زمینگیبندی ویژای به شکل خودکار با طبقههای لرزهتحلیل رخساره

کند ای بزرگ ارائه میهای لرزهشود و روشی کارآمد را برای تجزیه و تحلیل دادهسازی میتشخیص الگو پیاده

کند. این ناهمگنی آن را مشخص می کند و(. نقشه حاصله وسعت مخزن را مشخص می2013)ماراکونی، 

 ( نیازی به مفسر ندارد.Time Sliceای و برشهای زمانی) لرزه ای از خطوطتکنیک برای بررسی مجموعه

ای سه رزهای خودکار به یک تکنیک استاندارد برای تفسیر داده های لهای لرزهبندی رخسارهبنابراین طبقه

شناسی را با استفاده های زمینتواند رخسارهمی مفسر (.2008؛ ماراکونی، 2003عدی تبدیل شده است) کوئلو، بُ

گویند. ای با نظارت میهای لرزهای شناسایی کند که به آن تحلیل رخسارههای چاه و اطلاعات لرزهاز لاگ

های بین بینی رخسارهشود و سپس برای پیشداده میکننده ابتدا با اطلاعات قبلی آموزش  بندیطبقه

ای روش های لرزههای زمین شناسی از دادهشود. روش دیگر برای شناسایی رخسارههای چاه استفاده میمکان

ها وابسته نیست و نقشه شناسی و چاهبه اطلاعات زمین که ای بدون نظارت استهای لرزهتحلیل رخساره

ی به (. نقشه2006کند)دی ماتوس، بندی تولید میهای خوشهرا با استفاده از تکنیکای های لرزهرخساره

( یک روش 2014دست آمده دارای برچسب نیست و باید با استفاده از برخی اطلاعات اضافی تفسیر شود، لیو )

ات مکانی به طور ای پیشنهاد کرد که در آن نشانگرها و اطلاعلرزه هبندی را برای انجام تحلیل رخسارتقسیم

بندی ها در تجزیه و تحلیل خوشهترین روشیکی از شناخته شده FCMشود. الگوریتم همزمان استفاده می

بندی تصویر و غیره استفاده شده است و با موفقیت در تصویربرداری پزشکی، تشخیص هدف و تقسیم

(29-2) 

(30-2) 

 
(31-2) 
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های یا خوشه 2یک عضو از داده به  دهد که(. این الگوریتم فقط اجازه می2014 ؛کانگ،2006است)چوانگ، 

…و𝑥2 و 𝑥1}ای}بیشتر تعلق بگیرد. با توجه به مجموعه داده تعداد نقاط داده است،  Nکه در حالی 𝑥𝑁 و

 کند. تابع هدف به صورت زیر تعریف می شود:خوشه تقسیم می Kمجموعه داده را به   FCMالگوریتم 

𝐽 = ∑ ∑ ⋃ 𝛾
𝑞
𝑗𝑘 (𝑥𝑖 , 𝜈𝑘)2𝑘

𝑘=1
𝑛
𝑗=1  

∑ 𝑢𝑖𝑘 = 1          ∀𝑖    

𝐾

𝑘=1

 

دهد و مرکز خوشه را نشان می 𝜈𝑘 و  Kبا توجه به خوشه  iی دهنده عضویت فازی نقطه دادهنشان 𝑢𝑖𝑘که 

 𝛾(𝑥𝑖و 𝜈𝑘)گیری عدم تشابه بین نقطه داده اندازه𝑥𝑖    و مرکز𝜈𝑘  .الگوریتم  استFCM است  یالگوریتم

 آید.کند. با استفاده از روش ضریب لاگرانژ رابطه ی زیر به دست میکه حداقل مقدار محلی را پیدا می

𝐽𝑙 = 𝐽 + ∑ 𝜆𝑖̇

𝑛

𝑖=1

(1 − ∑ 𝑢𝑖𝑘

𝐾

𝑘=1

) 

به صفر، ما   𝜈𝑘و    𝑢𝑖𝑘ضرایب لاگرانژ هستند. با تنظیم مشتق با توجه به  𝜆𝑖̇  (j=1….N )در حالیکه 

 توانیم معادلات زیر را استخراج کنیم.می

𝑢𝑖𝑘 = [∑
(𝑥𝑖 − 𝑣𝑘)

2
𝑞−1

(𝑥𝑖, … 𝑣𝑗)
2

𝑞−1

𝑘

𝑗=1

] − 1 

 𝑣𝑘 =
∑ (𝑢𝑖̇𝑘)𝑞𝑥𝑖

𝑁

𝑖̇=1

∑ (𝑢𝑖𝑘)𝑞𝑁

𝑖=1

 

از مرکزهای  5ـ 2و  4ـ2شود با استفاده از رابطه به طور متناوب به روزرسانی می 𝑣𝑘 و مرکز𝑢𝑖𝑘 تابع عضویت 

شود. روش بهینه سازی در واقع اجرای الگوریتم حداکثرسازی یند تکرار همگرا آاولیه دلخواه تا زمانی که فر

. شودانتظار است. در فرآیند طبقه بندی نهایی نقاط داده به خوشه ای با بیشترین عضویت اختصاص داده می

 دهد.را نشان می FCMالگوریتم روش  7-2به شماره  در شکل

(32-2) 

 (33-2) 

 

(34-2) 

 

(35-2) 

 

(36-2) 
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ر فازی فاکتو  (a)دهد . مقدار متفاوت نشان می 3لفی از از فاکتور فازی را در مقادیر مخت 8-2در شکل شماره 

2/1 q=( .استb )5/1 q= (c) 2= q  .شود مقادیر کوچک از فاکتور فازی نتایج همانطور که ملاحظه می است

 آورد.خوبی را به ارمغان می

 

 (2019)ترن،  FCMالگوریتم روش  7-2شکل 
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 .(2017)سانگ و همکاران،   FCMآزمودن فاکتورهای فازی مختلف با استفاده از مقادیر مختلف در الگوریتم  8-2شکل 
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 فصل سوم

 ی مُد تجربیتجزیه هایروش

 سیگنال
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 پیشگفتار 3-1

ای که مخزن در آنجا واقع های زمین شناسی زیرسطحی منطقهبرای دستیابی به مدلی از مخزن که با واقعیت

صوصیات خهای آن قسمت و همچنان دانش کافی نسبت به شده است، ابتدا باید تصویرسازی دقیق از ناهمگنی

ی وسیعی را بتوانند پوشش منطقههایی که سازی از مخزن به دادهسنگی آن منطقه داشته باشیم. برای مدل

اند و همچنین دسترسی گیری شدههایی که از درون چاه نمونههای حفاری شده، مغزهدهند نیاز داریم مانند چاه

اما در واقعیت معمولا تعداد چاه کافی برای مناطق وسیع که بتوان  باشند.هایی که مربوط به تولید میبه داده

ی کافی وجود ندارد. بنابراین تغییرات جانبی مخزن بر روی آنها اتکا کرد به اندازه سازی و شناساییبرای مدل

این اهمیت از آن جهت  شود.ای دوچندان میهای لرزه، اهمیت دسترسی به دادهدر غیاب تعداد چاه کافی

ین تغییرات دهند زیرا اای هرگونه تغییرات جانبی در مخزن را به خوبی نمایش میهای لرزهاست که داده

ای قابل شود که این تغییرات در پارامترهای لرزهمحتوای سیال و تخلل می شامل تغییرات در لیتولوژی،

ای آلوده به نوفه هستندکه همین نوفه باعث اثرگذاری و ایجاد چالش اما این پارامترهای لرزه شناسایی است.

ای د زیرا اغلب وجود این نوفه باعث تحلیل رخسارهشوای میهای لرزهگیری و تفسیر نهایی رخسارهدر نتیجه

اهمیت وجود نوفه باعث شد که  نداشته باشد. شناسی منطقهشود که بستگی کافی با واقعیت زمینمی

ی آن دراین حذف نوفه و جدیدی آن و بازسازی سیگنال های سازندههایی برای تجزیه سیگنال به مولفهروش

توان به عنوان ی مدُ تجربی را میفوریه، تبدیل موجک و تجزیه تبدیلهایی مانند روش بازسازی بوجود بیاید.

هستند به کار ثابت و غیرخطی هایی که غیرهایی برای تبدیل تجزیه سیگنال نام برد که برای تحلیل دادهروش

شی است که درآن دیل فوریه روبروش ت شود.ها داده میبرای این روشکه در ذیل توضیحی کوتاه  روندمی

کند. به میی فرکانس تبدیل گیرد وآن را به تابعی جدید در دامنهی زمانی مییک تابع ورودی را دردامنه

ی دامنه اصلی را دامنه زمانی داده شده تصور کرد و تبدیل فوریه، تابع فرکانس داده شدهتوان تابع عبارتی می

ی زمان و هم ا طیف فرکانسی دینامیک است که هم در حوزهتبدیل موجک روشی برای آنالیز سیگنال ب است.

ی ی مدُ تجربی روشی دیگر برای تجزیهروش تجزیه ی فرکانس دارای رزولوشن بالایی است.حوزه در

ای مدُهای سیگنال لرزه ی زمان است.ای پیچیده به یک مجموعه از توابع ذاتی در حوزههای لرزهسیگنال
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به همین علت  تواند درونش پنهان باشد.مختلفی می مختلف اطلاعات زمین شناسیو مدُهای  مختلفی دارد

ما یک مروری  ای قبل از اینکه تحلیل رخساره بر روی آنها صورت بپذیردهای لرزهچون در این پایان نامه داده

 کنیم.های تجزیه سیگنال میبر روش

 (EMD)تجربی مد تجزیه 3-2

 EMD. (1998 ،همکاران و هوانگ (است غیرخطی و ثابت غیر سیگنال تحلیل و تجزیه برای موثر تکنیک یک

 فرکانس ولاردم هایهارمونیک ابتدایی یدامنه به را شده آنالیز سیگنال ،است محور داده کاملا فرآیند یک

 شود.می نامیده (IMF) ذاتی مد توابع کهدکن می تجزیه

 هر که معنی این به. است مختلف ذاتی هایمقیاس مرتبط انرژی از مستقیم استخراج بر مبتنیتوابع مدُ ذاتی 

IMF اولین.  دندار یمتفاوت یفرکانس محتوای IMF است  تبطمر سیگنال در هارمونیک فرکانس بالاترین با

 هایسیگنال یلتحل و تجزیه لحاظ به. یابدکاهش می عدیب توابع مدُ ذاتی در فرکانس محتوای کاهش باکه 

 نیاز صورت در .کندمی برجسته را شناسیچینه و ساختاری مختلف اطلاعات ایبالقوه ویژگی چنین ،ایلرزه

 final) هایین یکنواختند رو یک یعلاوه به توابع مدُ ذاتی کردن جمع اب را آن توانمی سیگنال بازسازی به

monotronic) روش محلی ماهیت به توجه . باداد انجام EMD در متفاوت یهدامن با ینوسانات تواند می 

 دمُ ختلاطا عنوان به ویژگی چنین. کند ایجاد مختلف هایدمُدر مشابه فرکانس محتوای وجود با یا دمُ یک

(mode mixing) رای ب درنظر گرفت.آن را  روش این از محدودیتی عنوان به تواندمی و است شده شناخته

 .تاس شده ارائه هستند همراه نوفه با که   EMDیهانسخه از برخی مشکل  غلبه بر این
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 (2010)زیلر و همکاران،  EMDنمودار جریان الگوریتم  1-3شکل 
 

EMD یبازگشت صورت به  IMFتجزیه طرح. کندمی ستخراجا نهایی یکنواخت روند تا تریننوسانی از را ها 

 برای spline یک آن در که است شدهتجزیه و تحلیل  سیگنالمحلی  یکمینه و هبیشین شناسایی بر مبتنی

 شودمی کم اولیه سیگنال ازمیانگین  پاکت سپس. است شده باسمتن ترتیب به پایین و بالا هایپاکت تعریف

تکرار  شود نزدیک زمانی هایسری صفردرکل به کافی اندازه بهمیانگین  پاکت که زمانی تا فرآینداین  و

 سیگنال از IMF اولین سپس .کندمی تعریف را IMF اولین و شودمی نامیدهروش غربال کردن  این. شودمی

اعمال  عدیب IMF برای تعریف باقیمانده سیگنال روی بر مشابه گریفرآیند غربالهمان و شودمیسرک اصلی

 یا باشد داشته یکوچکی دامنه شده استخراج IMF که شودمی حاصل زمانی توقف معیارهای. شودمی

 هایمحدودیت از همچنان EMD شد اشاره قبلاً  که همانطور. (1998 )هوانگ و همکاران، دشو یکنواخت

 تقسیمو  (است مختلف های مقیاس شامل IMF هر)  مدُها اختلاط شاملکه  برد می رنج خاص خود نیز

مراحل روش تجزیه  (.2009 )مانتیک و همکاران، است (مختلف های IMFبرروی مقیاس یک گسترش)  هامدُ

(1-3) 
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 IMFآن را به تعدادی  EMDدر نظر بگیریم   x(n)مدُ تجربی به این شکل است که اگر سیگنال اصلی را 

 .آیدکند که از رابطه زیر به دست میتجزیه می

𝑥(𝑛) = ∑ 𝑐𝑖(𝑥)𝑛
𝑖̇=1 + 𝑟𝑛(𝑥)      (3-1                                                                                                )  

 𝑟𝑛(𝑥) بعد از مقدار باقیماندهn  توابع مدُ ذاتی و  تعداد𝑐𝑖(𝑥)  در یک زمان تابع مدُ ذاتی است. میدانیم که

در  IMFباشد. دو شرطی که باید برقرار باشد تا یک مولفه به عنوان  IMFتواند دارای چند نیز میی ما داده

ها باید . شرط اول این است که نقاطی که برابر صفر هستند و مجموع فریننظر گرفته شود به قرار زیر است

مقدار میانگین پوش برازش داده شده شرط دوم آن است که برابر باشند یا حداکثر اختلاف کمی داشته باشند. 

دارای  توایع مدُ ذاتیباید در نظر داشته باشید که بر نقاط حداقل و حداکثر محلی باید برابر با صفر باشد. 

  ی تجزیه مدُ تجربی یا غربالگری به شرح زیر است.پروسههایی متفاوت هستند. بسامدهایی متفاوت با دامنه

را تعیین کنید. سپس با استفاده از برازش نقاط حداقل و   𝑥(𝑛) ابتدا نقاط حداقل و حداکثر محلی سیگنال 

  𝑚1(𝑛)  محاسبه و آن راپوش بالا و پایین سیگنال را  cube spilineحداکثری محلی با استفاده از روش 

گذاری کنید. در ادامه اختلاف بین میانگین پوش بالا وپایین را از طریق رابطه زیر بدست بیاورید. اگر نام

ℎ1(𝑛)  طی را که باید برای تابع شرایIMF  داشته باشد را داشت، آن راIMF  اول که با𝐼𝑚𝑓1(𝑛)  نشان

شرایط   ℎ1(𝑛)دهیم. اگر ی بعدی الگوریتم انتقال میو محاسباتمان را به مرحلهگیریم دهیم در نظر میمی

که همان   𝑥1(𝑛)به جای لازم و مربوطه را نداشت آنگاه مراحل اول تا چهارم را با این تفاوت که الگوریتم 

 شود.اعمال می ℎ1(𝑛)سیگنال اولیه بود روی 

ℎ1(𝑛) = 𝑥(𝑛) − 𝑚1(𝑛)                                                                                                        (3-2)  

 مانده است را محاسبه کرد.باقیآید نیز میتوان میزانی که از طریق رابطه بعدی که در زیر می

𝑟1(𝑛) = 𝑥(𝑛) − 𝐼𝑚𝑓1(𝑛) (3-3) 
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مانده را تکرار کنید ولی اگر باقی 5تا  1های مرحلهد فرین داشته باش 2مانده حداقل در آخر نیز اگر مقدار باقی

ی سیگنال در نظر گرفته ماندهمانده همان باقیفرین نداشته باشد الگوریتم متوقف و آخرین باقی 2حداقل 

 شود.می

 (EEMDتجزیه مُد تجربی مجموع) 3-3

 ثبیتت با که است EMD اساسا EEMD. کردندرا معرفی EEMD یامجموع EMD  ( 2009وو و هوانگ ) 

 سپس دهد.می مانجا اصلی سیگنال از ای نوفه هاینسخه از گروه یک روی راکه تجزیه  است شده نوفه ترکیب

 به EEMD چه اگر زند.می تخمین را معادله طرف های IMF تمام میانگین عنوان به همزمان طور به

 به ( بهتر کدر) متفاوت بخشیدن تحقق برای مدُها از متفاوتی تعداد کند،می کمک مدُها بهتر جداسازی

 تولید باز را لیاص سیگنال کاملی شکل به تواندنمی شده بازسازی سیگنال و شوندمی ایجاد اینوفه سیگنال

دهد که نوسانات اثر اختلاط مدُ است.این پدیده زمانی رخ می EMDی که ذکر شد نقص عمده همانطور کند.

ع مدُ توابهای زمانی یکسان درشوند یا نوسانات با مقیاسحفظ می IMFهای زمانی مختلف دریک با مقیاس

ال ی سفید به سیگنهای مختلف نوفهشامل اضافه کردن سری EEMD شوند.غربال میمختلف ذاتی 

دست بهتوابع مدُ ذاتی ی اضافه شده در هر آزمایش متفاوت است، آنجایی که نوفه از چندین آزمایش است.در

اگر تعداد  دهند.نشان نمیرا  مربوطه از یک آزمایش به آزمایش دیگر توابع مدُ ذاتیآمده هیچ ارتباطی با 

به دست  توابع مدُ ذاتیای از گیری مجموعهتوان با میانگینی اضافه شده را مینوفه ها کافی باشد،آزمایش

  های مختلف حذف کرد.ی مربوط به آزمایشآمده

 .به شرح زیر است EEMDمراحل خاص الگوریتم 

 به𝑈𝑛  (t) سفید ینوفه زمانی سری کردن اضافه با جدید زمانی سری یک امُ، n آزمایش در :1یمرحله

𝑛برای  X(T)ی داده شده سیگنال = 1,2, … . , 𝑁  با تعداد مجموعN .تولید می شود 

𝑌𝑛(𝑡) = 𝑋(𝑡) + 𝑈𝑁(T) (4-3) 



 

39 

 

مانده ها و یک باقی IMFدر یک مجموعه از  𝑌𝑛(𝑇)لوده به نوفه آاصلی، سیگنال  EMDاساس  : بر2یمرحله

 شود.تجزیه می

𝑌𝑛(𝑇) = ∑ 𝐼𝑀𝐸𝑚
(𝑛)

 (𝑡) + 𝑟𝑀
(𝑛)

𝑀−1

𝑀=1

(𝑡) 

𝐼𝑀𝐹𝑚است،  𝑌𝑁(t) یهای نتیجه شده از هر تجزیهIMF تعداد کل  M-1در حالیکه 
(𝑛) ،m   اُمینIMF 

𝑟𝑚است و 
(𝑛)  ی حاصل از باقیماندهN  اُمین آزمایش است. به منظور تعداد برابر ازIMF  ،ها در هر تجزیه

 در نظر گرفته شده است. 10ثابت غربالگری عدد 

متفاوت  سفید ینوفه هایسری آزمایش هر در و شده تکرار آزمایش تعداد n برای 2 و 1 مرحله:  3 مرحله

(t)
nU شودمی اضافه اصلی سیگنال به. 

EEMD  ((𝐼𝑀𝐹𝑚نهایی از IMF:  4 مرحله
𝑎𝑣𝑒 گیری از کل با میانگینIMF m  مربوط بهN  تعداد

 .آزمایش بدست آمد

𝐼𝑀𝐹𝑚
𝑎𝑣𝑒(𝑡) =

1
𝑁

∑  𝐼𝑀𝐹𝑚
𝑛

(𝑁)

𝑛=1

(𝑡) 

 رابطه که است شده اضافه ینوفه یدامنه و( N) مجموع تعداد به بستگی EEMD از آمده دست به نتایج

 :شود حاصل باید زیر

ε =
𝐴

√𝑁
 

ε  مجموع و اصلی سیگنال بین تفاوت عنوان به که است محاسباتی خطای نهایی استاندارد انحراف که 

IMF از حاصل های EEMD  شودمی محاسبه. 

(6-3) 

(7-3) 

(5-3) 
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 (2009)لی و زو،  EEMDنمودار جریان الگوریتم  2-3شکل 
 

 (CEEMDکامل) ی مد تجربیروش تجزیه 3-4

 بیشتر ما. است آن ییافته بهبود هاینسخه با CEEMD یمقایسه و ارزیابی ما اصلی هدف همانطورکه

 و EMD بر CEEMD برتری. کنیم بحث EEMD و EMD هایویژگی و جزئیات مورد در خواهیممی

EEMD  است شده داده نشان  2013هان و واندربان در سال  توسط ایلرزه یداده تحلیل و تجزیه برای. 

 ی زیر را در نظر بگیرید.رابطه

   𝑥𝑖 = 𝑥 + 𝜔𝑖   

 𝑥𝑖  از اینوفه ینسخه عنوان بهرا x تاثیر تحت i ُا( مین تحققrealizations) ی گوسی سفید  نوفه

𝐸𝐾(0) و 𝜔𝑖  د مُعملگری که  عنوان هبk یام رابه وسیله EMD مدُ اولین بنابراین. کندمیتولید EEMD 

 .شودمی زده تخمین زیر شکل به

 (8-3) 
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𝐼𝑀𝐹1 =
1

𝐼
∑ 𝐸1(𝑥 + 𝜀𝜔𝑖)

1
𝑖=1  

  سپس. است شده تزریق سفید گاوسیی نوفه از ثابت درصد 𝜀 و (realizations) هاتحقق تعداد I حالیکه در

  .شودمی محاسبه زیر شکل به 𝑟𝑖 یمانده باقی اولین

𝑟1 = 𝑥 − 𝐼𝑀𝐹1 

 هایسیگنال از ایمجموعه عنوان به (different noise realizationsهای مختلف )فهتحقق نو و 𝑟1 حالا

 به CEEMD مدُ دومین سپس. شودمی استخراج(  𝑟1 ) وفهنهر از EMD مدُ اولین و شوندمی تلقی جدید

 .شودمی زده تخمین هامدُ این میانگین عنوان

𝐼𝑀𝐹2 =
1
𝐼

∑ 𝐸1 (𝑟1 + 𝜀𝐸1(𝜔(𝑖)))

𝐼

𝑖=1

 

𝑟2 صورت به دوم یماندهباقی = 𝑟1 − 𝐼𝑀𝐹2  ترتیب این به شود.می محاسبه  ،IMF بر خلاف ها EEMD 

 کهزمانی معمولا. کندمی پیدا ادامه رویه تا رسیدن به معیار توقف این. دنشومی استخراج متوالی شکل به

. شود در نظر گرفته تواندمی یکنواخت روند یک عنوان به باشد نداشته فرین دو از بیشتر R مانده باقی آخرین

 .شودمی انجام R نهایی باقیمانده و  ها K _ IMF بوسیله سیگنال بازسازی، بنابراین

𝑥 = ∑ 𝐼𝑀𝐹𝐾
𝑘
𝑘=1 +R 

 (VMD) تجزیه مُد متغیر 5-3

شده است. روش تجزیه متغیر توسط  EMDمدرن است که جایگزین روش  این روش یک روش تجزیه

به شکلی خاص به این موضوع بستگی  VMDدراگومیرتسکی و زولو پیشنهاد و مورد توسعه قرار گرفت. روش 

ی تجزیه با تغییر به حل مشکل اختلاط مدُ در نتیجه VMDدارد که تعداد مدُها از قبل تعیین شده باشد. 

به  VMDکند. همچنین بنیانگذار ی غربالگری با استفاده از روش رویکرد ضریب کمک میدر رویکرد پروسه

اهمیت تعیین تعداد مدُ برای جلوگیری از مشکل کم تجزیه شدن یا بیش تجزیه شدن اشاره کرد. یکی از 

توابع مدُ ذاتی را در یک زمان  VMDدر این است که در  EMDد متغیر به روش دلایل برتری روش تجزیه مُ

(9-3) 

 

(10-3) 

 

(11-3) 

 

(12-3) 
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کند. بایستی دانست که هر یک از توابع مدُ ذاتی بیشتر در اطراف مرکز فشرده و متمرکز یکسان، محاسبه می

اعث ی سیگنال است. ارتباط تنگاتنگ با فیلتر وینر بروش خوبی برای نمونه برداری و نوفه VMDهستند. 

برتری خودش را در  VMDشود این روش توانایی بهینه برای مقابله با نوفه را در سیگنال داشته باشد. می

بینی سرعت باد خام، پیش بینی نفتطیف وسیعی از کاربردها مثل تشخیص ماشینی، سیگنال گفتاری، پیش

 مرحلهشرح داده شده است. در زیر  VMDی روش و پردازش تصویر نشان داده است. تئوری فرآیند تجزیه

   اول:

                                                     

 روزرسانی کنید.را با توجه به رابطه زیر به 𝜆و  𝑢𝑘 ،𝜔𝑘مرحله دوم: مقدار 

𝑢^𝑘
𝑛+1 ←

𝑓^(𝜔) − ∑ 𝑢^𝑖
𝑛+1(𝜔) − +

𝜆𝑛(𝜔)
2𝑖<𝑘

1 + 2𝑎(𝜔 − 𝜔𝑘
𝑛)2  

𝜔𝑘
𝑛+1 ←

∫ 𝜔|𝑢𝑘
𝑛+1(𝜔)|

2
𝑑𝜔

+∞
0

∫ 𝜔|𝑢𝑘
𝑛+1(𝜔)|

2
𝑑𝜔

+∞
0

  

 
 

زمانی که تابع بر اساس معیارهای همگرایی که شرط زیر تکرار کنید تا  2. فرآیند تکراری را از مرحله 3مرحله 

 کند همگرا شود. را برآورده می

 

 

 

 

 

 

𝑛 ← 𝑢̂𝑘}و      𝜆1و    0
1 𝑈̂𝑘}و   {

1} 

(14-3) 

 

 ید.مقدار دهی کن (  13-3)

(15-3) 

 

𝜆̂𝑛+1(𝜔) ← 𝜆̂𝑛(𝜔) + 𝜏 [𝑓(𝜔) − ∑ 𝑢̂𝑘
𝑛+1(𝜔)

𝑘

] 

 

(16-3) 

 

 ∑ ‖𝑢̂𝑘
𝑛+1 − 𝑢̂𝑘

𝑛‖
2

2

𝑘
∕ ‖𝑢̂𝑘

𝑛‖2
2 < 𝜖 
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 فصل چهارم

 ای چندلرزه رخساره تحلیل

 مقیاسی
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 پیشگفتار 1-4

های نوفه به هر حال یک سری ازاما  شده استفیلتر ای در مراحل پردازشی های لرزهداده اگر چه نوفه در

برداری  ای باقی بمانند و اشکالات و ایراداتی که به علت عملیات دادههای لرزهتصادفی ممکن است بر روی داده

ای باقی شود یک سری از نوسانات با فرکانس بالا بر روی داده لرزهممکن است وجود داشته باشد باعث می

ای است و ممکن است که این های لرزهادهنوفه بخش جدایی ناپذیر از د بماند. همانطور که میدانیم همیشه

به هر حال  ،از پردازش هم باقی بماند ها ممکن است پسشناسی نداشته باشد و این مولفهنوفه منشاء زمین

 زیرا تفسیر شود ای را برای اهداف مورد نظردر مرحله بعد از پردازش که مرحله تفسیر است باید مقاطع لرزه

ای های لرزهه بر روی دادهشود. یکی از کارهایی که عملیات تفسیری کفسیر اشتباه میها باعث توجود این نوفه

ای را بشناسیم و بتوانیم های لرزهای است که در این بخش باید رخسارهشود بحث تحلیل رخساره لرزهانجام می

یص بدهیم که معمولاً در ای تشخهای لرزهای اهدافی مانند تخلخل و اشباع را از روی رخسارهخصوصیات لرزه

دهند که با اهداف اکتشافی این کار صورت ار میای مورد نظر قرهای لرزههای مخزنی را در رخسارهفقاواقع 

ای را نتوانیم های لرزهاگر مشکلی که اشاره شد یعنی وجود نوفه موجود باشد ممکن است که طرح .گیردمی

ای های لرزهاین است که ابتدا داده شده استپایان نامه انجام  بندی کنیم. روشی که در اینخوبی خوشهبه

. شده استهای تجزیه مدُ تجربی تحت عنوان تجزیه مدُ متغیر به مدُهای سازنده آن تجزیه توسط یکی از روش

مشکل اختلاط  مدُهای اول با فرکانس بالا هستند و به عبارتی بیشترین انرژی بر روی این مدُها است اگرچه

کنیم تا از ا میرمدُ وجود دارد و شاید نتوانیم این مدُها را به شکل کامل از هم تفکیک کنیم اما تلاش خود 

و داده  شته شودگذاهستند را حتی الامکان کنار این طریق آن دسته از مدُهایی را که دربرگیرنده انرژی نوفه 

 سپس این داده بازسازی شده را خوشه بندی کرده و نتایج را بررسی کنیم. ،شودبازسازی 
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 روش الگوریتم 2-4

ی اده از روش تجزیهبا استفکنیم. سپس نیم و افق مورد نظر را انتخاب میکای را وارد میی لرزهابتدا دادهدر 

کنیم. در جزیه می( تIMFی آن)ذاتی سازندهای مربوط به افق مورد نظر را به مدُهای های لرزهدادهمدُ متغیر 

ای ارند و نوفهددیگر فرکانس بالایی ها هست یا به عبارت ی بر روی آنمرحله بعدی مدُهایی که بیشترین انرژ

ردن مدُهای کبا جمع زسازی داده را کنار گذاشته و بامرحله بازسازی سیگنال  هستند را شناسایی کرده و از

نس بالا و جمع ی بازسازی شده که از کنارگذاشتن مدُهایی با فرکادهیم. سپس این دادهباقیمانده انجام می

ورد نیاز به مج نشانگرهای ای جدید برای استخرای لرزهه حاصل شده است را به عنوان دادهمدُهای باقیماند

بندی رآیند خوشهفا به عنوان ورودی در ای جدید و حجم نشانگرهای استخراج شده راین داده لرزه بریم.کار می

ل انجام داده و نتایج حاص k-meansبریم و در انتها تحلیل رخساره را به روش برای افق موردنظر به کار می

 دهیم.را مورد تفسیر و بررسی قرار می

 :مراحل الگوریتم به شرح زیر است

 

 

 

 

 

 

 

 

 

 

  

 ای و انتخاب افق مورد نظروارد کردن داده لرزه

 

  VMDهای ذاتی سازنده توسط روش تجزیه داده ها به مدُ

 

 دادهبندی مدُهای باقیمانده و بازسازی های با فرکانس بالا و جمعکنار گذاشتن مدُ

 

 ای جدید برای استخراج نشانگرهاوارد کردن داده لرزه

 افق مورد نظر بندیده به فرایند خوشهش ای و حجم نشانگرهای استخراجوارد کردن داده لرزه

  تفسیر نتایج. و بررسی و  k-meansتحلیل رخساره به روش 
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 مصنوعی داده بندی خوشه 3-4

مانده بررسی شود. به همین ی باقینوفههدف این پایان نامه تحلیل رخساره چندمقیاسی بوده است تا نقش 

تصادفی به داده  یایم که میزانی نوفهمصنوعی این موضوع را به این شکل بررسی کردهمنظور در آزمایش 

این  کندر میتصادفی تغییتصادفی به حالت  ینوفهاضافه کرده اما با توجه به این موضوع که دامنه و فاز 

مانده را بدین باقیی گذارد و ما این تغییر رخساره و نقش نوفهموضوع دقیقاً نقشش را در تغییر رخساره می

بر  تصادفی میسر می شود. اگر چه حذف نوفه یایم و هدف مورد نظر ما با استفاده از نوفهحالت مدل کرده

تواند هایی که میی از نوفه باقیمانده و ناپیوستگیای انجام می شود ولی همچنان مقادیرهای لرزهروی داده

این تغییرات شدید رخساره را ما با استفاده از نوفه تصادفی  .ماندمنشأهای دیگری هم داشته باشد باقی می

 شود.ای میهای لرزهسازی کردیم که باعث ایجاد تغییرات دامنه و فاز بر دادهمدل

ای مصنوعی تولید شده است. این داده مصنوعی به شکلی برای آزمودن الگوریتم مورد نظر پایان نامه داده لرزه

نمونه زمانی تولید  250و  crossline 300و  inline 200ای مصنوعی شامل است که یک حجم داده لرزه

در نظر گرفته شده است که  1ـ4ای مطابق با مشخصات نمایش داده شده در شکل شده است. یک افق لرزه

نشان داده شده است. برای  1ـ4شامل سه رخساره متفاوت است که مشخصات سرعت و چگالی آن در شکل 

برداری زمانی  هرتز استفاده شده است و بازه نمونه 30ای یک موجک ریکر با فرکانس غالب ساخت داده لرزه

نشان داده  2ـ4میلی ثانیه در شکل  300نظر در زمان ثانیه در نظر گرفته شده است. افق مورد میلی 4هم 

ای مصنوعی تولید شده است که افق استخراج شده از حجم داده لرزه inlineشده است که این شکل یک 

میلی ثانیه بر روی شکل با فلش قرمز رنگ نشان داده شده است و این افق  300مورد نظر در موقعیت زمانی 

بندی ای را وارد بحث خوشههای لرزهای مصنوعی ما فقط دامنهدر مورد داده لرزه ت.مورد تحقیق قرار گرفته اس

نشان داده شده  3ـ4و با در نظر گرفتن سه خوشه در شکل  k-meansکردیم و نتیجه خوشه بندی به روش 

رنگ  اند که هرهای مختلف نشان داده شدهوشه به چه ترتیبی با رنگخاست که مشخص می شود که این سه 

بیانگر یک خوشه منحصر به فرد است. برای هدف مورد نظر این پایان نامه ما نیاز به اضافه کردن نوفه به داده 

 بندی بررسی شد. داریم. به همین منظور در سه سطح مختلف نوفه به داده اضافه شد و نتیجه خوشه
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به آن اضافه  2نسبت سیگنال به نوفه ای است که نقطه تصادفی با مستقل از داده لرزه inlineیک  4ـ4شکل 

ای آلوده به نوفه وارد روند خوشه بندی برای افق مورد نظر لرزه یشده است را نشان می دهد. این حجم داده

و سه خوشه در نظر گرفته شده که  k-meanمجددا روش  شود.دیده می 5ـ 4ی آن در شکل شد که نتیجه

اثر وجود نوفه در خوشه های نارنجی رنگ خودش را نشان داده که قابل مشاهده است. بعد از این مرحله حجم 

ی آلوده به نوفه وارد فرآیند تجزیه مدُ متغیر شد و مولفه های فرکانس بالا از روی آن برداشته اهای لرزهداده

بندی شد که نتیجه آن در شکل از آن داده بازسازی شده وارد مرحله خوشهشد. نتایج خوشه بندی و پس 

های خوشه بندی با دقت بیشتری ویژگی 5قابل مشاهده است که مشاهده می کنیم در مقایسه با شکل   6ـ4

 دهد.شناسی در نظر گرفته شده را نشان میواقعی زمین

نسبت میزان نوفه تصادفی در قسمت بعدی افزایش داده  افزاییم ودر مرحله بعدی آزمایش میزان نوفه را می 

این  inlineیک  7ـ4تولید شد که در شکل  1شد و داده مصنوعی آلوده به نوفه با نسبت سیگنال به نوفه 

کنید و این داده مشاهده می  8ـ4ای را در شکل بندی این داده نوفهنتیجه خوشه .داده نشان داده می شود

های فرکانس بالا از روی آن برداشته و در بازسازی کنار گذاشته ه تجزیه مدُ متغیر شد و مولفهای وارد مرحللرزه

کنید مشاهده می 9ـ4بندی شد که نتیجه را در شکل  ای که بازسازی شد وارد فرایند خوشهشد و داده لرزه

اده شد و یک حجم داده بندی با دقت بیشتری انجام شده است. میزان نوفه مجددا افزایش دکه در آن خوشه

 inlineیک 10ـ4تولید شد که در شکل  5/0ای مصنوعی با نوفه تصادفی با نسبت سیگنال به نوفه لرزه

شود که ملاحظه هده میمشا 11ـ4بندی این داده هم در شکل شود و نتیجه خوشهاستخراجی آن دیده می

ای نوفه مجدداً وارد مرحله تجزیه به روش مد کنیم اثر نوفه چقدر مشهود شده است. سپس این داده لرزهمی

اند در شکل های فرکانس بالای آن کنار گذاشته شدهبندی داده بازسازی شده که مولفهنتیجه خوشه متغیر

های واقعی های بیانگر رخدادبندی افزایش پیدا کرده است و آن خوشهشود که دقت خوشهدیده می 12ـ4

دیده 13ـ4های با فرکانس بالا که بیانگر نوفه هستند در شکل شوند. اثر مولفهمیشناسی بهتر دیده زمین

ای آلوده به ای بدون نوفه همراه با طیف میانگین داده لرزهشود جایی که طیف دامنه میانگین داده لرزهمی

ش تجزیه مد و همینطور طیف دامنه میانگین داده بازسازی شده به رو 5/0نوفه با نسبت سیگنال به نوفه 
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ب منحنی قسمت  13ـ4تجربی که نوفه آن را کنار گذاشته باشد در شکل الف قابل مقایسه هستند و در شکل 

های فرکانس بالا هستند که از بازسازی توانیم ببینیم که بیانگر طیف دامنه همان مولفهقرمز رنگ را می

 اند. سیگنال کنار گذاشته شده

 

 

 

 

 

 

 

 

 مدل رخساره برای ساخت داده مصنوعی. .1ـ4 شکل

 

 

 

 

 

 

 

 

میلی ثانیه نشان داده شده با فلش قرمز  300ای مصنوعی. افق در موقعیت زمانی از حجم داده لرزه Inline. یک 2ـ4 شکل

 مورد تحلیل قرار گرفته است.
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 سه خوشه. و  k-means ای مورد نظر با استفاده از روش. نتیجه خوشه بندی افق لرزه3ـ4 شکل

 

 اضافه شده است. 2از حجم داده لرزه ای مصنوعی که نوفه تصادفی با نسبت سیگنال به نوفه  Inline. یک 4ـ4 شکل
 



 

50 

 

 

 k-means با استفاده از روش  2. نتیجه خوشه بندی داده لرزه ای مصنوعی آلوده به نوفه با نسبت سیگنال به نوفه 5ـ4 شکل

 خوشه.و سه 

 

( و تحلیل شده توسط روش 2نتیجه خوشه بندی داده لرزه ای مصنوعی )آلوده به نوفه با نسبت سیگنال به نوفه  . 6ـ4 شکل

VMD  بندی به روش های با فرکانس زیاد آن کنار گذاشته شده است. خوشهکه مولفه k-means   و با سه خوشه انجام شده

  است.



 

51 

 

 

 اضافه شده است. 1از حجم داده لرزه ای مصنوعی که نوفه تصادفی با نسبت سیگنال به نوفه  Inlineیک  .7ـ4 شکل
 

 

 

 k-means با استفاده از روش 1نتیجه خوشه بندی داده لرزه ای مصنوعی آلوده به نوفه با نسبت سیگنال به نوفه  . 8ـ4 شکل

 و با سه خوشه
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( و تحلیل شده توسط روش 1نتیجه خوشه بندی داده لرزه ای مصنوعی )آلوده به نوفه با نسبت سیگنال به نوفه  .9ـ4 شکل

VMD  بندی به روش های با فرکانس زیاد آن کنار گذاشته شده است. خوشهکه مولفهkmean  و با سه خوشه انجام شده

  است.

 

 

 اضافه شده است. 5/0از حجم داده لرزه ای مصنوعی که نوفه تصادفی با نسبت سیگنال به نوفه  Inlineیک . 10ـ4 شکل
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با استفاده از روش  5/0نتیجه خوشه بندی داده لرزه ای مصنوعی آلوده به نوفه با نسبت سیگنال به نوفه  .11ـ4 شکل

kmeans  .و سه خوشه 

 

 

 

 

 

 
 

( و تحلیل شده توسط 5/0نتیجه خوشه بندی داده لرزه ای مصنوعی )آلوده به نوفه با نسبت سیگنال به نوفه  .12ـ4 شکل

و با سه خوشه انجام  kmeansبندی به روش های با فرکانس زیاد آن کنار گذاشته شده است. خوشهکه مولفه  VMDروش 

 .شده است
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 نسبت با نوفه به آلوده ،(رنگ آبی محنی) نوفه بدون مصنوعی ای لرزه داده حجم میانگین دامنه طیف( . الف) 13ـ4 شکل

 بازسازی در زیاد فرکانس با هایمولفه طوریکه به VMD روش توسط شده تحلیل و( رنگ سیاه منحنی) 5/0 نوفه به سیگنال

 رنگ با بازسازی از شده گذاشته کنار های مولفه میانگین دامنه طیف( . ب(. )رنگ قرمز منحنی) است شده گذاشته کنار داده

 .است شده داده نشان قرمز
 

 واقعی داده بندی خوشه 4-4

تاثیر دارد و  بندیهای مصنوعی مشاهده شد که اثر نوفه چه مقدار بر خوشه با توجه به اینکه در قسمت داده

بندی را با بازسازی سیگنال بدون در واقع دقت خوشه و کمتر کرد توان این اثر رابه روش تجزیه مدُ متغیر می

ی واقعی اعمال و نتیجه بررسی در این بخش روش موردنظر روی داده های فرکانس بالا افزایش داد.مولفه

ای به همراه حجم لرزهاست.  ای واقعی مربوط به یکی از میادین هیدروکربنی جنوب ایرانداده لرزه شود.می

  نشان داده شده است. 14ـ4افق مورد نظر در شکل 

 

 )ب(

(الف)  
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 .شودنشان داده می 16ـ4و  15ـ4بندی در شکل مورد نظر انجام شد و نتیجه خوشه روی افقبندی خوشه

 این .استخراج کردیم ایلرزه هایای را از دادهبندی در یکی از مراحل چند نشانگر لرزهبرای انجام خوشه

عدی بُنمایش سه  15ـ4باشد و شکل می ایفاز لحظه و ایفرکانس لحظه ای،دامنه لحظه نشانگرها شامل

 .دهدافق مورد نظر را نشان می خوشه بندیعدی بُ نمایش دو 16ـ4بندی است و شکل نمایش خوشه

 

 

 

 

ای به همراه افق مورد نظر که با خط چین سبز رنگ نمایش داده شده استحجم لرزه  14ـ4کل ش  
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 خوشه 6و  kmeansنمایش سه بعدی نتیجه خوشه بندی افق مورد نظر در داده لرزه ای واقعی با روش . 15ـ4شکل

 

بندی شود در نتیجه خوشهانجام شده و همانطور که مشاهده میخوشه  6با   k-meansبه روش  بندی خوشه

بندی خوشهنشان داده نمی شود و  خسارهکنیم که یک روند مناسبی از رمی را مشاهدهها الگوی پراکنده خوشه

های مختلف در یک محدوده کوچک به چشم مجاورت خوشهو ها ضعیف به نظر می رسد و پراکندگی رنگ

های ذاتی آن را از مرحله دمتغیر کردیم و تعدادی ازمُ دای را وارد تجزیه به روش مُما این داده لرزه .آیدمی

ی باقی مانده باشند و نتیجه هفودهای ذاتی بیانگر نمُبازسازی کنار گذاشتیم که فرض کردیم که این 

بندی با توجه به این برای بررسی قطعیت خوشه .کنیدمشاهده می 18ـ4و  17ـ4های را در شکل بندیخوشه

در اختیار اطلاعات چاه ظر استفاده شده است و همچنین بندی هم به روش بدون نای حقیقی از خوشههکه داد

، از اندیس سیلوئت مشخص شود که چقدر است بندیخوشهما نبوده که بررسی شود چه میزان قطعیت 

 شود.استفاده می

 

 

 

 

 

 

 

 خوشه 6و  kmeans. نتیجه خوشه بندی افق مورد نظر در داده لرزه ای واقعی با روش 16ـ4شکل 
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 Silouette) اندیس سیلوئت .استفاده از اندیس سیلوئت استبندی های بررسی قطعیت خوشهروشیکی از 

Indexبندی است. ( معیاری برای بررسی میزان قطعیت خوشه 

کند و مقایسه می ایخوشهمین یک خوشه را با میانگین فواصل برون اُ iشاخص سیلوئت فاصله هر مشاهده 

گیری بندی یک مشاهدات معین را اندازهاب خوشهسانت درجه اطمینان را دربه عبارت دیگر شاخص سیلوئت 

 𝑎𝑖شود که در آن تعریف می Ralescuو  Rawashdehشاخص سیلوئت به صورت  iبرای مشاهده  .کندمی

به همه مشاهدات در  iعدم شباهت  𝑏𝑖 .به تمام مشاهدات دیگر از خوشه خودش است i میانگین عدم تشابه

  .آیدبه دست می  sliبا میانگین   شاخص میانگین سیلوئت .است cخوشه 

𝑆𝐼𝑖 =
(𝑏𝑖 − 𝑎𝑖)

max (𝑎𝑖,𝑏𝑖)
 

𝑆𝐼̅ =
1

𝑁
∑ 𝑆𝑖𝑖

𝑁

𝑖=1

 

 عضویتبنابراین نه تنها شاخص سیلوئت امکان ارزیابی تعداد بهینه خوشه را ارائه می دهد بلکه امکان ارزیابی از

از  . همانطور که اشاره شد برای قطعیت خوشه بندی چون به شیوه بدون نظارت استکندوشه را فراهم میخ

در  های مختلف و مقدار میانگین آن وشهخیک اندیس سیلوئت استفاده کردیم که گراف اندیس سیلوئت برای 

 . محاسبه شده است 42416/0نشان داده شده است و مقدار میانگین اندیس سیلوئت برابر  17ـ4شکل 

 

 

 

 

 

 

 

. 

گراف اندیس سیلوئت برای خوشه بندی افق نشان داده شده در شکل قبل. مقدار میانگین این اندیس برای میزان . 17ـ4شکل

 برآورد شده است 42416/0قطعیت کیفی خوشه بندی 

 

(1-4) 

(2-4) 
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ای ابتدا وارد داده لرزهکه به این شکل  شد.پیاده سازی تجزیه شده  واقعی الگوریتم مورد نظر برای داده  

مانده باشند کنار گذاشته شد اقیعنوان نوفه بشد به که فرضذاتی اول  دد متغیر شد و چند مُمُمرحله تجزیه 

نشان داده  19ـ4و  18ـ4در شکل های  بندیخوشهنتیجه  .بندی شدوارد مرحله خوشهداده بازسازی شده و و 

نمایش دو  19ـ4بندی افق مورد نظر است و شکل خوشه جهعدی نتیبُنمایش سه  18ـ4شود که شکل می

شناسی بر روی نتیجه شود روندهای زمینهمانطور که مشاهده می .بندی این افق را نشان می دهدعدی خوشهبُ

با این  می شود که ها کمتر شده و مشاهدهبه شکل واضح تری دیده می شوند و پراکندگی خوشه بندی خوشه

تر و بندی بسیار واضحه باشند و کنار گذاشته شوند نتیجه خوشهفهای فرکانس بالا بیانگر نوایده که مولفه

اظر بندی چون به شیوه بدون نصورت گرفته است اما همانطور که اشاره شد برای قطعیت خوشهتر مشخص

شان داده ن 20ـ4و مقدار آن در شکل  ئتگراف اندیس سیلو یم کهاست ما از یک اندیس سیلوئت استفاده کرد

ه بندی بیشتر بودن این اندیس خوشکه است  4908/0بندی  شده است که مقدار این اندیس برای این خوشه

  . ای اصلی بیانگر دقت بیشتر خوشه بندی استداده لرزه

 

 

 

 

 

 

 

. خوشه خوشه 6و  kmeans. نمایش سه بعدی نتیجه خوشه بندی افق مورد نظر در داده لرزه ای واقعی با روش 18ـ4شکل

انجام شده است. به نحوی که مولفه های با فرکانس زیاد از بازسازی کنار  VMDبندی بر روی داده تحلیل شده به روش 

 گذاشته شده اند.
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. خوشه خوشه 6و  kmeans. نتیجه خوشه بندی افق مورد نظر در داده لرزه ای واقعی با روش 19ـ4شکل 

انجام شده است. به نحوی که مولفه های با فرکانس زیاد از  VMDبندی بر روی داده تحلیل شده به روش 

 بازسازی کنار گذاشته شده اند.
 

. گراف اندیس سیلوئت برای خوشه بندی افق نشان داده شده در شکل قبل. مقدار میانگین این  20ـ4شکل

برآورد شده است. 4908/0اندیس برای میزان قطعیت کیفی خوشه بندی   
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 گیرینتیجه 1-5

ل پردازشی ای همواره به دلایل مختلفی حاوی نوفه هستند و در مراحهای لرزهداده همانطور که گفته شد

ری در تفسیر ماند که باعث ایجاد مشکلات بسیاشود اما همواره مقداری نوفه باقی میسعی بر حذف نوفه می

شود که یکی یمشناسی های زمینشود که این اشکالات باعث ایجاد عدم انطباق با واقعیتای میی لرزهداده

پیشتر وفه که ای است. به دلیل وجود نی لرزهاز کارهایی که برای رفع این مشکل وجود دارد تحلیل رخساره

ای هرزهای لدا دادهنامه تصمیم گرفته شد که ابتآورد اشاره شد، در این پایانبه آن و مشکلاتی که به وجود می

د به عنوان به مدُهّای سازنده آن تجزیه و مدُهّای اول را که حاوی فرکانس بالا هستن VMDرا توسط روش 

رد بحث تحلیل و سپس داده بازسازی شده واای کنار گذاشته های لرزهها را از دادهنوفه تشخیص داده و آن

 رخساره شد. اگر چه همواره بحث اختلاط مدُّ وجود داشت.

سازی شد و نشان داده شد که با کنار گذاشتن این الگوریتم پیاده واقعیی هی مصنوعی و روی دادروی داده

ی حقیقی هم میزان اندیس شود که برای دادهبندی با دقت بیشتری حاصل میهای فرکانس بالا، خوشهمولفه

 سیلوئت بالاتر بیانگر قطعیت و دقت بیشتر خوشه بندی است.

 پیشنهادها  2-5

 شود:پیشنهادهای زیر ارائه میبرای ادامه این پژوهش 

  GMMا یو  SOM  ،FCMبندی دیگر مثل های خوشهبررسی روش: 1

ی چاه که بتوانیم با قطعیت بیشتری از میزان بررسی عملکرد بندی با ناظر و فراهم بودن داده: انجام خوشه2

 الگوریتم مورد نظر داشته باشیم.

های تجزیه مدُ تجربی استفاده امه از یکی از نسخهنر این پایان های تجزیه سیگنال فراوان هستند و د: روش3

بر مبنای فوریه هم برای بررسی های روشهایی مثل تبدیل موجک و یا شود که از روششد و پیشنهاد می

 نتایج استفاده شود.
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Abstract  

To model a reservoir, it is necessary to accurately evaluate the properties of rocks and visualize 

their heterogeneity. Due to high drilling costs and the lack of sufficient large-scale wells or 

data related to wells and cores, 3D seismic data play a very important role in detecting reservoir 

changes. Any change in lithology, porosity, and fluid content causes changes in amplitude, 

frequency, lateral cohesion, and other seismic markers. If these changes are detectable in 

seismic parameters, they will help to understand subsurface geology. The purpose of seismic 

facies analysis is to interpret changes in seismic parameters. Seismic facies can be defined as 

seismic rejection groups. Many methods have been developed to identify and detect patterns 

for seismic facies. An unsupervised pattern is used when geological information is not 

available. The presence of noise is an integral part of seismic data that affects the classification 

of facies and seismic interpretation, and its presence causes misinterpretation. The research 

approach for this problem is multi-resolution seismic facies analysis. This means that before 

the main seismic data or markers enter the facies analysis process, we first decompose the 

seismic data into its constituent components using one of the signal decomposition methods 

and then participate in a number of components in signal reconstruction and some components. 

We leave out the ones that express the nature of noise. Then a reconstructed version of the 

signal or the resulting markers is entered as input to the facies analysis algorithm. In this 

research, the intention is to decompose seismic data into their constituent components using 

variational mode decomposition (VMD) and to reconstruct the facies analysis process on the 

data and apply the resulting markers. Facies analysis in this method will be performed without 

supervision and by K-means method. The performance of artificial and real data methods is 

tested and it is shown that more accurate facies analysis can be performed. 

Keywords: Signal decompotion _ Seismic attribute _ Seismic facies analysis _ Noise effect 
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