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 چکیده‌

هایی که قابلیت اتکاي بالاتري داشته باشند، بسیار مورد  بینی هاي عصبی در راستاي پیش امروزه استفاده از شبکه 

تجربی،  هاي  روند که با پردازش داده هاي هوشمند به شمار می هاي عصبی بخشی از سیستمتوجه است. شبکه 

ها هوشمند  کنند به همین دلیل به این سیستمها را به ساختار شبکه منتقل میدانش یا قانون نهفته در وراي داده

هاي عصبی است. یک گام  هاي داغ در تحقیق و کاربرد شبکه بینی قیمت بورس نیز از زمینه پیش   .شود گفته می 

هاي  هاي پایه یا مخزن داده هاي موجود در پایگاه دادهده مهم در کاربرد شبکه عصبی، طراحی آن است. عموماً دا

می شرکت تصحیح  و  انتخاب  داده ها  مجموعه  تا  انتخاب  شوند  کنند. سپس  ایجاد  را  براي طراحی  مناسب  هاي 

بینی به  هاي عصبی مبتنی بر پیش هاي ورودي موضوعات مهم شبکه هاي عصبی و طراحی داده معماري شبکه 

   آیند.حساب می 

  بازگشتی این مطالعه، یک روش غیرمتعارف براي پیش بینی سهام ارائه شده است که از یک شبکه عصبی  در  

از طریق تصاویر ساخته شده از نمودار سهام استفاده    "نگهداري"و    "فروش"،    "خرید"براي تعیین سناریوهاي  

از تصاویر تبدیل می هاي سري زمانی به مجموعه کند. در این مدل، داده می از نمودارهاي میله اي  اي  شوند که 

قیمت سهام تشکیل شده اند. هر تصویر تبدیل شده شامل قیمت سهام و زمان است. همچنین، هر تصویر حاوي  

هدف ما در این پژوهش برآورد و ارائه مدلی مناسب جهت    .روز قیمت سهام است  30اطلاعاتی به نمایندگی از  

سازي ساختار سري قیمت بورس بر اساس مدل  ن راستا ابتدا به مدل باشد. در ای بینی قیمت بورس خام می پیش 

هاي درخت تصمیم و جنگل  الگوریتم غیرخطی مبتنی بر شبکه عصبی پرداختیم و سپس با تطبیق این روش با  

 ها انجام دادیم.  اي براي آن بررسی مقایسه گونه تصادفی 

توجه به ماهیت گزینه مورد بررسی )بورس( عملکرد    سازي شده در طرح با نتایج حاکی از آن است که مدل پیاده 

در   توجهی  مدل   صحتقابل  به  پایه  نسبت  مدل  و  دیگر  پیشنهادي،    دارد.هاي  روش  بندي  طبقه   صحتنهایتاً 

 را براي تشخیص وضعیت سهام، ارائه داده است.   4/90%
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 مقدمه . 1-1

ای که  در عصر حاضر، اطلاعات نقش بسیار مهمی بر عهده دارند و با در نظر گرفتن پراکندگی اطلاعات نکته 

گیرند. در زمینه حسابداری و  استفاده کنندگان می   بسیاری از نوع اطلاعاتی است که    ،باید به آن توجه نمود 

شوند که برای تمامی استفاده کنندگان اهمیت یکسانی ندارند و جهت  امور مالی اطلاعات گوناگونی یافت می 

بینی  های هوشمندی نیاز است که توانایی پیش انتخاب و ارایه بهترین اطلاعات مورد نیاز هر کاربر، به سیستم

مدهای آینده است. جهت کاهش خطای موجود  آبینی، تخمین پیشنیاز را داشته باشند. پیشاطلاعات مورد  

هایی که براساس اطلاعات  بینی بینی نیاز به اطلاعات بیشتر در رابطه با موضوع مورد نظر است. پیشدر پیش 

 بررسی قرار داده باشند. گیرند در صورتی قابل اتکا خواهند بود که تمامی جوانب موضوع را مورد شکل می 

 بیان مسأله اساسی تحقیق . 2-1
هایی که قابلیت اتکای بالاتری داشته باشند، بسیار  بینیهای عصبی در راستای پیش امروزه استفاده از شبکه 

های  روند که با پردازش داده های هوشمند به شمار می های عصبی بخشی از سیستم مورد توجه است. شبکه 

یا دانش  داده   تجربی،  ورای  در  نهفته  می قانون  منتقل  شبکه  ساختار  به  را  این  ها  به  دلیل  همین  به  کنند 

   .شودها هوشمند گفته می سیستم

باشد، اما به مرور زمان مفهومی فراتر از کیف پول به خود  ای فرانسوی و به معنای کیف پول می بورس کلمه 

های اقتصادی و ارائه یک  ها توسط تیمروی شرکت   گذاریگرفته است. در اصل این واژه نمود مفهوم ارزش 

در  موثر  عوامل  شناسایی  است.  تقاضا  و  عرضه  بورس   سهام  ارزش تغییرات    ساختار  برای    در  مناسبی  دلیل 

جهت شرکتپیش  سهامداران  سهام  قیمت  بودها  بینی  و  امروزه    .خواهد  مالی  امور  خبرگان  از  بسیاری 

شان گیری ها را در امور تصمیم می در اختیار داشته باشند که بتواند آن دهند مکانیزترجیح می   گذاری سرمایه

بینی بسیار مورد توجه قرار گرفته است. متخصصان بازار  های پیش روش   عملکردیاری نماید به همین دلیل  

که برای این   ،اند بینی پرداخته سرمایه، سالیان متمادی به مطالعه بازار و شناسایی الگوهای مختلف برای پیش 

 اند.  کار بستهه ی مبتنی بر مشاهده روابط علّت و معلول را بامر ترکیبی از تشخیص الگو و تجربه 
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برنامه  نرم همچنین  به این تصمیم های  نیز وجود دارند که  کند و به عنوان  گیری کمک می افزاری بسیاری 

پیش  می موتور  قرار  استفاده  مورد  با  نگیربینی  ش د.  این  اوقاترتمام  از  بسیاری  در  مالی   ایط  به    روندهای 

ذکر شده در    بینیهای پیشروش   .دگرد بینی دشوار می و پیش   ریخته که قوانین به هم    روند ای پیش می ونه گ

 شوند می بندی  های مورد استفاده به چهارگروه طبقه براساس نوع ابزار و داده   متفاوت هستند و  ، سابقه موضوع

[1] : 

فنی های  روش - 1 قیمت  1تحلیل  نوسان  و  تغییرات  بررسی  تقاضا:  و  عرضه  و  معاملات  حجم  روشی    ،ها، 

قیمت وضعیت  به  دسترسی  تحلیل جهت  این  بود.  خواهد  آینده  در  بررسی    ها  بهادار  به  اوراق  ذاتی  ارزش 

الگو اقدام به پیش   گیری پردازد، با بهره نمی ین نوع تحلیل با  کند. ابینی سهم می از نمودار و ابزار شناسایی 

سهم   آینده  روند  و  قیمت  تعیین  به  گذشته  در  سهام  حجم  و  قیمت  حرکات  و  رفتار  مطالعه  از  استفاده 

 پردازد.می 

بنیادیروش - 2  تحلیل  گزارش  2های  بررسی  از  است  عبارت  شرکت  یک  بنیادین  تحلیل  و  :  مالی  های 

رهای مربوطه. در این تحلیل بنیاد کار بر مبنای  سلامت مالی شرکت و مدیریت، امتیازات رقابتی، رقبا و بازا

پیش است.  شده  بنا  واقعی  رخدادهای  و  و    ،بینیوقایع  دانش  اساس  بر  و  واقعی  اخبار  و  اتفاقات  تحلیل  با 

پذیرد. مبنای اصلی تفکر در این تحلیل این است که تمام تغییرات  استراتژی در نظر گرفته شده صورت می 

آوری اطلاعات از منابع  گیر بوده و نیاز به جمع دی بنیادی دارند. این تحلیل زمانها یک علت اقتصادر قیمت 

 مختلف دارد. 

پیشروش - 3  زمانی بینی سریهای  روش کلاسیک  3های  این  می :  سعی  آینده  ها  مقادیر  یک سری  کنند 

یک یا چند  گرسیون  توان رهای گذشته تقریب بزنند. از آن جمله می زمانی را بر اساس ترکیب خطی از داده 

   متغیره را نام برد. 

 
1 Technical Analysis 
2 Fundamental Analysis 
3 Time Series Analysis 
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هوشمند روش - 4 داده )  1های  بر  مبتنی  تکنولوژیتحلیل  و  از  (کاوی  استفاده  تکنولوژی،  پیشرفت  با   :

در  روش  نیز  کامپیوتری  شدهبینی  پیش های  مرسوم  الگوریتم است  سهام  شبکه .  و  ژنتیک  عصبی  های  های 

 های مورد استفاده هستند.  ترین روش از برجسته  مصنوعی 

می تحلیل   سعی  فنی  داده گران  نمودار  در  موجود  الگوهای  اساس  بر  بازار،کنند  به  مربوط  را    های  قیمت 

نمایند. بینی می م به پیشبا توجه به ارزش واقعی و ذاتی یک سهم اقدا  گران بنیادی،تحلیل   بینی کنند.پیش

های کلاسیک، فرض بر این است که مقادیر آینده قیمت، سیر خطی مقادیر گذشته را  بینی با روش در پیش 

روش می  داده پیمایند.  در  موجود  غیرخطی  و  خطی  الگوهای  هوشمند  دنبال  های  را  بازار  به  مربوط  های 

 . [1] بزنند  تخمینها را کنند تا بدین وسیله فرایند ایجاد آن می 

 های مرتبط با بازار اوراق بهادارداده. 3-1
داده  مطالعه  از  بازار  مورد  در  آن  اطلاعات  به  مربوط  داده می به دست  های  این  مطالعه  اجازه  آید.  ما  به  ها 

های گذشته و حال بتوانیم تقریبی  در واقع با استفاده از داده   دهد که بازار و قوانین آن را بهتر بشناسیم ومی 

آینده   بزنیمرا  از  به سه دستهداده   .تخمین  را  بازار سهام  با  مرتبط  اشتقاقی  ،  فنیهای  داده ،  های  و  بنیادی 

نظیر قیمت سهام در پایان روز، بالاترین و    ،های تکنیکی فقط به سهم اشاره داردداده   .کنند بندی می تقسیم 

های بنیادی به ارزش واقعی شرکت یا صنعت خاص، یا  داده   ،، حجم مبادلاتترین قیمت در طول روزپایین

بهره، و  داده  تورم، نرخ  نرخ  نظیر  اقتصاد عمومی  با  داده اشاره می   غیرههای مرتبط  و  نیز  کند  اشتقاقی  های 

 . [2] قیمت طلا  ترکیبی از این دو نوع داده است نظیر بازده سهم، ریسک سهم و

 فرضیه بازار کارا و ناکارآ  و  بینیقابلیت پیش. 4-1
می پیش صحبت  آن  درمورد  زیاد  محققان  که  است  موضوعی  بازار  در بینی  مالی    کنند،  بازارهای  بحث 

دارد که هیچ روشی برای درآمدزایی بوسیله  گویند و بیان می آن کارآیی بازار می   ای وجود دارد که به فرضیه 

کند که همه اطلاعات  توان به سود رسید؛ کارآیی بازار بیان می بینی نمی یعنی با پیش  . بینی وجود نداردپیش

 
1 Datamining Analysis 
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  به عبارت دیگر در  .شوند تحلیل بازار ناشی می  از ،اطلاعات جدید  است و شامل قیمت فقط   مرتبط با یک بازار

 .  ]2[ بینی وجود نداردفرضیه کارایی بازار هیچ جایی برای پیش 

 

 

 :  ]3[ار به سه شکل است فرضیه کارایی باز

است.    انجامبینی قیمت سهام برمبنای قیمت سهام گذشته غیر قابل  کند که پیش بیان می   :بازار ناکارا  -1

آن باعث ارایه فرضیه کارایی بازار   بینی قیمت سهام به دلیل عوامل متعدد تاثیر گذار برجهت پیش ناتوانی در

 .شد 

بینی قیمت آینده سودمند نیستند و در واقع این  اطلاعات منتشر شده برای پیشکند بیان می  :نیمه کارا -2

 .ولی کافی نیستند بوده بینی قیمت آینده لازم اطلاعات برای پیش 

بازار اوراق بهاداری است که در آن    ،کند پردازان، بازار کارا را این گونه توصیف می یکی از نظریه   :بازار کارا  -3

آینده شرکت   تعداد زیادی خریدار به  به اطلاعات موجود و دیدگاهی که نسبت  هایی که  و فروشنده نسبت 

آن  بهادار  می اوراق  معامله  بهادار  اوراق  بازار  در  می   ،د نشوها  نشان  العمل  وعکس  باعث    دهند  ترتیب  بدین 

  .شوند بازار می تعیین قیمت اوراق در 

که شکل ریاضی آن    1در فرضیه بازار کارا  ر تصادفی مدل مسی  مبنای  همانطور که ذکر شده نوسانات بازار بر

صورت  𝑦𝑡  به  = 𝑦𝑡−1 + 𝑟𝑠    می است بپذیریم.  باشد ،  را  مدل  این  صحت  ما  پیش   ، اگر  با  بهترین  بینی 

بر   𝑦𝑡 زمان  دربرای قیمت فردا  ارزش بازار را   باشد کهمورد نظر می   t  در زمان  𝑟𝑠متغیر مستقل   از  استفاده

  باشد و یک نظریه می   علیرغم وجود فرضیه کارا این فرضیه تنها مبتنی بر  هد.دنشان می   ،قیمت امروز  اساس 

درك انسان به طور ذاتی محدود    .ها و دلایل و مشاهدات مناسب قابل رد یا اثبات استهر نظریه با استنتاج 

بنابراین کارایی او نیز محدود به میزان قدرت پردازش    ،به میزان قابلیت پردازش اطلاعات دریافتی خود است

  های غیرخطی بر های جدید پردازش را بتوان به وجود آورد که مانند روش حال اگر روش   ،اطلاعاتی اوست

 
1 Efficient Market Hypothesis 
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مدل و اساس  استنتاج  قوی  پتانسیل  دارای  عصبی  شبکه  سیستم   های  در  الگوها  و  ساختارها  های کشف 

ها در  این صورت ممکن است فرضیه بازار کارا را زیر سوال برد البته این روش   در  ،د ندینامیکی ناشناخته باش 

ها صادق نباشد نیز به خوبی  مورد بازارهایی که همبستگی قیمت داشته و اصولا فرضیه بازار کارا در مورد آن 

 .  ]4[نجام داد بینی را با عملکرد نسبتا خوب )کوتاه مدت( اتوان فرآیند پیش می بر اساس آن  و  کنند عمل می 

گفت،   باید  نهایت  در  می پیشپس  گفته  فرآیندی  به  بورس  بازار  سهام  بینی  قیمت  آن  طی  در  که  شود 

شود. طبق نظریه بازار کارآمد قیمت سهام اطلاعات مهمی را در اختیار ما  بینی می شرکت مورد نظر، پیش

دا نکند در نتیجه آن سهام به خودی  گذارد و چنانچه قیمت سهام بر اساس اخبار منتشر شده تغییر پیمی 

 بینی نخواهد بود.  خود قابل پیش 

 1کاوی. داده1-5

پایگاه    فناوری،  رشد  و  اطلاعات  افزایش حجم  با  سریع   هایامروزه  بسیار  سنتی    شدهتر  داده  حالت  از  و 

داده خارج شده  با عنوان  رویکرد علمی جدید  به یک  دارد که محققان  بسیاری وجود  در  اند. دلایل  و  کاوی 

کاوی،  یابی به اطلاعات در کمترین زمان و بدون دخالت انسان روی آورده اند. ترجمه عبارت داده جهت دست

با    "Mine"کند. واژه  تر می درك این واژه را آسان و  از منابع نهفته  شود.  ارزش زمین گفته می به استخراج 

عبارت   با  کلمه  این  داده "Data"پیوند  از  نهفته،  مفید  اطلاعات  کردن  پیدا  عمیق جهت  های ، جستجویی 

کاوی، علمی جدید و برگرفته از تحقیقات در علوم آمار، یادگیری  کند. داده حجیم قابل دسترس، را ارائه می 

توان  کاوی در مراجع معتبر می باشد. از دیگر تعاریف داده ها می ماشین و کامپیوتر به ویژه مدیریت پایگاه داده 

 :  ]5[  به موارد زیر اشاره کرد

گیری از  های حجیم و بهره ارزش، نامشخص، مفهوم و معتبر از مجموعه داده   فرآیند استخراج اطلاعات با  -1

 گیری در امور مختلف. آن در تصمیم 

 . حجیم جهت کشف الگوهای مفید های اتوماتیک تحلیل داده فرآیند نیمه  -2

 . ایها برای استخراج الگوهای میان داده جستجو در پایگاه داده  -3

 
1 Data Mining 



7 

 

 ها.های قابل مشاهده برای یافتن روابط مطمئن بین داده تجزیه و تحلیل مجموعه داده  -4

تا سازمانکاوی کمک می داده   داده کند  با جستجو روی  را  ها  آینده  رفتارهای  و  های یک مجموعه،  کشف 

دهد که در  کاوی با استفاده از تحلیل گذشته به سوالاتی پاسخ می بینی کرده و بهتر تصمیم بگیرند. داده پیش

 .  گذشته ممکن نبوده و یا زمان زیادی نیاز داشته است

داده  کاربردهای  مشهورترین  از  می یکی  سهام  بازار  تحلیل  ایجاد  کاوی  آن  هدف  نخستین  که  باشد 

معاملاسیستم دخالت  های  بدون  ایجاد سیگنال  یا  معامله  و  اجرا  توانایی  که  است  سودمندی  الگوریتمی  ت 

ب باید  قدرتمند  معاملاتی  یک سیستم  باشند.  داشته  را  سهم ه  انسان  مداوم درخصوص  مد صورت  نظر    های 

تعیین کند.  تصمیماتی را اتخاذ کرده و سیگنال خرید، فروش یا نگهداری سهم و همچنین زمان معامله را  

دوره  بیشتر  که  سهم  نگهداری  و  خرید  سیستم  میبرخلاف  شامل  را  مدت  بلند  زمانی  این  های  شود، 

 . ]5[های زمانی کوتاه مدت تمرکز دارند های معاملاتی عمدتا روی معاملات با دوره سیستم

 . ضرورت انجام تحقیق 6-1

علت شرایط مناسب بازار بورس، حجم بالایی از    های اخیر سازمان بورس و اوراق بهادار بهبا توجه به گزارش 

ای ادامه  نیز به شکل فزاینده   1398های ابتدایی سال  نقدینگی وارد این بازار شده است که این روند در ماه 

بینی بازار بورس به جهت  های پیش داشته است. در چنین شرایطی نیاز به تحقیق و پژوهش در مورد روش 

وارد( بیش از هر زمان دیگری احساس  گذاران )به خصوص افراد تازه جانی سرمایه های هیجلوگیری از تصمیم 

تواند در کوتاه مدت باعث رشد شاخص بورس  شود. همانطور که ورود هیجانی نقدینگی به بازار بورس می می 

ران  گذابینی بازار و جلوگیری از ضررهای سنگین سرمایهکار مناسب برای پیش  و  شود، درصورت نبود ساز

تواند اعتماد عمومی نسبت به بازار بورس را از بین ببرد و باعث افت شاخص بورس و خروج سرمایه از این  می 

تحلیل بنیادی بیشتر به وضعیت و ارزش شرکت  همان طور که گفته شد  بنگاه مهم اقتصادی کشور گردد.  

سرمایه  برای  ترجیحا  بنیادی  تحلیل  و  تجزیه  از  دارد.  می های  گذاریبستگی  استفاده  مدت  زیرا    شود بلند 

های یک شرکت فقط چندین بار در سال منتشر  های بنیادی نظیر پرداخت سود سهام، درآمد و ترازنامه داده 
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عوامل  می  تا  است  منطقی  عوامل  تاثیر  تحت  بیشتر  سهام  بازار  که  باورند  این  بر  بنیادی  تحلیلگران  شوند. 

   .]6[ شودانجام می های زمانی ستفاده از تجزیه و تحلیل سری با ا فنی در مقابل تجزیه و تحلیل   ،روانی

تحلیل   می   فنیروش  صدق  جهان  بازارهای  تمامی  در  که  است  شده  بنا  اساسی  اصل  سه  پایه  و  بر  کند 

از ها به صورت روندهایی  قیمت ،  همه اطلاعات یک سهم در قیمت آن منعکس شده استاین که    عبارتند 

  .شوند روندهای بازار تکرار می و نهایتا   کنند روندها در برابر تغییرات مقاومت میکنند که این حرکت می 

که  پیش چرا  است  مهم  و  برانگیز  چالش  مساله  یک  سهام  قیمت  غیرخطی،  بینی  دینامیک،  سهام  بازار 

ویدادهای  علاوه بر این از تعداد زیادی فاکتورهای اقتصاد کلان مانند ر  و  نظم استپیچیده، ناپارامتریک و بی 

گذاران و همچنین متغیرهای مالی مثل  سیاسی، نرخ تورم و شرایط اقتصاد عمومی و انتظارات و رفتار سرمایه 

گران  محققان و تحلیل  .د ندهو در واقع رفتار سرمایه گذاران را جهت می پذیرد  تاثیر می حجم مبادلات، و ...  

هایی برای  گروه اول معتقد به ایجاد روش .  وه تقسیم کردتوان به دو گر را در پیش بینی بازار اوراق بهادار می 

دانند و اعتقاد دارند بازار  بینی بازار اوراق بهادار هستند و گروه دوم که پیش بینی بازار را غیر ممکن می پیش

  ،کند کارایی بازار اصلاح می فرضیه  کند و خودش را بر طبق  کاراست و اطلاعات جدید را بلافاصله جذب می 

 . ]6[ ها معتقد به تصادفی بودن بازار اوراق بهادار هستند بینی وجود ندارد. آن در نتیجه فضایی برای پیش 

انتخاب یک سهام بهینه را می  اول روی رفتار سهام تمرکز  رویه  توان به دو مرحله تقسیم کرد: در مرحله 

مورد رفتار آینده سهام مورد نظر بحث  شود، و در پایان در  ها استفاده می شود و از تجارب و دانش خبره می 

شود. در مرحله دوم به پیدا کردن و انتخاب سهامی که برای یک یا چند هدف خاص بهینه است پرداخته  می 

 .شودگذار اعمال می شود. در واقع در این مرحله انتظارات سرمایه می 

 چرا شبکه عصبی . 7-1

های  و روش   داشتهقیمت سهام یک روند غیرخطی  د کهنشان دهنده این حقیقت هستنها بررسی از آنجا که 

و الگوهای خطی همه ابعاد    فنینیستند و تحلیل    بینی آن پیش مناسب    ،بالادرجه خطای  به علت  کلاسیک  

های جدید و مدرن  گیرند و مشکلات متعددی دارند، باید به سمت روش مربوط به قیمت سهام را در نظر نمی 

 .بینی حرکت کنیمپیش
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ها  ترین تکنیکهای یادگیری ماشین به یکی از محبوبها، به کارگیری تکنیکجهت انتخاب بهترین ویژگی 

های یادگیری ماشین به دو دسته اصلی، یادگیری تحت نظارت و یادگیری بدون  تبدیل شده است. الگوریتم

 شوند.نظارت تقسیم می

کند، تولید  های مطلوب تبدیل میبه خروجییادگیری تحت نظارت: یک مدل کلی که اشیای ورودی را    

های از جمله مثال   1نیوی بیزینهای  ترین همسایگی و الگوریتمنزدیک  kهای بردار پشتیبانی،  شود. ماشینمی

نظارت، پیش یادگیرنده تحت  نظارت هستند. وظیفه  برای هر شیء ورودی  یادگیری تحت  تابع  بینی مقدار 

-های ارائه  های آموزشی است. برای تحقق این امر، یادگیرنده باید داده ز مثالمعتبر پس از مشاهده تعدادی ا

 نشده به نحوی منطقی تسری و تعمیم دهد.های مشاهده شده را به وضعیت

شود که کلیه مشاهدات ناشی از متغیرها پنهان هستند، به عبارت دیگر  یادگیری بدون نظارت: فرض می 

های خود سازمان ده به طور متداول از  تهای زنجیره علّی قرار دارند. نقشهشود که مشاهدات در انفرض می

 . کنند های یادگیری بدون نظارت استفاده می الگوریتم

یادگیری تحت نظارت مستلزم این است که متغیر هدف به خوبی تعریف شده و تعداد کافی از مقادیر آن   

 متغیر هدف نامعلوم است و یا اینکه تنها برای تعداد  داده شده باشند. در یادگیری بدون نظارت، یا معمولاً

است.  شده  ثبت  حالات  از  شد،    کوچکی  گفته  که  طور  دینامیک همان  سهام  پیچیده،  ،  بازار  غیرخطی، 

های عصبی برای  شبکه .  پذیرداز تعداد زیادی فاکتورهای اقتصاد کلان تاثیر می است و  نظم  ناپارامتریک و بی 

های  با اطمینان بیشتری نسبت به روش   بوده و تر از سری های زمانی  ر خطی مناسبحل مسائل پیچیده و غی

 . ]7[هستند تر همراه قدیمی

 شبکه های عصبی مصنوعی . 1-7-1
و مقالات   ایمبوده های عصبی مصنوعی در مباحث مالی شبکه موفقی از  استفاده زیاد اخیر شاهد  هایسال در 

  ی شده است. شبکه عصبی ابزار  ارائه   در این راستاشناسایی الگوهای پیچیده  متعددی برای  ی حل  هاو ایده 

داده سیستم  در ساختار  مناسب می   کاویهای  که می به شمار  استراتژی    تواند رود  تغییر  در  باعث  بردی  راه 

 
1 Naïve Bayes 
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مسائل از  میلیون ع.  گردد  بسیاری  به  توجه  با  انسان  اعصاب  و  مغز  تکامل می ملکرد  عنوان  ها سال  به  تواند 

 ترین و کارآمدترین الگو برای تشخیص وقایع پیرامون خود باشد.  کامل

که در نهایت    کند ها عصب شناسان و روانشناسان تلاش کردند که بفهمند مغز بشر چگونه کار میطی سال 

د که در  ی تفکراتی بو نگرش نوین در مورد کارکرد مغز نتیجه .  مصنوعی شد  این تلاش منجر به ایجاد هوش 

شکل   نرون  نام  به  کوچک  محاسباتی  اجزای  از  اجتماعی  عنوان  به  مغز  ساختار  درمورد  بیستم  قرن  اوایل 

ارتباط تصور    1014ها تقریبا  گرفت. مغز انسان از حدود یکصد میلیارد نرون تشکیل شده است که بین آن 

شود مغز انسان به عنوان یک  ی ی ارتباطی وجود دارد که باعث م ی بسیار پیچیده شود، یعنی یک شبکه می 

 .پردازشگر موازی عمل کند 

 مزایای شبکه ی عصبی . 2-7-1
های  توان به قابلیت آن در حل مسائل غیرخطی اشاره کرد. هم چنین شبکه های شبکه عصبی میاز مزیت 

   معلولی است.ها مهم تر از درك روابط علت و  ها جوابعصبی ابزار مناسبی برای مواردی است که در آن 

و تغییر هر    ه استبستبه قلمرو زمانی و مکانی و نوع سهام انتخاب شده واشبکه عصبی  تحلیل    همچنین

  است   بینی سهام روز در پیش   ،های خطیمدل کارایی    .دهد   ارائهتواند نتیجه متفاوتی را  یک از این عوامل می 

بینی    قادر   هاآن   و از سایر  ها را  هایی دارند که آن بی ویژگی شبکه های عص  .نیستند   طولانی مدتبه پیش 

 : ]7[کند که عبارتند از یادگیری یک نگاشت خطی و یا غیرخطی باشد متمایز می ساختارهای 

ساده  و با یک الگوریتم معمولی  استخراج یک نگاشت غیرخطی  سازی نتایج بر اساس  پیاده قابلیت یادگیری:  

که  هستیم  سیستمی    مواردی ما نیازمند دارد. در چنین    بسیارینیست و بدون قابلیت یادگیری، نیاز به دقت  

ر کند.    مرتبط   ابط وبتواند  استخراج  آسان را  به شیوه  تا  باعث خواهد شد  ویژگی  این  نهایت  بتوانیم  در  تری 

اضافه سازی مثال جدید  اقد این قابلیت، ، زیرا در سیستم فرا اجرایی کنیم به سیستم افزودن یک مثال جدید 

 .کارهای انجام شده است  تمامتعویض   معنایبه 

آن چه شبکه    :(اطلاعاتذخیره  ساختار  دهی و  ی قابل آدرس ی انجمنی، حافظه پراکندگی اطلاعات )حافظه 

ی یک به  طه باشد و این طور نیست که رابهای سیناپسی مستتر می گیرد )اطلاعات یا دانش(، در وزن فرا می 
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ولی به    ا بوده هورودی   تمام، هر وزن سیناپسی مربوط به  یعنیوجود داشته باشد.    هاها و وزن یک بین ورودی 

 .  شکل اختصاصی به هیچ یک مرتبط نیست

هم    هنوز داشته باشند،    نادرست و یا عملکرد    گردد شبکه حذف    اختاراز س   قسمتی  پس در صورتی که حتی 

، خواهد یافتها کاهش  این احتمال برای تمام ورودی   البته که،  موجود استحیح  پاسخ ص  دستیابی به  امکان

   کدام صفر نشده است.ولی برای هیچ 

از   پس  تعمیم:  مثال قابلیت  توسط  شبکه  آموزش  که اتمام  دارد  وجود  امکان  این  شده  داده  آموزش    های 

در   قرار    برابر شبکه  نشده  داده  آموزش  ورودی  یا همان  و خروجی    گرفته یک  تعمیم  مکانیزم  اساس  بر  آن 

 .  در دسترس قرار بگیردنظر  یابی مورد فرآیند درون 

سرعت(:   بودن  بالا  )قابلیت  موازی  سخت   هاسلولترازی  هم پردازش  قالب  این  در  عصبی  شبکه  در  افزاری 

افزایش سرعت  که موجب    ، داده شودتراز پاسخ    هرهای  به ورودی که به طور همزمان    کند امکان را فراهم می 

 شود.  پردازش می 

تحمل ترمیم،  قابلیت  آسیب،  تحمل  )قابلیت  بودن  خطاها(:  مقاوم  که  پذیری  شبکه  عملکردی  هر  ویژگی 

برآیند رفتارهای سلول سلول مستقل عمل می  تا می   موجب  های متعدد استکند و رفتار کلی شبکه،    شود 

 که  د شوندر یک روند همکاری، خطاهای محلی تصحیح می چرا که در واقع    ،مهم نباشد خطاهای محلی    تاثیر

   .خواهد شد سیستم  تباعث افزایش مقاوم

 معماری شبکه . 3-7-1
باید تعداد گرهدر طراحی شبکه  آموزش  و روش  نوع شبکه  تعیین  از  تعداد  های عصبی، پس  های ورودی، 

ها از  های خروجی تعیین شوند. انتخاب تعداد ورودی های مخفی و تعداد گره )میانی( و گرههای مخفی  لایه

و   همبسته  خود  ساختار  مورد  در  مهمی  اطلاعات  ورودی  الگوی  هر  زیرا  است،  برخوردار  خاصی  اهمیت 

  ش سعی و های ورودی از روشود. اکثر محققان برای به دست آوردن تعداد گره ها را شامل میی داده پیچیده

 کنند. های عصبی ایفا می های پنهان نیز نقش مهمی را در موفقیت شبکه ها و گره اند. لایهخطا استفاده نموده 
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لایه گره  در  مخفی  شبکه های  به  مخفی  می های  اجازه  عصبی  داده ی  خصوصیات  تا  و  دهند  کشف  را  ها 

   .د نکنغیرهای ورودی و خروجی برقرار  های غیرخطی پیچیده را بین متشناسایی نماید و بدان وسیله نگاشت

توانند دقت دلخواه را برای تقریب توابع با استفاده از تعداد کافی گره مخفی  های عصبی می در تئوری، شبکه 

 .ی مخفی به دست آورند در لایه 

محرك محرك  :  تابع  کننده  تابع  گره  مشخص  یک  خروجی  و  ورودی  تابع  باشد می شبکه    در ارتباط  این   .

شبکه    میزان بودن  تعیینغیرخطی  برای نماید  می   را  است.    بسیارعصبی    شبکه   ساختارهایاکثر    و  مهم 

 .ی میانی، تابع سیگموئیدی استبهترین تابع بررسی شده برای لایه 

ارزیابی ارتباط:  معیارهای  یادگیری  چگونگی  دادن  نشان  داده برای  شبکه های  در  طور ها  به  عصبی    های 

معیار برخی  از  می معمول،  استفاده  عملکرد  بین  های  خطای  به  مربوط  عمده  طور  به  معیارها  این  شود. 

مربع  ،  معیار میانگین مربع خطا  بینی شده و خروجی مطلوب واقعی است. معیارهایی مانند های پیشخروجی 

 .‌R )2(یا  ضریب تعیینو   میانگین قدر مطلق درصد خطا، میانگین خطای استاندارد نرمال شده

 پژوهش هدف. 8-1

از شبکه  استفاده  با  بازار سهام  تحلیل    1بازگشتی های عصبی  هدف طرح، مدل سازی  تجزیه و  بر مبنای  و 

 باشد. کند، می بینی می فنی و بنیادی که در واقع روند آینده انتخاب سهام را پیش

 نوآوری تحقیق. 9-1

اند. این کار با  در تصاویر طراحی شده  های پیچیده برای شناسایی الگوها و ویژگی بازگشتی  های عصبی شبکه

ها گرفتن ویژگی   با  تقسیم یک تصویر به چندین زمینه ادراکی همپوشانی و اجرای هزاران فیلتر قابل آموزش 

کار می  اساسی،  الگوهای  می و  تکرار  بار  فرآیند چندین  این  از  کند.  شده  فیلتر  تصویر  که  همانطور  و  شود، 

شوند. به عنوان مثال، برای  دار تری استخراج می تر و معنیهای عمیق، ویژگی کند فیلترهای بیشتری عبور می 

 
1 Recurrent Neural Network (RNN) 
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یا شیشه  ها،  به چرخ  باشیم که  فیلتر داشته  است چندین  ماشین ممکن  از  تصویری  یا پلاك  شناسایی  ها، 

 گیری شود. بندی نهایی اندازه حساس هستند و همه نتایج این فیلترها جمع شده و در یک طبقه 

بینی حرکت آینده  تجزیه و تحلیل فنی ابزاری تجاری است که برای ارزیابی اوراق بهادار و تلاش برای پیش

های تجاری، مانند حرکت قیمت و حجم آن استفاده  آوری شده از فعالیت ها با تجزیه و تحلیل آمار جمعآن

تحلیل می  خلاف  بر  می شود.  ذاتی  ارزش  ارزیابی  در  سعی  که  بنیادی  تحلیل گران  بر  کنند،  فنی  گران 

بینی  قیمت و ابزارهای مختلف تحلیلی برای ارزیابی قدرت یا ضعف یک اوراق بهادار و پیش   تغییر نمودارهای  

می  تمرکز  آینده  در  قیمت  و    کنند.تغییرات  الگوهای حرکت  روی  بر  فنی  تحلیل  و  تجزیه  عبارت دیگر،  به 

 ند آینده سهام متمرکز است.  رفتارهای معاملاتی انتخاب سهام برای تعیین رو

مورد بنیادی  اطلاعات  تحلیل  انجام  برای  وضعیت  ،  استفاده  و  کشور  جهان،  اقتصاد  جزئی  و  کلی  شرایط 

گیرد. امروزه در نظر گرفتن بازارهای جهانی و شرایط اقتصاد دنیا یکی از عوامل  ها را در برمی صنایع و شرکت 

کارهای گوناگون انجام یک  یل اقتصادی یافتن و درك عوامل و راه های اقتصادی است. تحلتأثیرگذار بر تحلیل 

تواند شامل  های مختلف می فعالیت مبتنی بر هزینه و مزایا است. عوامل تأثیرگذار بر صنایع فعال و شرکت 

و  سیاست بهره  نرخ  تورم،  نرخ  ارز،  نرخ  سیاسی،  اتفاقات  و  عوامل  کشور،  بودجه  دولت،  پولی  و  مالی  های 

های  توانند سبب نوسان قیمت سهام شرکتیگر از عوامل باشد. تغییرات هرکدام از این موارد می بسیاری د

بورسی شود. در این فرآیند باید وضعیت کلی و موقعیت فعلی صنعت، موقعیت صنعت در چرخه تجاری و  

بینی  ظور پیش من  های صنعت به بررسی قرار گیرد و تجزیه و تحلیل ویژگی   وضعیت آن در اقتصاد کلان مورد 

فروش،   مالی، شامل  اساسی  بنیادی شامل تحلیل متغیرهای  تحلیل  از  انجام شود. مرحله دیگری  آینده آن 

 حاشیه سود، منابع مالی، گردش دارایی و سایر عوامل، برای تخمین ارزش ذاتی شرکت است. 

ها برای جستجو،  ن روش های معاملاتی هستند. هر دوی ایو تحلیل بنیادی پرکاربردترین روش   فنیتحلیل  

بهادار و سهام هستند و مانند هر روش سرمایه تحلیل، پیش  انتخاب اوراق  و  گذاری دیگری حامیان و  بینی 

از این حیث با تحلیل بنیادی متفاوت است که قیمت و حجم سهام را  فنی  تحلیل    .منتقدان خود را دارند 

شود تا ارزش ذاتی سهام تعیین شود و  تلاش نمی نی  فتوان برشمرد. در تحلیل  های این روش میتنها ورودی 
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شود تا با مشخص کردن الگوها و نمودار، رفتار سهم در آینده نشان  به جای آن از نمودار سهام استفاده می 

   .داده شود

های مورد استفاده در  بر مبنای داده   های عصبی بازگشتیشبکه نوآوری اصلی روش پیشنهادی استفاده از  

 است که در آن هر خروجی تابعی از خروجی قبلی و داده های جدید است. های تحلیل فنی روش 

برای یک   به تصاویر دو بعدی  در این مطالعه، یک رویکرد جدید که سری های زمانی مالی یک بعدی را 

های بازگشتی( پیشنهاد شده است. با این مدل، داده کند )شبکه عصبی  مدل معاملاتی الگوریتمی تبدیل می

ای قیمت سهام است و هر  شوند که شامل نمایش نمودار میله ای از تصاویر تبدیل می سری زمانی به مجموعه 

شود. با استفاده از ساختار شبکه  گذاری می های »خرید«، »فروش« و »نگهداری« برچسبتصویر با برچسب 

توسعه  می یافته  عصبی، مدل  داده  پیش آموزش  نتایج  نهایت،  در  وارد  بینی شود.  معاملاتی  مدل  به یک  شده 

شوند. تا جایی که ما می دانیم،  های آزمون مالی واقعی خارج از نمونه ارزیابی می شده و با استفاده از داده 

میله  نمودار  تصاویر  از  استفاده  با  رویکردی  در سیسچنین  آن  ادغام  و  بازگشتی  آموزش  با  پشتیبانی  ای  تم 

 فروش قبلاً در ادبیات مطالعه نشده است.-تصمیم خرید 

 روش انجام تحقیق . 10-1

عصبی   شبکه  یک  از  که  است  شده  ارائه  سهام  بینی  پیش  برای  غیرمتعارف  روش  یک  مطالعه،  این  در 

ار  از طریق تصاویر ساخته شده از نمود  "نگهداری"و    "فروش "،    "خرید "برای تعیین سناریوهای    بازگشتی

می  استفاده  داده سهام  مدل،  این  در  به مجموعه کند.  زمانی  می های سری  تبدیل  تصاویر  از  از  ای  که  شوند 

( و زمان  yاند. هر تصویر تبدیل شده شامل قیمت سهام )محور  ای قیمت سهام تشکیل شده نمودارهای میله 

تبدیل مجموعه داده، ساخت   شود: استخراج / ( است. روش پیشنهادی به فازهای اصلی تقسیم می x)محور  

پیش  برچسب  تصویر،  به هر  زدن  برچسب  تحلیل شبکه عصبی  تصویر،  و  )تجزیه  ارزیابی  بازگشتیبینی  و   )

به دست آمده از   تفکیک شدهمالی. در مرحله ایجاد تصویر، مقادیر سهام سری زمانی برای ساخت یک تصویر 

 شود.  ای نرمال استفاده می یک نمودار میله 
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ها ها، هر تصویر برچسب گذاری شده است که نشان دهنده روند آینده قیمت گذاری دادهمرحله برچسب در  

داده  گذاری  برچسب  از  پس  ترکیب  است.  یادگیری  مرحله  برای  آن  به  مربوط  تصویر  و  برچسب  هر  ها، 

 شوند. می 

با هدف تشخیص این آیا تصمیمات خرید   این روش  ت -که  از  استفاده  با  میله فروش صرفاً  نمودار  ای صاویر 

پذیر است و آموزش مدل بر اساس آن، امکان   بازگشتیدارای برچسب به عنوان ورودی به یک شبکه عصبی  

 شود.یا خیر انجام می 

 . ساختار پایان نامه11-1

های  نامه در دو فصل اول پس از بررسی مباحث در مفاهیم شبکه عصبی و موضوع تحلیل سری در این پایان

شرایط یک شبکه را از نظر مفهومی بررسی کرده سپس مساله را    ،ها به یکدیگرمچنین وابستگی آن زمانی، ه

کنیم. هدف اصلی ما در این  می   سازی بیان در فصل سوم بعد از بیان ریاضی تحت پوشش یک مسأله بهینه 

لیل و در فصل پنچم  باشد. نهایتا در فصل چهارم نتایج مربوطه را تح طرح افزایش قابلیت اطمینان شبکه می 

 نتیجه گیری را ارائه خواهیم کرد. 
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 فصل دوم 

 پیشینه پژوهش
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 مقدمه . 1-2

میلیون  از  پردازش  مغز  عنصر  اطلاعات  ها  دهنده  است  انتقال  شده  ساخته  هم  به  نامیده  که  متصل  نرون 

های  ها، تشخیص الگوها از داده اشتباهات، مثال یادگیری از  امکان  م متصل  ه  عناصر پردازش به  اینشوند.  می 

مدلی است که از چندین واحد کامپیوتری متصل  نیز    1. یک شبکه عصبی مصنوعی داشتد  نرا خواهپارازیتی  

نام بهم   یا گره    به  تا خروجی تشکیل شده استنرون  دارد  ورودی  بر  به    ای. هر گره عملکردی ساده  را که 

ها را  های بسیار اجازه آنالیز داده ایجاد کند. این پردازش در موازات با مزیت   ،شودسمت گره بعدی منتهی می 

ب   د.ا دنیز خواهد   های مختلف مهندسی و علوم استفاده  ای در شاخه   طور گسترده ه  شبکه عصبی مصنوعی 

های نسبی گرفته تا معادلات غیرخطی، باعث شده که ابزاری مناسب  از پیچیدگی   های آن شود و ویژگی می 

باشد. اقتصادی  آنالیز  نشان می   اتتحقیق  در  به خاطر ویژگی که شبکه   دهد قبلی  های های عصبی مصنوعی 

طبقه  و  تشخیص  کار  برای  مطابقتی،  یادگیری  با  پارامتری  داده غیرخطی  هستند.  بندی  مناسب  شبکه  ها 

پایگاه  ای تجاری که در  آنالیز داده به عنوان یک ابزار آنالیز مفید، امروزه به طور گسترده در    عصبی مصنوعی

 شود.  استفاده می  اند،ها ذخیره شده های پایه یا مخزن داده داده 

. یک گام مهم در  استهای عصبی  های داغ در تحقیق و کاربرد شبکه زمینه نیز از  بینی قیمت بورس  پیش

عصبی شبکه  داده   آن طراحی    ، کاربرد  عموماً  در  است.  موجود  داده داده پایگاه  های  مخزن  یا  پایه  های های 

انتخاب    سپسطراحی را ایجاد کنند.    مناسب برای  هایشوند تا مجموعه داده ها انتخاب و تصحیح میشرکت

بینی  نی بر پیش تهای عصبی مبمهم شبکه   اتهای ورودی موضوعهای عصبی و طراحی داده شبکه   یمعمار

و برای تجارت جهانی اهمیت بسیاری دارد که این    های مالی برای محققان . مطالعه داده آیند به حساب می 

متغیری سری می بخاطر طبیعت  روش ها  مانند  مالی  ابزارهای  بازگشتی باشد.  زمانی    های  آنالیزهای سری  و 

بسیار خوبیروش  ایجاد شده  بینی  های  پیش  ابزارهای  پیچیدهولی هرقدر سری ،  هستند   در  می ها  شوند تر 

 . ]8[یابد نیز کاهش می ها بینی آن توانایی پیش 

 
1 Artificial Neural Network (ANN) 
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ها این مدل   ، البته ند د سازی تغییرات در بازارهای بورس استفاده می ش های برگشتی برای مدلروش از قدیم  

تغییر بازگشت بورس یک الگوی غیرخطی    بینیو برای پیش  بینی کنند توانند الگوهای خطی را پیش تنها می 

 .  است ترهای عصبی بسیار مناسبمانند شبکه 

سازی یک فرآیند غیرخطی و نداشتن اطلاعات قبلی در مورد  توانایی آن در مدل   در  ی های عصبت شبکه قدر

ها و همچنین  گویی در جهان پیشبه دلیل فرضیه غیرپارامتری  فرآیند است. شبکه عصبی  آن  ویژگی ذاتی  

آن وت رفتار سری انایی  یادگیری  در  و ها،  ها  محققان    محبوب شده  از  داشته بسیاری  این  بر  مقایسه    را  به  تا 

بپردازند.  شبکه رفنار   ابزارهای آماری  و  از مدت های عصبی  ارزیابی،  جهت  های عصبی  شبکه ها قبل  چرا که 

با موفقیت به  های زمانی و بسیاری دیگر از مسائل تشخیص الگوهای سخت  بینی سریتشخیص امضا، پیش 

 .  ]9[اند کار گرفته شده 

 تحقیق مبانی. 2-2

ای  گران حرفه گذاران و تحلیل بینی قیمت سهام به تازگی توجه و علاقه قابل توجهی را در میان سرمایه پیش

ثباتی ذاتی بالای محیط مربوط به  بینی روند سهام بازار، با توجه به اختلال و بی به دست آورده است. پیش 

بازار،   روزانه  استروند  پیچیده  آن   .بسیار  به  مربوط  سهام  و  بازار  قیمت  حرکت  از  پیچیدگی  عواملی  به  ها 

دارد.   بستگی  متناقض  معاملات  رفتار  و  ماهه  سه  درآمد  گزارش  بازار،  اخبار  سیاسی،  رویدادهای  جمله 

مورد  گران  معامله  این  بر شاخصدر  داده اغلب  اساس  بر  فنی  تکیه میهای  به  تواکنند که می های سهام  ند 

جمع  روزانه  شود.  صورت  حتی  آوری  شاخصاما  این  بودن  دسترس  در  وجود  پیش هابا  اغلب  روزانه  ،  بینی 

بازار  روندها   سهم،  هفته    یکدر  در  هر  موسسات  برای  از  زیادی  تعداد  گذشته،  دهه  دو  در  است.  دشوار 

پیش برای  پژوهشی  و  یافته تحقیقی  توسعه  سهام  بازار  بازده  بیاند بینی  در  آن که  روش   هان  از    های بسیاری 

  .اند مورد استفاده واقع شده مصنوعی  شبکه عصبی 
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بینی  برای پیش یک مدل ترکیبی  نیز در1و الگوریتم ژنتیک  های عصبی مصنوعی، شبکه فمدل مخفی مارکو 

تواند با  که قیمت سهام روز بعد می   دهد می مطالعه نشان  این  . نتایج  استفاده شده اند قیمت سه سهام عمده  

همزمان    های استانداردمدل   نسبت به دیگر بینی گردد که بهبود قابل توجهی  از ارزش واقعی پیش  ٪‌2تفاوت  

ها از جمله منطق  های اخیر، تعدادی از تکنیکدر سال، البته باید خاطر نشان کرد که  دادرا نشان می   خود

الگوریتم  الفازی،  برای بهبود شبکه گوریتم های ژنتیکی و  بیولوژیک  بر اساس  های عصبی مورد استفاده  های 

 . ]10[ اند قرار گرفته 

بینی شاخص حرکت قیمت  در مورد پیش  ساختارهای کلاسیک آماری های عصبی و  شبکه   در مقاله دیگری 

مقایسه   اند سهام  برتری شبکه شده  آن  نتایج  مقاله  ، که  این  نشان داد. در  را  های عصبی  شبکه های عصبی 

بینی روند بازار سهام به کار  بیزین به عنوان یک رویکرد جدید برای معرفی پیش   تکنیکمصنوعی همراه با  

بینی روند سهام برای دو سهام عمده در ایالات متحده نشان داده شده  رفته است. توانایی شبکه برای پیش 

با این حال که دامنه  قرار گرفته است.  د مقایسه  مورهای پیشرفته ترکیبی  است و در مقایسه با دیگر تکنیک

پیش غیرقابل  و  پویا  سهام  است،  بازار  می بینی  که  هوشمند  سیستم  یک  پیش ایجاد  به  دقت  با  بینی  تواند 

در  .  گران مالی بوده استگذاران و تحلیل همواره موضوع مورد علاقه بسیاری از سرمایه   بپردازد،قیمت سهام  

واکنش به عوامل داخلی و خارجی به عنوان عوامل سیاسی،    به خصوص بازار سهام    هایواکنش   همین راستا

اجتماعی   حتی  و  می اقتصادی  نشان  و  است  توجه  مورد  پیشهمواره  مدل  این  ساختارهای  دهد  از  بینی 

، مشکلاتی در حال حاضر وجود دارد  ایهای پیچیده سازی چنین سیستمدر مدل شود.  پیچیده محسوب می 

سیستم چند عامله بر اساس ترکیبی از  .  طراحی یک مدل قوی و انتخاب معماری آن استها  ه آن که از جمل

. بر این  کند کار می ارتباط دارند،  مشخصی    تصمیم گیرندگان مستقل به نام عوامل که با یکدیگر تحت قوانین 

ای توزیع شده  ای از عوامل متعامل مناسب برای حل مشکل به شیوه اساس یک سیستم چند عامله مجموعه 

 .  ]11[  استادغام شده  ها در آن  پذیریاست که استقلال، واکنش و قابلیت انعطاف 

 
1 Genetic Algorithms (GAs) 
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کاوی،  داده   موجودهای  ترین بخش از یک سیستم چند عامله بخش هوش مصنوعی است. در پژوهش مهم

تعیین   به  رسیدگی  دانشجهت  کشف  و  تقریب  گسترده ،  تابع  الگوریتم طیف  از  بر  های  ای  مبتنی  تکاملی 

، الگوریتم ژنتیک، برنامه نویسی ژنتیک،  1ویژگی های انتخاب  بندی، الگوریتم های طبقه کامپیوتر مانند سیستم 

 اند.مورد استفاده قرار گرفته   های استنتاج فازی، و غیره شبکه عصبی مصنوعی، سیستم

تجزیه و تحلیل اساسی و تجزیه و تحلیل  در ادبیات دو شاخص مهم از جمله  بینی قیمت سهام  برای پیش 

های مالی شرکت، موقعیت مالی ملی  فنی وجود دارد. تجزیه و تحلیل بنیادی با استفاده از اطلاعات در صورت 

گران فنی بر این  تحلیلکند.  کار می المللی مانند قیمت نفت، قیمت طلا، و غیره  و حتی برخی از عوامل بین 

   .گیردها و حجم اطلاعات نشات می ام به طور کلی از قیمت باورند که تغییرات قیمت سه

دهد، با این حال تحلیل بنیادی مکانیزمی برای  گذاران می تجزیه و تحلیل فنی چارچوبی برای مطالعه سرمایه 

توان به عوامل دیگر مانند  کند. علاوه بر تجزیه و تحلیل بنیادی می ارزیابی سلامت مالی شرکت را فراهم می 

استفاده از نتایج هر دو نوع تجزیه و تحلیل و    . های اقتصادی، توجه کردداده دیگر  و  جغرافیای سیاسی    عوامل

 دهد.  زمان نیز یکی از بهترین نتایج را میهای اساسی و فنی مجموعه به طور هم استفاده از داده 

 پیشینه تحقیق های مورد استفاده در تکنیک. 3-2

و  پیش سهام  قیمت  پیش بینی  ساختارهای  در  پیچیده  امور  از  آن  رفتاری  الگوی  شمار  شناسایی  به  بینی 

مولفه می  از  که  انتظارات  رود  و  اقتصادی  وضعیت  سیاسی،  رخدادهای  مانند  گوناگون  رفتاری  های 

تاثیر سرمایه استگذاران  یک  .  پذیر  دارای  سهام  بازار  که  است  مورد  این  دهنده  نشان  مطالعات  از  بسیاری 

را کنترل می ساختار   آن  متعددی  روانی  و  اقتصادی  عوامل سیاسی،  و  است  برای  غیر خطی مشوش  کنند. 

محدودیت  بر  شدن  تحلیلچیره  راستای  در  تکنیکی  پیش های  و  سنتی  از  های  غیرخطی  الگوهای  گویی 

شبکه تکنیک  همچون  بسیاری  هوشمند  است  های  شده  استفاده  ژنتیک  الگوریتم  و  مصنوعی  عصبی  های 

]12[‌. 

 

 
1 Feature Selection (FS) 
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قیمت بودن  غیرخطی  جمله  از  متعددی  داده عوامل  ناهمواری  و  بازار  در  موجود  اطمینان  عدم  های  ها، 

می مولفه  باعث  موجود  پیش های  به  نتوان  تا  و  شود  یافت  دست  راستا  این  در  خطا  بدون  و  دقیق  بینی 

پیش  به  تکنیک دسترسی  از  بسیاری  مطالعات  گردد.  محسوب  دشوار  ساختاری  خطا  بدون  های  بینی 

پیشبهینه  در  مدلسازی  از  معتبرتر  و  استناد  قابل  تکنیک  عنوان  به  سهام  قیمت  تحلیل  بینی  آماری  های 

 . ]12[برند ها، نام می مشخصه 

پژوهش  در  استفاده  مورد  ساختارهای  اساس  بر  و  کلی  بندی  تقسیم  یک  با  در  ارتباط  در  گذشته  های 

 : ]12[گردد بینی قیمت سهام دسته بندی کلی زیر حاصل می پیش

مدل مدل   -1 از  آماری:  می های  آماری  استفاده  مورد  و  معروف  و  های  تصمیم  درخت  ممیزی،  تحلیل  توان 

شاخص عنوان  به  را  روش رگرسیون  اصلی  مشکل  برد.  نام  اصلی  از  های  بسیاری  که  است  این  آماری  های 

پیشفرض  در ساختارهای  استفاده  مورد  پیاده های  که  کننده هستند  محدود  آن بینی،  ساختار سازی  در  ها 

می  تصور  از  خارج  برابری  واقعی  یا  متغیرها  بین  خطی  رابطه  مانند  فرضی  تعیین  مثال  عنوان  به  باشد. 

شود که در دنیای واقعی  های آماری به عنوان فرض محدود کننده تلقی می زوجی متغیرها در روش کواریانس 

 .ها خارج از ذهن استتصور آن 

این روش روش   -2 از جمله  پژوهش در عملیات:  برنامه ها میهای  به  اشاره  توان  یا عدد صحیح  ریزی خطی 

تابع هدف جهت کاهش حداکثری سطح ریسک با  ها به این گونه است که یک  کرد. ساختار اصلی این روش 

مجموعه  تعریف  از  محدودیت استفاده  از  می   ،هاای  بیان  را  مسئله  بهره مدل  با  نهایت  در  از  کند.  گیری 

 .جهت حل مسئله اقدام خواهد شد  ،های پژوهش در عملیاتسازی در روش های بهینه الگوریتم 

روش روش   -3 این  مصنوعی:  هوش  الگورهای  شامل  شبکه ها  ژنتیک،  دستگاه یتم  عصبی،  و  های  فازی  های 

های محدود کننده  های آماری عدم وجود فرض ها نسبت به روش های هوشمند است. برتری این روش دستگاه

 .‌است
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این روش روش   -4 ترکیبی: در  ویژگی های  الگوریتم  ابتدا یک  زیرمجموعه که  ها  به صورت یک  را  بارز  های 

سمت متغیر مستقل بر متغیر وابسته دارند انتخاب کرده و آن را به عنوان ورودی  بیشترین اثرگذاری را از  

 .کنند بینی مدل اصلی با آن مدل ترکیب می در قدم بعدی روشی برای بهبود پیش . گیردمدل در نظر می 

عصبی باشد،  تواند شبکه  به طور مثال ابتدا با روش رگرسیون گام به گام متغیرهای ورودی مدل اصلی که می 

می الگوریتم شناسایی  از  استفاده  با  اصلی،  مدل  توسعه  فرآیند  ادامه  در  و  کلونی  شود  مانند  فراتکاملی  های 

راه محاسبات  حداقل  با  عسل  بهترین  زنبور  از  یکی  یا  بهترین  عنوان  با  و  کرده  پیدا  را  مسئله  بهینه  کار 

بنابراین این   .کند شبکه عصبی را بهینه می   ،ها و خطاهای شبکهدر فضای پارامتری وزن   رویکردهای کاری

 . درچندین برابر دا حتی تابینی را امکان افزایش دقت پیش  ،های مختلف و نقاط قوت متفاوتروش با قابلیت 

 در پیشینه تحقیق  عوامل موثر. 4-2

مجموعه  زیر  انتخاب  معنی  به  ویژگی  انتخاب  ویژگی مسئله  از  اولیه  ای  داده  مجموعه  میان  از  مفید  های 

طبقه می  مسئله  در  ویژگی  انتخاب  از  هدف  کلی  طور  به  و  داده باشد  مجموعه  ابعاد  کاهش  است. بندی  ها 

 تواند بر روی چهار عامل زیر تاثیرگذار باشد :   بندی می های طبقه اهمیت انتخاب ویژگی در الگوریتم 

 بندی کننده. در میزان دقت تابع دسته  ✓

 بندی.مان مورد نیاز برای دسته ز ✓

 مجموعه داده آموزشی مورد نیاز.  ✓

 بندی.  سازی برای دسته هزینه پیاده  ✓

های مؤثر بر قیمت سهام، این عوامل در  صورت گرفته در شناخت و ارزیابی عوامل و مؤلفه   مطالعات   بر اساس 

اصلی دسته   4 )  شوند بندی میگروه  مؤلفه 1-2که در جدول شماره  ارائه شده  (،  قیمت سهام  بر  مؤثر  های 

 : است

 های بنیادین شرکت؛  مؤلفه  -الف

 های فنی؛ مؤلفه  -ب

 های کلان اقتصادی؛  مؤلفه   -ج
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 های روانشناسی و رفتاری؛  مؤلفه   -د

 

 

 

 ]13[ های مؤثر بر قیمت سهاممؤلفه 1-2جدول 

 مولف / سال  مولفه  طبقه

 بنیادین

 2008جنانی و همکاران /   سود هر سهم 

 2008ادریسینگ و همکاران /   نسبت بدهی

 1379حامدیان /   سود تقسیمی

 1380دلبری /   افزایش سرمایه

 1388قائمی و همکاران /   فروش به سرمایه 

 1388منجمی و همکاران /   قیمت به سود هر سهم

 1389امیری و همکاران /   بازار نسبت ارزش دفتری به قیمت  

 1394حسن زاده و حسن زاده /   نسبت فروش به قیمت هر سهم 

 فنی 

 1392فلاح پور و همکاران /   آخرین قیمت 

 1388منجمی و همکاران /   ترین قیمت پایین 

 1388منجمی و همکاران /   بالاترین قیمت

 1388منجمی و همکاران /   قیمت پایانی روز قبل

 1387طلوعی و حق دوست /   قیمت پایانی

 1387طلوعی و حق دوست /   ارزش معامله 

 1389زارع و کردلوئی /   شاخص کل

 1389زارع و کردلوئی /   شاخص صنعت

 1389زارع و کردلوئی /   های مالی گری شاخص واسطه 

 1389زارع و کردلوئی /   شاخص بازده نقدی 

 1389کردلوئی /  زارع و   شاخص شناور 

 1389زارع و کردلوئی /   شرکت برتر   50شاخص  

 1388علیزاده و همکاران /   میانگین متحرك همگرایی واگرایی 

 1388علیزاده و همکاران /   میانگین متحرك 

 1388علیزاده و همکاران   روزه   26میانگین متحرك نمایی  

 1392فلاح پور و همکاران   شاخص تقاضا 

 1392فلاح پور و همکاران   %   Kنماگر تصادفی  

 کلان اقتصادی 

 1389فرمان آرا و همکاران   رشد شاخص بهای مصرف کننده 

 1388مهرآرا و همکاران   قیمت جهانی نفت  

 1388مهرآرا و همکاران   قیمت طلا

 1388مهرآرا و همکاران   حجم پول 

 1388مهرآرا و همکاران   نرخ تورم 

 1389قنبری   بیکاری نرخ  
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 1389قنبری   نرخ ارز 

 1389پورحیدری   نرخ بهره بانکی 

 1394زاده  زاده و حسن حسن  تولید ناخالص داخلی 

 روانشناسی و رفتاری 

 1388احمدپور و همکاران   تعداد معاملات 

 1387طلوعی و حق دوست   حجم معاملات 

 1387دوست  طلوعی و حق   تعداد نفرات درگیر در معاملات 

و    های سالانه دارند داده ها  دهد که برخی از آن پیشین نشان می های  پژوهش   اشاره شده در های  مؤلفه   بررسی

نمی  تغییر  سال  طول  دردر  تغییرات که    حالی   کنند،  دارای  حتی  جهت  روزانه    برخی  پس  هستند 

اساس  همسان بر  و  متغیرها  پیش سازی  پایین عمدتا  روزانه،  بینی  مطالعات  پایانی،  قیمت  و  متغیرهای  ترین 

گری مالی، شاخص  قیمت، شاخص کل، شاخص صنعت، شاخص واسطه ن  بالاترین قیمت، ارزش معامله، آخری

نقدی، شناور، شاخص    بازده  نسبی    50شاخص  قدرت  برتر،  متحرك  14شرکت  میانگین    -همگرایی   روزه، 

  شاخص تقاضا، نماگر تصادفی   روزه،   26میانگین متحرك نمایی  روزه،    20روزه، میانگین متحرك    26واگرایی  

به عنوان ورودی مدل  معاملات،    ، تعداد، حجم و نفرات درگیر در نرخ ارز، قیمت جهانی نفت، قیمت طلاو  

 گیرند.رگرسیون جهت نرمال سازی تعیین مورد استفاده قرار می 

از روش  بر ژنتیک روش مبینی،  های مرسوم مورد استفاده در پیش یکی  که در آن زیر مجموعه    است  بتنی 

نشان  بینی از خود  در ساختار پیشویژگی توسط افراد یک جامعه در حال تحول است و نتایج تاثیرگذاری را  

 :  ]14[هستند دلیل متفاوت  4های ژنتیک به دهد. الگوریتم می 

 ها.کنند نه خود آن شده استفاده می  گیری کد از متغیرهای تصمیم  ✓

 کنند.یک جمعیت کار را آغاز می با  ✓

 کند نه قوانین محاسباتی. از انتقال تصادفی استفاده می  ✓

 گیرد نه مشتقات و اطلاعات جانبی را. فقط اطلاعات خروجی تابع برازندگی را به کار می  ✓

دست به انتخاب ویژگی    شبکه عصبی به کمک الگوریتم ژنتیک و طبقه بندی کننده    در مقاله دیگری مولفان

تا دهد با هر اجرا نتایج متفاوتی می شبکه عصبی    چون   ولی  ،ند زد  نباشد این ساختار مطلوب    و موجب شد 

]15[ .   
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از ازانتخاب ویژگی    ژنتیک،   الگوریتم  روش استفاده دیگری  الگوریتم ژنتیک و روش   با استفاده   هایترکیب 

شود به طوری  به طور تصادفی تولید می  اولیه در ژنتیک  تاول، جمعی  روش جستجوی محلی است. در این  

عملکرد    با این که دارایاین الگوریتم    .باشد های انتخاب شده  ای از ویژگی که یک فرد نشان دهنده مجموعه

 .‌]16[ شد خوبی در زمان و نتیجه بود ولی قابلیت پیشرفت به وضوح در آن دیده می 

برای جستجوی بهترین    ژنتیکالگوریتم، از    این  . درشد ماشین بردار پشتیبان رائه    با  ژنتیکاز  دیگر    ترکیبی

 .‌]17[ ها را به عهده گرفتبندی کروموزوم طبقه ماشین بردار پشتیبان و  استفاده کردند زیرمجموعه ویژگی 

  کمک یک  ژنتکه در آن    ، بود  ژنتیکسازی آنیلینگ( و  )روش شبیه   تبرید ترکیب    دیگر  یک الگوریتم ترکیبی

از  می  محلی  بهینگی  از  فرار  برای  و  درستی صورت گیرد  به  ویژگی  انتخاب  تا  گرفته شده  بهره    تبرید کند 

 .‌]18[  شوداستفاده می  در سه مرحله  . این الگوریتم حریصانه برای ارزیابی تغییرات محلیاست

جدید  ترکیبی  استفادهالگوریتم  با  مورچگان و  ژنتیک  از    ی  دو    1الگوریتم  هر  مزایای  از  استفاده  منظور  به 

، در حالی  را بر عهده داشتانجام یک جستجوی محلی مورچگان  الگوریتم   ساختار،  . در این شد الگوریتم ارایه  

این است که مدل    مورچگانشد. مرحله اصلی در  استفاده می   عمومیبرای انجام یک جستجوی  ژنتیک  که  

بهینه   حل  راه  یک  کردن  پیدا  برای  می مساله  قرار  استفاده  مورد  گراف  یک  زیر  در  برای  جستجو  گیرد. 

ویژگی  از  می مجموعه  مطلوب  آن  های  در  که  نمودار  طریق  از  مورچه  پیمایش  از  نوع  یک  عنوان  به  تواند 

 .‌]19[ حداقل تعداد گره مورد بازدید قرار گرفته است نمایان شود

های مطلوب را  د زیر مجموعه از ویژگی نتوانویژگی می های جستجو کامل برای مشکل انتخاب  اگر چه روش 

کن آن نپیدا  اما  می د،  رشد  نمایی  که  خود  زمانی  پیچیدگی  دلیل  به  روش ها  نیستند.  اجرا  قابل  های  کند 

های توانند پیچیدگی زمانی روش کامل را کاهش دهند. اما، روش می ناکتشافی محدود کردن فضای جستجو  

 تر از روش جستجوی اکتشافی و کامل اجرا گردند.  ریع تواند س فوق ابتکاری، می 

 . پیشینه تحقیق 5-2

 :شده است بخش ارائه  سهپیشینه این پژوهش در 

 
1 Ant Colony Optimization Algorithm (ACO) 
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 الف( مطالعات شبکه عصبی مصنوعی  

پی   دانشدر  روابط    گسترش  کشف  و  مصنوعی  هوش  زمینه  سری   اغتشاش در  غیرخطی،  در  زمانی  های 

 . آغاز شد قیمت در بورس اوراق بهادار در کشورهای مختلف  بینی ساختارهای پیش

  نتایج موفقیت ،  های عصبی، الگوریتم ژنتیک و منطق فازی شبکه مانند  هوش مصنوعی    های رایج در تکنیک 

روش آمیزی   و  مسائل  حل  پیش در  آوردبینی  های  دست  به  کلاسیک  البته  .  ند پیچیده  ساختارهای  از 

 اشاره کرد.   2گارچ  و 1رگرسیون آرما توان به بینی می های پیش روش 

دیگری   روش مدل  پایه  آرما،    بر  سهام  رگرسیون  آینده  روز  پایانی  پرتفوی  قیمت  سه  مقایسه  اساس  بر  را 

با مدل    شبکه عصبیبینی قضاوتی و در پرتفوی دوم، از  است. در پرتفوی اول، از پیش متفاوت به دست آورده  

گذاری  شبکه عصبی با مدل قیمت شده    بهینه  سوم، از مدل  و در پرتفوی  3ای های سرمایهگذاری دارایی قیمت

استفاده شد. نتایج پژوهش نشان داد پرتفوی سوم بازدهی بیشتری از دو پرتفوی دیگر  ای  های سرمایه دارایی 

 .‌]20[ به دست آورده است

ها معتقد بودند که  پرداختند. آن   شبکه عصبی  های خطی وبه مقایسه بین روش محققان    دیگر  در پژوهشی

یافته، بر بازده    های موجود در کشورهای توسعهمؤلفه   ی نسبت بهوسعه عواملی متفاوتت  در کشورهای درحال

  1999ای  هشده در بورس شانگهای بین سال  شرکت پذیرفته 367  گذارد. این مطالعه بر رویسهام تأثیر می 

را نشان  ای های سرمایه گذاری دارایی شبکه عصبی با مدل قیمت  توانایی بالاتر صورت پذیرفت. نتایج 2013تا 

 . ]21[ دهد می 

دیگری   تحقیق  ژنتیکمدلدر  الگوریتم  اقتصادسنجی  4های شبکه عصبی  گارچ  ،  ترکیبی  رگرسیون  و مدل 

ژنتیک   شبکه عصبی اقتصادسنجیالگوریتم  برای و  بی  رگرسیون گارچ را  و  بررسی  برنت  نفت  قیمت  ثباتی 

اینترمدیت طی دوره اند  مورد بررسی قرار  های روزانه  با داده  2/2010/ 2-5/12/1990  وست تگزاس  گرفته 

]22[ . 

 
1 AutoRegressive Moving Average Model (ARMA) 
2 Generalized Autoregressive Conditional Heteroskedasticity (GARCH) 
3 Capital Asset Pricing Model‌(CAPM) 
4 Group Method of Data Handling (GMDH) 
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اساس  همچنین    ژنتیک  ،مدل شبکه عصبیبر  مدل    الگوریتم  یکپارچه و  متحرك خود همبسته    1میانگین 

 . ]23[  گردیده استبینی  سازی و پیشمدل 1385-1338در دوره زمانی  نیز رشد اقتصادی کشور ایران  

 

های معمول به دلیل عدم توانایی در طرح  روش های پیشین به دست آمده است،  بر اساس آنچه از پژوهش  

ها به  گونه سیستمآیند. اینیک تکنیک معین جهت انتخاب متغیرهای ورودی، شکست خورده به حساب می

ها نسبت به هم  علت ماهیت کاملاً غیرخطی خود، قادر به توضیح ارتباط کوچک بین متغیرها و واکنش آن 

. اند در این زمینه بسیار کارساز عمل کرده   های عصبی مصنوعیشبکه رسد که  رو به نظر می   نیستند. از این

های جدید آموزشی  ها با الگوریتمو تقویت آن   یهای عصبی مصنوعشبکه یک روند روشن به استفاده از مدل  

 .‌های ترکیبی استسیستم صورت های در حال ظهور به آوری های عصبی مصنوعی با فن و یا ترکیب شبکه 

 های بهینه سازیب( تکنیک 
پژوهشی   بهینه   در  بر  عن   سازیمبنی  شاخصپیش "وان  با  با  سهام  قیمت  بازاریبینی  به  محققان    ،"های 

از   ترکیبی  داده استفاده  الگوریتم کلونی    جهتهای  با  انتخاب ویژگی پرداخته و مدل ترکیبی شبکه عصبی 

 .]24[ اند  زنبور را معرفی نموده 

پیش بینی قیمت سهام با استفاده از ترکیب شبکه عصبی مصنوعی و منطق  "  با عنوان   دیگری در پژوهش  

و با مدل ترکیبی به نتایج قابل قبولی    شده است  فولاد پرداخته های صنعت  شرکتبه بررسی سهام    "فازی

 .  ]25[ اند  یافته  دست

بینی قیمت سهام با شبکه عصبی مصنوعی در بورس با استفاده از  پیش نزدك  "  با عنوان  پژوهش دیگری در  

پرداخته و تفاوت  روزه  9و   4بازه  بینی شاخص بورس نزدك آمریکا در دو پیش ، به "های روزانه و هفتگیداده 

 . ]26[ اند اهمیتی مشاهده نکرده  با

 
1 AutoRegressive Integral Moving Average‌(ARIMA) 
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عنوان    یپژوهش  همچنین  بهینه پیش "با  شبکه عصبی  از  استفاده  با  سهام  بازار  ترند   بینی  گوگل  با    "شده 

عصبی،    های گوگل ترند در شبکه که داده   است  های گوگل ترند، به این نتیجه رسیدهکارگیری داده   ضمن به

 .  ]27[  د نکنحرکت قیمت سهام را بهینه می بینی جهت پیش

 

 

از سیستم    "شده در بورس اوراق بهادار تهران  های پذیرفته سهام بانک بینی قیمت  پیش "با عنوان    یپژوهش

سیستم همراه  به  فازی  بهینه   منطق  ساختار  با  چندلایه  عصبی  ماکزیمم  شبکه  و  خطا  انتشار  پس  سازی 

ارز، نفت اوپک، طلا، شاخص کل سهام و همچنین  گسسته    همپوشانی تبدیل موجک برای متغیرهای نرخ 

اند که شبکه عصبی موجک  بینی قیمت سهام استفاده کرده و به این نتیجه رسیده پیش  حجم معاملات برای 

 .‌]28[ کند اطمینان بالاتری نسبت به شبکه عصبی فازی عمل می  قابلیت  فازی با

سیستم  از  استفاده  بهینه اخیرا  برای  چندعاملی  الگوریتم های  پیشسازی  یافته  های  بسیاری  رواج  نیز  بینی 

اطلاعات و تجزیه و تحلیل  مختلف  های  شامل جنبه   توسعه یک سیستم مبتنی بر چند عامل  چنانچهاست.  

آن  پیش اثر  بازار  در  است  بررسی   موردبینی  ها  گرفته  ساخت]29[  قرار  همچنین  بر    ارهای،  مبتنی  فازی 

 .  ]30[ شده اند  ارائهنیز بینی قیمت سهام پیش

دیگری  پژوهش  سیستم  در  ارائه    نوعی  سهام  قیمت  تحلیل  و  تجزیه  بر  مبتنی  پیشنهادی  شد فازی  مدل   .

  تجزیه و تحلیل بر اساس    پژوهشی دیگر.  ]31[ کردکار میفنی و اساسی    هر دو شاخصبر مبنای  اعمال شده  

همچنین    .]32[  شد ارائه    بینیشبکه عصبی مصنوعی برای پیش   سازیبهینه طرح    الگوریتم رقابت استعماری

تطبیقی  پیش بر شبکه  استنتاج فازی مبتنی  با سیستم  بازار سهام  بازده  قرار    عصبیبینی  بررسی  مورد  نیز 

است ورودی  گرفته  متغیرهای  عنوان  به  و سه شاخص  اقتصادی  متغیر کلان  نویسندگان شش  مدل را  .    به 

 .  ]33[ قرار دادند  بررسی بینی بازده شاخص قیمت سهام در بورس استانبول را مورد و پیش  دادند 

بندی، شبکه عصبی مصنوعی و ماشین  بر اساس دو روش طبقه   دیگر  دو مدل  ایبر مبنای کارهای مقایسه 

داد  هاپژوهش .  شده استارائه  دار پشتیبان  بر قابل    شبکه عصبی عملکرد مدل  که متوسط    ند نشان  به طور 
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)ده شاخص فنی به عنوان متغیرهای ورودی استفاده شده    ماشین بردار پشتیبان استتوجهی بهتر از مدل  

از تجزیه و تحلیل    شبکه  بینیسیستم پیش همچنین  .  ]34[  است( با ترکیبی  عصبی مصنوعی توسعه یافته 

نیز  های یادگیری  سازی ازدحام ذرات بازگشتی مبتنی بر الگوریتم ، یادگیری پویا و بهینه به گام  رگرسیون گام

 .  ]35[  ند ه اداد ارائه  های دیگری است که محققان اط طرح 

  و برنامه نویسی ژنتیک   ده خود سازمان  شبکه عصبی بینی قیمت سهام یک  به منظور پیش  در ساختار دیگری

قرار   بررسی  استمورد  مقایسه .  ]36[  گرفته  طرح  یک  شبکه  اساس  بر    ای همچنین  مختلف،  الگوریتم  سه 

ترکیبی شبکه عصبی و   و مدل  بینی قیمت سهام  پیش  به تصمیم،  درخت  عصبی مصنوعی، درخت تصمیم 

بینی قیمت سهام  برای پیش در مقایسه با دو روش دیگر،  شبکه عصبی  که    شد کشف  پرداخت. در این مطالعه 

سهام بازار  بحران  از  استمناسب،  پس  مدل  مدل در    . ]37[  تر  محققان،  شبکه   دیگری  تکامل  های در حال 

 . ]38[ ند ه اارائه داد های فنیبینی روند قیمت سهام با استفاده از شاخصبرای پیش را عصبی نیمه متصل 

 های نزدیک ج( پژوهش 

مقاله   همکاران  در  و  و  (  2017)سینگ  است  شده  برده  بهره  عمیق  یادگیری  از  بورس،  تخمین  منظور  به 

هدف   ارزیابی شده است.  1های ارزش سهام شرکت گوگل از بازار بورس نزدك عملکرد این روش بر روی داده

بینی بازار بورس را افزایش دهد. محقق  تواند دقت پیش می مقاله نمایش این مفهوم است که یادگیری عمیق  

شبکه  عملکرد  مقایسه  به  مقاله  این  روش در  و  عمیق  بازگشتی،  عصبی  آماریهای  کلاسیک  پرداخته    های 

در   از    تماماست.  روش  مؤلفه سه  اصلی تحلیل  شده    دو   2های  استفاده  داده  پایگاه  ابعاد  کاهش  برای  بعدی 

 . ]39[ نشان داده شده است عصبی عمیقمبتنی بر شبکه   (1-2)شکل  درمدل پیشنهادی  است. 

 
1 NASDAQ 
2 Principal Component Analysis )PCA) 
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 [39] شبکه عصبی عمیقفلوچارت مدل پیشنهادی مبتنی بر  1-2شکل 

ها برای  است. بنابراین داده   2015دسامبر    10تا   2004آگوست    19پایگاه داده استفاده شده از گزارشات بین 

بندی  های آموزش و آزمون تقسیم آوری شده به دو دسته داده های جمعاند. داده آوری شده روز جمع   2843

داده شده جمع اند.  بین  های  شده  و  ب   2011می    31تا    2004آگوست    19آوری  مدل  آموزش  منظور  ه 

سازی برای آزمون مدل استفاده شده است. نتایج پیاده  2015دسامبر    10تا    2011ژانویه    1های بین  داده 

اندازه از  استفاده  با  الگوریتم  اندازه این  است که  نکته  این  گویای  پنجره،  مختلف  پنجره  های  بهترین    20ی 

ضعیف است در حالی    شبکه عصبی بازگشتی . عملکرد روش  ها داشته استنتیجه را در قیاس با سایر اندازه

در مدل    .استبسیار نزدیک به مقادیر واقعی    شبکه عصبی عمیق  که مقادیر تخمین زده شده توسط روش 

نورون لایه مخفی و یک نورون    200نورون ورودی،  100از شبکه با  شبکه عصبی عمیق  پیشنهادی مبتنی بر  

  231و زمان آموزش مدل    e43/6-5این مدل برابر با    1میانگین مربعات خروجی استفاده شده است. خطای  

از پیاده  نتایج گزارش شده حاصل  الگوریتمثانیه گزارش شده است.  این  گویای این مطلب است که    ، سازی 

  شبکه عصبی بازگشتی اد شده در این مقاله توانسته است عملکرد بهتری را در قیاس با روش  الگوریتم پیشنه

بهبود    20درصد با استفاده از پنجره با اندازه    4.8داشته باشد تا حدی که دقت الگوریتم پیشنهادی حدود  

به ترتیب  داشته است. ضریب همبستگی مابین حالت واقعی و تخمین زده شده برای روش یادگیری عمیق  

 
1 Mean Squared Error (MSE) 
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گزارش    های کلاسیک آماری روش و    شبکه عصبی بازگشتی های  درصد بیشتر از روش   43.4درصد و    17.1

 شده است.

دو بعدی با شبکه  های اصلی  تحلیل مؤلفه یک مدل هیبرید شامل ترکیب  (  2015)ژئو و همکاران  در مقاله  

متغیر    36سازی گردیده است. در ابتدا اده بینی رفتار بازار بورس پیشنهاد و پیبه منظور پیش  بازگشتی عصبی  

های  های ورودی انتخاب شده است. از یک پنجره به منظور دستیابی به داده بازار بورس به عنوان ویژگی فنی  

ها و استخراج  دوبعدی به منظور کاهش ابعاد داده های اصلی  تحلیل مؤلفه مدل بهره برده شده است. سپس از  

های مرحله قبل به  ی داده بر رو   بازگشتیهای ذاتی استفاده شده است. در نهایت یک شبکه عصبی  ویژگی 

بینی تغییرات روز بعد اعمال گردیده است. مدل پیشنهادی بر روی بازار بورس شانگهای اعمال منظور پیش 

 .  ]40[ تواند تخمین خوبی از مقادیر واقعی باشد شده و نتایج نشان داده که مدل پیشنهادی می 

 

 ]40[ بازگشتیدو بعدی با شبکه عصبی های اصلی تحلیل مؤلفهبینی ترکیب بلوك دیاگرام مدل پیش 2-2شکل 

ترکیب   مدل  با  روش  این  پیشنهادی،  روش  عملکرد  ارزیابی  منظور  مؤلفه به  اصلی  تحلیل  و  های  بعدی  دو 

شبکه عصبی پس انتشار  تک بعدی و  های اصلی  تحلیل مؤلفه و مدل ترکیب    شبکه عصبی پس انتشار خطا

بینی روش پیشنهادی در قیاس با دو روش  مقایسه شده است. نتایج مقایسه حاکی از توانایی بالاتر پیشخطا  

 دیگر است.  

در    و الگوریتم ژنتیک استفاده شده است.  بازگشتیاز ترکیب شبکه عصبی  (  2007)وون و همکاران  در مقاله  

های ورودی از  شود. ویژگی بینی استفاده می لایه مخفی برای پیش   با یک  بازگشتییک شبکه    این ساختار از

اند. مدل پیشنهادی بر  های شبکه توسط الگوریتم ژنتیک بهینه شدهاستخراج و وزن فنی های تعدادی شاخص 



33 

 

تست شده است. نتایج نشان دادند که    نزدك و    1نیزکمپانی حاضر در بازار بورس    36سال    13های  روی داده 

می  پیشنهادی  نگه مدل  و  خریدن  استراتژی  بازدهی  در  چشمگیری  تأثیر  باشد. تواند  داشته  سهام  داشتن 

 . ]41[ تر هستند بینی ها قابل پیش ها نسبت به سایر شرکتهمچنین مشاهده شد که برخی شرکت 

  عصبی   هایو شبکه   2رگرسیون لجستیکبند  کلاسه   محقق از دو  (2017)  هاکان گوندوز و همکاران  در مقاله 

داده   3همگشتی است.  کرده  اطلاعات  استفاده  از  استفاده  مورد  بورس    100سال    5های  بازار  برتر  سهام 

سال برای آزمایش مدل مورد    1های  سال به عنوان آموزش و داده   4های  اند. داده آوری شده استانبول جمع 

 اند. انتخاب شده سهام به عنوان ورودی  100هرکدام از فنی های عدد از شاخص 25استفاده قرار گرفتند. 

سهام مشخص شدند و سپس    100های مشترك بین این  ، ویژگی 4دو -خی در مدل اول با استفاده از آزمون  

شبکه عصبی  بند مورد استفاده قرار گرفتند. در مدل دوم از  های مشترك به عنوان ورودی کلاسه این ویژگی 

استخراج همگشتی   عنوان  به  کلاهم  عنوان  به  هم  و  ویژگی  از  سه گر  حاصل  نتایج  است.  شده  استفاده  بند 

دارد. سهام  روند  تخمین  در  بهتری  عملکرد  دوم  مدل  که  دادند  نشان  مدل  دو  از    آزمایش  اگر  حتی 

به طور گسترده در سیستم تکنیک  همه  های هوش محاسباتی  تقریباً  باشد،  استفاده شده  مالی  تجارت  های 

برای پمدل زمانی  از یک سری  یافته  نقاط خرید یش های توسعه  یا شناسایی  قیمت  استفاده    و   بینی  فروش 

 .  ]42[ کنند می 

( و همکاران  برات  این حال، عمر  تصاویر  2019با  از  مستقیماً  بینی  پیش  و  تحلیل  تصمیم گرفتند جهت   )

با    همگشتیها یک مدل تجارت الگوریتمی جدید شبکه عصبی  بعدی استفاده کنند. آن   دو نمودار میله سهام  

میله  عصبی  تصاویر  شبکه  یک  از  استفاده  با  را  کردن   همگشتیای  پیشنهاد  بعدی  آن دو  تولید  د.  از  بعد  ها 

، یک مدل شبکه  داوروزه برای سهام    30ای  های کشویی و ایجاد نمودارهای میله بعدی از پنجره   تصاویر دو 

-2012و    2012-2007های  بین سال   و   جهت آموزش مورد استفاده قرار دادند   را  عمیق  همگشتیعصبی  

 
1 NYSE 
2 Logistic Regression 
3 Convolutional Neural Network 
4 Chi-Square 
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نتایج    2017 کردند.  آزمایش  بازار  مختلف  شرایط  نمایش  اساس  برای  بر  توانسته  مدل  این  که  داد  نشان 

 . ]43[ به ویژه در بازارهای بدون روند و یا نزولی عملکرد مطلوبی داشته باشد  خرید و نگهداریاستراتژی 
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 فصل سوم

 روش پیشنهادی
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 مقدمه   .1-3
سرمایه با  مرتبط  ریسک  یا  قطعیت  عدم  از  تابعی  دارایی  یک  توسط  شده  ارائه  است.  بازده  مالی  گذاری 

و پیشسرمایه تا جایی که شناسایی  است.  تجاری یک شرکت  ریسک  مستلزم فرض  در سهام  بینی  گذاری 

رفتار عوامل این ریسک به تمرکز اصلی در طراحی استراتژی سرمایه گذاری تبدیل شده است. درك صنعت  

گذاری  ی چند دهه گذشته، سرمایه در ط از عوامل خطر به طور قابل توجهی در طول زمان تکامل یافته است.

به محصولات چند عاملی هوشمند   یا سه سبک  دو  بر  مبتنی  و غریب    با از یک رویکرد ساده  بتای عجیب 

صندوق  است.  شده  سال  تبدیل  در  هوشمند  بتای  کرده   1از    2017های  عبور  دلار  گواه  تریلیون  که  اند، 

های کند. صندوق یت فعال و غیرفعال را ترکیب می گذاری ترکیبی است که مدیرمحبوبیت استراتژی سرمایه 

می  اتخاذ  را  منفعل  استراتژی  یک  هوشمند  سهام بتای  مانند  عامل،  یا چند  یک  اساس  بر  را  آن  اما  کنند، 

بینی  کنند. کشف و پیش ها با توجه به پرداخت سود، برای ایجاد بازده بهتر، اصلاح می تر یا غربالگری آن ارزان

به آمیز عواموفقیت به   مل خطر که  با سایر عوامل خطر،  یا در ترکیب  قابل   صورت جداگانه  بر    طور  توجهی 

  بینی های علمی پیش روش گذارند، محرك اصلی افزایش  های آتی در بین طبقات دارایی تأثیر می بازده دارایی 

  .گذاری استدر صنعت سرمایه 

عصبی   شبکه  یک  از  که  است  شده  ارائه  سهام  بینی  پیش  برای  روش  یک  مطالعه،  این  برای    بازگشتی در 

استفاده    "نگهداری"و    "فروش "،    "خرید "تعیین سناریوهای   نمودار سهام  از  تصاویر ساخته شده  از طریق 

ای  ه از نمودارهای میله شوند ک ای از تصاویر تبدیل می های سری زمانی به مجموعه . در این مدل، داده شودمی 

 ( است.  x( و زمان )محور  yاند. هر تصویر تبدیل شده شامل قیمت سهام )محور  قیمت سهام تشکیل شده 

 شود:  تقسیم می  زیر  روش پیشنهادی به فازهای اصلی

 استخراج / تبدیل مجموعه داده،   ✓

 ساخت تصویر،   ✓

 برچسب زدن به هر تصویر،   ✓

 (  بازگشتی بینی )تجزیه و تحلیل شبکه عصبی برچسب پیش ✓
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 ارزیابی مالی.   ✓

به  یافتن مناسب  ،هدف برای  فروش  و  برای معاملات خرید  مرتبط  قیمت سهام  زمانی  در سری  نقاط  ترین 

   حداکثر رساندن سود است.

 . شبکه های عصبی بازگشتی 2-3

بازگشتی در سال  شبکه از    .ایجاد شدند   1980های عصبی  بشبکه این گونه  برای  ه  های عصبی  طور خاص 

داده  پردازشی  پردازش  واحد  یا  نورون  و هر  دنباله دار مفید هستند  یا  توانایی آن های سری  حفظ حالت    ها 

مرتبط  عملکرد در    مخصوصا. این ویژگی  را دارداطلاعات ورودی قبلی    نگهداری  جهت داخلی یا همان حافظه  

 .  ]44[ بسیاری دارد های سری اهمیت با داده 

گیرد و خروجی آن وابسته به ورودی  های یک دنباله انجام می یک عملیات برای تک تک المان   در این شبکه

  با ورودی شبکه در زمان  t فعلی و عملیات قبلی است. این مهم از طریق تکرار یک خروجی از شبکه در زمان

t+1  ( ارائه شده است1-3که در شکل ) شودانجام می  . 

 

 المان نمادین شبکه  1-3شکل 

ورودی می   موجود معماری    زمانیتواند  گام  هر  در  را  مختلفی  تولید   tx های  قابلیت  و  نموده  دریافت 

  را با  th حالت حافظهاین معماری قادر است  طور    همین  باشد.در هر گام زمانی را داشته     to  هایخروجی 

در  داده  هر تعداد    روی  این قابلیت را دارد که   شبکه .در خود حفظ کند   ،  tدر شبکه تا زمان   رخ داده   اطلاعات

گرددورودی    سری سلول اجرا  از  کدام  هر  پارامترهای  بازگشتی  های.  عصبی  باعث   است  یکسان شبکه  که 
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شبکه عصبی بازگشتی از دو فاز اصلی پیشرو و    .باشد   سری شود تعداد پارامترهای مدل مستقل از طول  می 

 برد.پسخورد بهره می 

شده است. هرکدام از این بردارها توسط یک  تبدیل  بردار   t-1 یک دنباله ازبه  مدل    ، ورودی  در این ساختار

 : دست آید طوری کهه  بردارها بی پیوسته از تا دنباله  اند ضرب شده  W ماتریس وزن

(3-1 ) Xj = WTXj 

دارد و    1تنها یک المان برابر با   jx شود. از آنجایی که بردارواقع این ضرب بردار در ماتریس انجام نمی   در

 .  ]44[ باشد می W مین سطر از ماتریس i با گرفتن برابرمابقی صفر هستند ضرب 

 یک لایه . پیاده سازی1-2-3

لایه بازگشتی یک  فاز شبکه عصبی  دارای یک  فاز پیشرو ساده  ) پسخورد و یک  در شکل  که  (  2-3است 

 تشریح شده است.

 

 ]45[یک لایه شبکه عصبی بازگشتی ساده  2-3شکل 

باشد فقط نیاز به اجرای دو عملیات ساده محاسباتی خواهد بود و در نهایت    1در صورتی که گام زمانی برابر  

برای اجرای    .های زمانی بعدی اطلاعات بعدی را محاسبه کردتوان برای گام حلقه به راحتی می با اجرای یک  
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باید تابعی نوشت تا ورودی و حالت قبلی و همچنین پارامترهای مورد   شبکه عصبی بازگشتی لایه پیشرو فاز

 .نیاز را دریافت و مقادیر جدید را محاسبه کند 

است.   tanh سازی نیاز خواهد بود که یکی از توابع پر استفاده در این زمینه تابعفعال در گام اول یک تابع    

سازی تا حد امکان بهره برده شود. یعنی به جای  سازی بهینه شبکه سعی خواهد شد از موازیبه منظور پیاده 

و در یک لحظه    شامل چند دسته خواهد بود  tx گردد و ورودیاستفاده می  یک قلم داده ورودی از یک دسته

 گردد.  های ورودی محاسبه می های مورد نیاز را برای همه دسته خروجی 

ای نیست حالت مخفی صفر خواهد بود. حالت مخفی یک بردار با  در گام نخست چون هیچ گام زمانی قبلی 

ت. اندازه  های عصبی بازگشتی اس ای مشخص است که این اندازه یکی از فرا پارامترهای مرتبط با شبکه اندازه

تر در  مشخص شده است. همانطور که پیش  مخفی  اندازه یک پارامتر   این بردار )حالت مخفی( در کد بصورت

هایی نیز مورد نیاز هستند. از انجایی که این  ها و بایاس تصاویر مرتبط با شبکه عصبی بازگشتی دیدیم وزن 

در قالب پارامترهای ورودی به تابع دریافت خواهند    هااند، آن های زمانی ثابتها برای همه گامها و بایاس وزن 

 .شد 

 :‌‌]44[  ابعاد متغیرهای دخیل در این بخش به قرار زیر است

داده ورودی برای گام زمانی فعلی : این متغیر دارای ابعاد اندازه گروه و اندازه بعد ورودی   (xt) : داده ورودی

های ورودی بوده و بعد دوم مشخص کننده ابعاد خود  یا همان تعداد نمونه  دسته است. بعد اول نمایانگر اندازه

 ورودی است.  

اندازه گروه و اندازه   حالت مخفی از گام زمانی قبلی : این متغیر دارای ابعاد(h0) : حالت مخفی یا حافظه  

اندازه نمایانگر  اول  بعد  است.  ابعاد خود حالت دسته مخفی  دوم مشخص کننده  بعد  و  مخفی/حافظه    بوده 

 است. 

حالت مخفی: این متغیر دارای ابعاد  اندازه    -ماتریس وزن مختص ارتباطات بین ورودی  W1 : ماتریس وزن  

اندازه مخفی است. بعد اول نمایانگر اندازه داده ورودی بوده و بعد دوم نمایانگر اندازه حالت   بعد ورودی و  

 .مخفی خواهد بود
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ختص ارتباطات بین حالت ورودی )قبلی( با حالت ورودی فعلی )بعدی(:  ماتریس وزن م   W2 :ماتریس وزن  

 .کنند اندازه مخفی است که هر دو بعد اندازه حالت مخفی را ثبت می  این متغیر دارای دو بعد 

ماتریس وزن مختص ارتباطات بین حالت مخفی )فعلی/ بعدی( با خروجی: این متغیر     W3 :ماتریس وزن 

اندازه حالت مخفی است. بعد اول مشخص کننده اندازه )بردار( خروجی و     عد خوجی واندازه ب دارای ابعاد  

 .بعد دوم نمایانگر اندازه حالت مخفی خواهد بود

است. به عبارت   اندازه مخفی بایاس مرتبط با محاسبه حالت مخفی جدید : این متغیر دارای بعد   bh :بردار  

 .حالت مخفی دارد ای برابر با اندازهبهتر این بردار اندازه 

است. به عبارت بهتر   اندازه بعد خروجی  بایاس مرتبط با محاسبه خروجی : این متغیر دارای بعد bo : بردار  

 .ای برابر با اندازه بردار خروجی دارداین بردار اندازه 

 پیشرو شیوه انجام فاز. 2-2-3

بکه عصبی  ش اولین ورودی  ،  گام زمانی صفر  در .  شودداده می برابر صفر قرار   h ابتدا بردار حافظه در این فاز  

در خروجی نیز احتمال    خواهد بود.  سری شروع  مشخص کننده  که    است <s> مخصوص   نشانه یک    بازگشتی

بردار حافظه  خواهیم داشت.    سری شروع    نشانه را به ازای دریافت    مجموعه داده ممکن در    برچسب وقوع هر  

بدر این   از اینشود.  روز شده و به گام زمانی بعدی ارسال می ه  عملیات  برای گام    ه،شکل گرفت رویه    پس 

یک توزیع احتمالاتی بر روی تمامی  برای  تقریب    یکدر کل در هر گام زمانی  .  شودمی تکرار  نیز    اول زمانی  

در    یهاداده  دادهبعدی ممکن  داده V مجموعه  ازای  شبکه  . لایه خروجی  حاصل خواهد شد قبلی    هایبه 

از حالت حافظه    2همگر یک تبدیل  tخروجی در زمان  اگراست.    1تابع بیشینه هموار نیز یک    عصبی بازگشتی

 :‌‌]44[  خواهیم داشت ،باشد   th محاسبه شده

(3-2 ) p(xt = k|x<t) =
exp⁡(W3k

Tht + bk)

∑ exp⁡(W3ḱ́

Tht + bḱ)ḱ

 

 
1 Softmax   
2 Affine 
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ماتریس وزن مختص ارتباطات بین حالت مخفی )فعلی/ بعدی( با خروجی    3W داده ورودی،    tx که در آن

با بایاس مرتبط با محاسبه حالت مخفی جدید است. به عبارت بهتر این بردار اندازه   bاست. بردار   ای برابر 

 .اندازه حالت مخفی دارد

 پسخورد شیوه انجام فاز. 3-2-3

احتمال لگاریتمی که مدل به خروجی صحیح منتسب    منفی  به شکلدنباله داده شده  در یک ساختار  خطا  

یعنی با استفاده از قاعده زنجیره و این اصل که لگاریتم یک ضرب برابر است با    .برآورد خواهد شد   ،کند می 

 :‌‌]44[ خواهیم داشت  X ها. ما برای یک دنبالهم جمع لگاریت

(3-3 ) L(x) = −∑logpmodel(xt = xt+1) = −∑logot[xt+1]

tt

 

 . واقعی است xt+1 تابع بیشینه هموار متناظر با ورودی المانی از خروجی ot[xt+1]که در آن  

به با   سیستمپذیرمشتق   علم  واحدهایخطا   توانمی   ی  تمامی  درون  از  بازگشتی را  عصبی  و   شبکه  قبلی 

 . نمودروز رسانی ه به همان نسبت بنیز ها را و وزن   کرد پس انتشار های تعبیه شدهماتریس

می  اساس   د توانمدل  تابع  بر  دو  از  گرفت  ترکیبی  نظر  شوددر  اوله  تابع  دنباله  هایداده  .    داده  (n-1 قبلی 

نهایی یک حالت حافظه یا بردار محتوا   h . بردارخواهد کردقبلی( را به یک فضای برداری پیوسته نگاشت  

 خواهد بود. 

(3-4 ) f: 0, 1|V|×(n−1) → Rd 

)ضرب   همگر از طریق اعمال یک تبدیل  ، مورد نظر  بینی پیش به احتمال   h هنگاشت بردار پیوست  بعدی،تابع  

تبدیل خروجی    )جهتتابع بیشینه هموار   سازیدر یک ماتریس و جمع آن با یک بردار بایاس( قبل از نرمال

زیر    با حالتماتریس را    -ضرب بردار   قادر خواهیم بود تا بنابر این    .دهد به توزیع احتمال معتبر( را انجام می 

 . نمایش دهیم
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(3-5 ) 

 

W3  ضرب برداری با سطر متناظر از h هر المان بردار خروجی  آن در  
T   معنای این بخش این است  باشد می .

 تا چه حد متناسب با چگونگی تراز بودن ستون  داده مجموعهمین  ا i احتمال پیش بینی شده مدل برای  که

i م   با محتوای بردارا h  .است 

 چند لایه . پیاده سازی4-2-3

های زمانی  گام   اجرای  ( نمایش داده شده است، 3-3همان طور که در شکل )  انجام این محاسباتاز  هدف  

در هر تکرار یک ورودی مختص به یک    ،استهای زمانی  در یک حلقه که به تعداد گام   .است  یکبیش از  

قرار می  پردازش  مورد  را  زمانی  تولید    د دهگام  را  نیاز(  )در صورت  و خروجی جدید  و حالت مخفی جدید 

 .‌]44[ گیرند استفاده قرار می مورد  پس انتشارها هر کدام ذخیره شده و سپس در گام  . این حالتکند می 

 

 ]45[ های بعدی سریچند لایه شبکه عصبی بازگشتی برای محاسبه گام 3-3شکل 

همیشه حالت اولیه را برداری از صفر در    این است که th-1 یک نکته در رابطه با حالت مخفی اولیه یا همان

ایننظر می  اما همیشه  ب  گیریم.  را  اولیه  نیست که مقدار  بگیریمه  گونه  نظر  از صفر در  برداری  در    . صورت 
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های بعدی از آخرین حالت  اما در ادامه این مقدار اولیه برای نمونه   شده ابتدای آموزش از بردار صفر استفاده  

  است مشخص   پیشرو عملیات صورت گرفته در بخش  برد. دست امده است بهره می ه  مخفی که از نمونه قبل ب 

  عصبی بازگشتی  در یک شبکهاز آنجا که  .  هستفاز نیاز به جزییات بیشتری    نایسازی درست  پیاده   جهتاما  

با    باید   یند آدست می ه  هایی که به ازای عملیات انجام شده ب و کار داریم به همین جهت گرادیان  حلقه سر ا  ب

   . د باش   شدهلحاظ  پیشرو تاثیرات صورت گرفته در فاز  ،درستیه  تا در نهایت ب  شوند هم جمع 

 

 :‌]44[ د هستن  که به قرار زیر استعملیات کلی  2متشکل از  پیشرو فاز

(3-6)  ht = tanh⁡(W1 ∙ Xt +W2 ∙ ht−1 + bh) 

ot = softmax⁡(W3 ∙ ht + bo) 

یک حالت مخفی    th است.  tورودی در گام زمانی  tx که محاسبات دخیل در آن به این صورت هستند که، 

شبکه است که بر مبنای حالت قبلی و ورودی در گام فعلی  است یا در واقع همان حافظه   t در گام زمانی

می  )   تابع. شودمحاسبه  اساس  بر  استفاده  مثل6-3مورد  غیرخطی  تابع  یک   ) tanh .است t-1   برای که 

اولیه می  با صفر مقداردهی  نیاز است معمولا  اولین حالت مخفی مورد    tخروجی در گام    to  .شودمحاسبه 

 است. 

ا پس  انجام  زمانی  برای  گام  از  می آنتشار  محاسبه  را  خطا  کرده  شروع  حلقه خر  یک  در  سپس  و    ، کنیم 

ازای تمامی گام به  ادامه می محاسبات را  الگوریتمهای زمانی  انتشار )خطا(  الگوریتم پس    که   است یدهیم. 

 دست امده نهایی است. ه منتسب کردن پاداش یا جزای هر پارامتر نسبت به نتیجه ب ش کار

    محاسبه خطا . 5-2-3

مده دخیل بوده و در صورت نتیجه صحیح و یا غلط به چه میزان  آدست  ه  اینکه هر پارامتر چقدر در نتیجه ب

را دارد. ستون فقرات این الگوریتم  مام چیزی است که این الگوریتم مسئولیت انجام آن  ، تبایستی تغییر کند 

گرادیان  هم  میرا  تشکیل  تاثیر  ها  میزان  کردن  مشخص  دهیم  انجام  بایستی  اینجا  در  ما  که  کاری  دهند. 

کنیم.  کار از مشتق جزئی استفاده می   دست آمده نهایی است. برای اینه  هرکدام از متغییرها بر روی نتیجه ب
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صورت زیر  ه  دست بیاوریم. مشتق ما به  محاسبه کرده و سپس مشتق جزئی را ب کنیم خطا را  ابتدا سعی می 

 :‌]45[  خواهد بود

(3-7 ) 

 

dW3 = h. du 

dh = W3. du 

dbo = 1. du 

 

ب  ن آاز   بخش  این  در  که  به  جایی  را  خطا  نتیجه  در  هستیم  ارتباط  در  خطا  با  مستقیم  صورت  ه  صورت 

 : داشتتوانیم لحاظ کنیم بنابراین خواهیم مستقیم می 

(3-8)  
dW3 = h. error 

dh = W3. error 

dbo = 1. error 

 ها بر یکدیگر است.  در تعاریف بالا یک مشکل وجود دارد و آن بحث لحاظ کردن حالات مخفی و تاثیرات آن

به همین صورت    ،گرفتحالت قبلی در گام زمانی بعدی مورد استفاده قرار می  پیشرو، طور که در فاز  همان

جایی که در    تر منتقل شود. از آن مشتق حالت مخفی از گام زمانی جدیدتر به گام زمانی قدیمی بایستی  نیز  

در نتیجه در    ، و بعد از این گام زمانی دیگری وجود ندارد  کرده ایم فاز پس انتشار از اخرین گام زمانی شروع  

  گیرد. همان تر مورد استفاده قرار می ه و در گام زمانی قبل روز شد ه  شروع کار خواهد بود. این مقدار هر بار ب

در  همین طور    .کند فعلی را به گام زمانی بعدی ارسال می h ،بینیم هر سلولمی   ( 3-4)  شکلطور که در  

  باید هم علاوه بر محاسبه گرادیان مبتنی بر خروجی، گرادیان حاصل از گام زمانی بعدی نیز    پس انتشار زمان  

 .لحاظ شود
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 ]45 [پیاده سازی خطا 4-3شکل 

 است به همین منظور تنها جهت جریان dh این مهم مشخص شده است, نکته قابل اهمیت  ( 5-3) در تصویر  

 . طور گرادیان متناظر با آن مشخص شده است و همین پیشرو

 

 

 ]45[  بعدیپیاده سازی خطا با در نظر گرفتن گرادیان حاصل از گام زمانی   5-3شکل 

 :‌‌]45[  بصورت زیر خواهد بود dh به همین خاطرمحاسبه 

(3-9)  dh = W3. error +⁡dhfrom_next_timestep 
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جایی که شروع عملیات پس انتشار از گام زمانی اخر است و گام زمانی بعدی وجود ندارد مقدار در    ن آو از  

طور که تازه دیدیم    برای عبارت دوم هستیم. همانحالا نیازمند محاسبه مشتقات جزئی    .باشد ابتدا صفر می 

 جا در اصل  در این  f جایی که تابع  نآسازی کنیم. از  ساده  h=f(u) صورته  توانیم این عبارت را نیز ب می 

tanh   جایگزین کردن خواهیم داشتبا بنابر این ، است: 

(3-10)  dtanh = (1 − h2) ∂h 

 : آوریمدست می ه  صورت زیر ب ه ها را ببه همین صورت مشتق سایر عبارت

(3-11)  

dXt = W1. dtanh 

dW1 = Xt. dtanh 

dW2 = hprev. dtanh 

dbℎ = 1. dtanh 

 

 

   روش پیشنهادی. 3-3

ای با آموزش بازگشتی و ادغام در سیستم  تصاویر نمودار میله  یک رویکرد جدید با استفاده از در این مطالعه، 

قرار می -پشتیبانی تصمیم خرید  استفاده  بینی مورد  داده گیرند.  فروش جهت پیش  این مدل،  های سری  با 

مجموعه  به  می زمانی  تبدیل  تصاویر  از  میله ای  نمودار  نمایش  شامل  که  هر  شوند  و  است  سهام  قیمت  ای 

شود. با استفاده از ساختار شبکه  گذاری می ی »خرید«، »فروش« و »نگهداری« برچسبهاتصویر با برچسب 

توسعه  داده می عصبی، مدل  آموزش  پیش یافته  نتایج  نهایت،  در  وارد  بینی شود.  معاملاتی  مدل  به یک  شده 

 شوند. های آزمون مالی واقعی خارج از نمونه ارزیابی می شده و با استفاده از داده 
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 ترتیب مراحل مدل پیشنهادی 6-3شکل 

)محور   سهام  قیمت  شامل  شده  تبدیل  تصویر  )محور  yهر  زمان  و   )x  حاوی تصویر  هر  همچنین،  است.   )

   .شودمشاهده می  (6-3) طور که در شکل  همانروز قیمت سهام است.  30اطلاعاتی است که نشان دهنده 

 شود:  چند فاز اصلی تقسیم می روش پیشنهادی به 

 

 استخراج/تبدیل مجموعه داده  .1

 ساخت تصویر  .2

 گذاری هر تصویر برچسب .3

 بینی )تحلیل شبکه عصبی(  برچسب پیش .4

   نهاییارزیابی  .5

های سهام مرتبط برای معاملات خرید و فروش برای  ترین نقاط در سری زمانی قیمت هدف ما یافتن مناسب

   الگوریتمی است. به حداکثر رساندن سود معاملات

Recurrent Neural Network 
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 ایجاد تصویر. 1-3-3

تصویر   برای ساخت یک  زمانی  تصویر، مقادیر سهام سری  ایجاد  توزیع  در مرحله  با  تفکیک شده  مقادیر  از 

  های بسته قیمت   از روزه    30  هایاز پنجره   استفاده شود. در مرحله اول، قیمت سهام با  استفاده می   یکنواخت

ای قیمت نشان  شود. هر ارزش روزانه سهام به صورت نمودار میله می   نمونه برداری روزانه سهام مربوطه    شده

 داده شده است.  

 گذاریبرچسب. 2-3-3
ها گذاری شده است، که نشان دهنده روند آینده قیمت ها، هر تصویر برچسبگذاری دادهدر مرحله برچسب 

گذاری هر  شود و برچسب است. در واقع برای هر تصویر، شیب مرجع محاسبه و در لیست تصویر ذخیره می 

 د شد. ، بر اساس شیب تصویر انجام خواه"فروش "و  "نگه داشتن"، "خرید "تصویر به عنوان  

های  شود، ارزش ای نشان داده می به صورت نمودار میله  30تا  0در حالی که مقادیر قیمت سهام بین روزهای 

روز   قیمت  )مقدار  روز    34آتی  قیمت  ارزش  قیمت روز چهارم؛  ارزش  بعدی،  تصویر  بعدی،    45=  تصویر   =

 شود. ه می ارزش قیمت روز پانزدهم( برای محاسبات شیب در طول برچسب زدن استفاد

برای محاسبه میانگین شیب مرجع، برای هر    30و ارزش قیمت در روز    34شیب بین ارزش قیمت در روز  

داده  در  می تصویر  محاسبه  آموزشی  از  . همه شیب1شود های  قبل  لیست  یک  در  و  شده  مرتب  مرجع  های 

برچسب می مرحله  ذخیره  داده گذاری  در  مرجع  شیب  مقادیر  هیستوگرام  توزیع  هاشوند.  دارای  آموزشی  ی 

 گاوسی است.

هیستوگرام مقادیر شیب مرجع در داده های آموزشی دارای توزیع گاوسی است. به منظور استفاده از مقادیر  

مقایسه می    2شیب در داده های آموزشی به عنوان مرجع، مقادیر شیب در نقاط خاص با مقادیر شیب آنی 

 یست به صورت تجربی محاسبه می شوند. شود. نقاط جداسازی مقادیر شیب مرجع در ل

 
1 slopeRef = slopeReferenceList 
2 slopeCurrent 
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[  n…1شوند. )]گذاری ذخیره می های مرجع مرتب شده و در یک لیست قبل از مرحله برچسب همه شیب 

نشان می دهد که حاوی   را  داده   nلیستی  مقادیر شیب مرجع در  است(. هیستوگرام  داده شیب  های عدد 

( در شکل  که  دارای  7-3آموزشی همان طور  است  است( مشخص  گاوسی  در    INTC)قیمت سهام   توزیع 

    برای تصویر هیستوگرام شیب مرجع استفاده می شود(. 2007-1997سال 

 

 نمونه ای از توزیع گاوسی شیب مرجع و مقادیر جداسازی 7-3شکل 

 

مقادیر  های آموزشی به عنوان مرجع، مقادیر شیب در نقاط خاص با به منظور استفاده از مقادیر شیب در داده 

لحظه  می   1ایشیب  محاسبه  مقایسه  تجربی  به صورت  لیست  در  مرجع  مقادیر شیب  نقاط جداسازی  شود. 

برای هر تصویر در مجموعه    30و ارزش قیمت در روز    45ای بین ارزش قیمت در روز  شوند. شیب لحظهمی 

ود در لیست شیب مرجع  ای محاسبه شده در مقایسه با نقاط موج شود. شیب لحظه داده آموزشی محاسبه می 

 ( مورد استفاده قرار خواهد گرفت. "نگهداری"، "فروش "، "خرید "برای برچسب زدن هر تصویر )

ها را نشان دهد. همان طور  شود تا روند آینده قیمت گذاری می گذاری، هر تصویر برچسب در مرحله برچسب

ه و در لیست برای هر تصویر ذخیره  ( نشان داده شده است، هر شیب مرجع محاسبه شد 15-3که در معادله ) 

 
1 slopeCurrent 
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کنیم، شیب  گذاری می برچسب   "فروش "و    "نگهداری"،  "خرید "شود. در حالی که هر تصویر را به عنوان  می 

( نشان داده شده است،  17-3همانطور که در معادله )((.  16-3شود )معادله )فعلی هر تصویر نیز محاسبه می 

معملاتی  م  1برچسب  مشخص  تصویر  هر  برچسبشود.  ی برای  از  داده پس  تصویر  گذاری  و  برچسب  هر  ها، 

 شوند. مربوط به آن در مرحله یادگیری ترکیب می 

 

(3-15 ) 

 

(3-16)  

slopeRef2[1. . n] =
value34 − value30

day34 − day30
 

 

slopeCurrent =
value45 − value30

day45 − day30
 

(3-17)  l =

{
 
 

 
 1 = (′Buy′),⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡if⁡slopeCurrent > slopeRef [

3n

5
]⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡

0 = (′Hold′),⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡if⁡slopeRef [
2n

5
] < slopeCurrent < slopeRef[

3n

5
]

2 = (′Sell′),⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡if⁡slopeCurrent < slopeRef [
2n

5
]⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡}

 
 

 
 

 

 ( شکل  در  که  طور  نشان  8-3همان  فلش(  است،  شده  قدرت  داده  شاخص  نمودار  روی  قرمز  و  سبز  های 

رایج شاخص مکدی   3نسبی تعبیر  فروش هستند.  و  نقطه خرید  ترتیب  اگر خط    4به  که  است  این شرح  به 

شود که قیمت سهام افزایش یابد. در  بینی می مکدی از خطوط سیگنال در جهت صعودی عبور کند، پیش

شود که قیمت سهام کاهش  سیگنال در جهت نزولی عبور کند، تعبیر می   مقابل، اگر خط مکدی از خطوط 

کنیم تنها با استفاده از قیمت سهام بهترین امتیاز خرید و فروش را  یابد. در رویکرد پیشنهادی سعی می می 

 داشته باشیم. 

 
 
1 TrendLabel 
2 slopeRef = slopeReferenceList 
3 Relative Strength Index (RSI) 
4 Moving Average Convergence Divergence (MACD) 
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 مکدی و  های قدرت نسبی شاخصمثال معاملات سهام با   8-3شکل 

آیا  که  است  این  روش  این  می   هدف  را  فروش  و  خرید  نمودار  تصمیمات  تصاویر  از  استفاده  با  صرفاً  توان 

-3و آموزش مدل اتخاذ کرد یا خیر. شکل )  بازگشتیدار به عنوان ورودی یک شبکه عصبی  ای برچسبمیله 

و برچسب 9 تصاویر  نمونه  آن (  را  های  تعیین  ها  اندیکاتور مکدی و  از ساختار  برداشت  اساس  های  فرمول بر 

همانطور که در شکل مشخص است نمونه    دهد.نشان می  "خرید، فروش و نگهداری"شیب و بچسب های  

با نشانه یا برچسب خرید، نمونه )ب( برای فروش و  )الف( بر اساس ساختار شیب مکدی به عنوان یک نمونه  

 نمونه )ج( برای نگهداری قابل ملاحظه هستند. 

 

‌



52 

 

 )الف( 

 )ب( 

 )ج( 

 نمونه تعیین برچسب الف( خرید ب( فروش ج( نگهداری 9-3شکل 
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عملکرد است.  شده  پیشنهاد  مفهومی  اهداف  اثبات  برای  فعلی  مدل  می   آن  طراحی  پیشنهاد  را  با  توان 

برچسبمکانیسم مختلف  بخشید های  بهبود  الگوریتم    گذاری  از  مرحله  این  در   1ترین همسایه نزدیک   Kکه 

 .  ایمبهره گرفته 

شود.  ها ساخته می برای آموزش و آزمایش داده   عصبی بازگشتی، یک شبکه  بینیو پیش   مرحله یادگیری در  

دهد. بدون استفاده از  پیچیدگی مدل را افزایش می   شبکه عصبی بازگشتیهای بیشتر به ساختار  افزودن لایه 

پیچیده ساختار  شبکه  بزرگ، چنین  آموزشی  داده  دقت  مجموعه  است  کاهش  داده ای ممکن  را  تست  های 

 دهد.  

 بینی ساختار شبکه پیش. 3-3-3

بازگشتی   برای سری شبکه عصبی  یادگیری عمیق است که  زمانی، داده نوعی شبکه  های متوالی مانند  های 

استفاده    بسیارهای یادگیری ماشین سنتی  در مدل های عصبی بازگشتی  شبکه شود.  زبان و گفتار استفاده می 

شبکه  استفاده شده است.  شبکه عصبی بازگشتی  هایی معمولا کمتر از  نون برای چنین مدل شوند، اما تاکمی 

بازگشتی   توانایی دربر گرفتن دوره عصبی  در  های دیگر  تر نسبت به مدل های زمانی طولانی عمدتا به دلیل 

مدت  تاه ی کوحافظه   2برجسته، شبکه شبکه عصبی بازگشتی  شوند. یک مدل  ترجیح داده میبسیاری کارها  

 تواند مقادیر را به خاطر بسپارد.  است، که می طولانی 

ساختار کاری عملیات  دهد.( عمل انحراف را در یک محور نشان می 17-3در ساختار شبکه عصبی، معادله )

بازگشتی   در دارد.شبکه عصبی  بعدی  دو  تصاویر  از  استفاده  به  وزن،   Wنیاز  نشان دهنده     xنشان دهنده 

برای دریافت خروجی استفاده   softmax در مرحله آخر شبکه از تابع.  نشان دهنده بایاس است b ورودی و

 د.  کن می

(3-17)  

‌

ei =∑Wi,jxj + bi
j

 

y = softmax(e) 

 
1 K-Nearest Neighbors 
2 Long Short-Term Memory (LSTM) 
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شود و هر آزمایش  سازی می پیاده   Tensorfowزیرساخت    و   Kerasبا استفاده از  شبکه عصبی بازگشتی  فاز  

که به شرح    کند روش پیشنهادی را خلاصه می (  10-3شکل )انجامد. الگوریتم  دوره به طول می   100برای  

 ذیل خواهد بود: 

زدن، تصاویر با مقایسه شیب آنی )شیب دور از آینده( با شیب متوسط )شیب نزدیک به  در مرحله برچسب

تصاویر، برچسب  مقادیر  ی می گذارآینده( در  میانگین  از مقایسه  این است که  از برچسب زدن  شوند. هدف 

اجرای مدل برای  آینده دور  و شیب  آینده  به  نزدیک  یادگیری، یک شبکه   شیب  مرحله  گردد. در  استفاده 

های به دست آمده، ساخته شده است. در آخرین مرحله، عملکرد مدل  عصبی برای آموزش و آزمایش داده 

از   استفاده  با  و  فروش  و  معاملات خرید  نتایج  طریق  از  سنجیده    نزدیکترین همسایه  kالگوریتم  معاملاتی 

 شود. می 

 

سری 

 داده

 ایجاد تصویر 
 

 یشبکه عصب

یبازگشت  
KNN  

 پیش بینی 

 خطا

 و

 صحت

ب
ب 

شی
س 

سا
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ی ب
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 ساختار الگوریتم پیشنهادی 10-3شکل 

 

 

 باشد: پیشنهادی به صورت زیر میشبکه عصبی بازگشتی ساختار 

 : بارگیری مجموعه داده آموزش 1مرحله  

 پذیری مجموعه داده   : تکرار2مرحله  

  مدل جهت برچسب گذاری تصویر بر اساس شیب. ایجاد کلاس : 3مرحله  

 های گذشته. بینی جهت تعیین مقدا قیمت آتی بر اساس داده پیش : کلاس 4مرحله  

 30گام زمانی  ✓

 30هر مرحله زمانی: بعد ورودی =  ✓

   1=  لایه پنهان ✓

 1بعد خروجی =  ✓

 خطا : کلاس 5مرحله  

 )محاسبه خطا(  رگرسیون خطی ✓

 آموزش : مدل 6مرحله  

 پردازش:

 . ها را به تانسور با قابلیت انباشتگی گرادیان تبدیل کنید برچسب ها/ورودی  ✓

 . را پاك کنید قبلی ساختارهای گرادیان  ✓

 . های داده شده را دریافت کنید ورودی  ✓

   انجام گیرد.  محاسبه خطا ✓

 صورت گیرد.  هادریافت شیب مولفه  ✓

 انجام شود.  گرادیان به روز رسانی پارامترها با استفاده از   ✓
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 ارزیابی . 4-3-3

ها، هنجارسازي و واریانس در نظر گرفت  هاي وابستگی داده بایست با توجه به فرضیه آزمون آماري براي مقایسه را، می 

: 

توصیف   )n, …= 1,  I), iZ, iY, iXمجموعه سه بعدي    nبایست به وسیله  را می   پژوهشهاي  الف( وابستگی: داده

از مدل مولفه ،    iZو    iY, iX،  هاورودي تعداد    n،  وروديامین    iبه عنوان    iنمود، که   شبکه عصبی  هاي  هاي حاصله 

 باشند. می  ترین همسایهنزدیک  Kبا  و ترکیبی بازگشتی 

هاي مربع کاي،  ون توان با استفاده از آزم ب( نرمالیته یا هنجار شدگی: نرمالیته در ارتباط با یک مجموعه اطلاعاتی را می 

 ویلک، چولگی و کشیدگی انجام داد.  -شاپیرو

به وسیله این مدل با استفاده از آموزش لونبرگ مورد    هاپذیري در توزیع مجموعه ج( واریانس: کیفیت پراکندگی و تنوع 

 گیرد. ارزیابی قرار می 

 گیری نتیجه -4-3

این تحقیق از یک رویکرد با استفاده از ترکیب شبکه عصبی بازگشتی، براي تشخیص چگونگی برخورد با سهام اقدام  

 بندي شدند.  هاي سازگارتر با یکدیگر گروهکرده است. ابتدا با روش پیشنهادي داده 

از تعیین ضرائب معادله پیش  این ترتیب بود که پس  هاي مجموعه  بر اساس داده   بینی مقادیر خروجی، این ساختار به 

فروش،  "آموزش و توسط شبکه عصبی، نتایج به یک دسته بند نهایی داده شدند تا تفکیک سهام بر اساس سه برچسب 

خرید و  گیرد  "نگهداري  روش .  صورت  روش  سرانجام  دقت  و  صحت  میزان  تعیین  منظور  به  ارزیابی  متفاوت  هاي 

 پیشنهادي، مورد استفاده قرار گرفت. 
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 فصل چهارم 

 تحلیل نتایج 
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 مقدمه -1-4

این تحقیقات بیشترین  است.  هاي بسیاري صورت گرفته  پژوهش   قیمت   سرياي  رفتار دنباله جهت تحلیل   در راستاي 

که است  مطلب  این  موید  بالقوه  بیشتر    نتایج  قیمتفاکتورهاي  جذاب   تعیین  محققین  بنابراین،    براي  این  در  هستند. 

و   پژوهش  بررسی  به  متفاوت  دیدگاهی  سهامتشخیص    با  بازگشتیاز    گیري بهره با    قیمت  عصبی  خواهیم  ،  شبکه 

اساس .  پرداخت  بر  نتایج  پیشنهادي،  ساختار  سهام تشخیص    در  و    مبناي بر    و   وضعیت  فروش  خرید،  برچسب  سه 

برجسته واکنش نشان می   نگهداري  تعیین  سرادهند.  به صورت  به  انتهاي بخش  دقت  ارائه  و  عملکرد  صحت  نجام در 

جهت توسعه مدل    سهامداده    هايپایگاه   بر روي دیگر  تواند در ادامه  روش پیشنهادي، خواهیم پرداخت. این مدل می 

 قرار گیرد.  سنجش، مورد قیمتگیري بهتر در تشخیص براي تصمیم  اقتصادي 

 نتایج  -2-4 

پیاده  از  پیشپس  با خروجی روش سازي روش  و  بندي  هاي طبقه نهادي تشریح شده در فصل قبل، خروجی را دریافت 

، "Financial Statement and Notes Data Sets"  داده کنیم. در مطالعه تجربی، پایگاه  دیگر مقایسه می 

ها  ها از نمایشگاه. این داده استفاده شده است،  2021تا دسامبر    2009از ژانویه   ها،هاي مالی و یادداشتمجموعه صورت 

را نیز  اند،  در کمیسیون ثبت شده   1یافته   دهی تجاري توسعهها که با استفاده از زبان گزارش هاي مالی شرکت تا گزارش 

    .]46[ در بر دارد 

داده   مجموعه  مجموعهاین  با  مقایسه  دادهدر  صورهاي  فشرده ت هاي  مالی  از    هاي  را  عددي  اطلاعات  فقط  که 

ها همچنین حاوي  مجموعه داده   . دهنددر اختیار قرار می توجه بیشتري را  هاي قابل داده   ،کنندهاي مالی ارائه می صورت 

ین  ا  ها هستند. بندي استاندارد صنعتی یک شرکت براي تسهیل استفاده از داده طبقه متغیرهاي  مانند    ، اضافی  متغیرهاي 

شد. از نوامبر  ها به صورت فصلی به روز می ، مجموعه داده 2020شوند. قبل از نوامبر  ها ماهانه به روز می مجموعه داده

   شوند.ها به صورت ماهانه به روز می ، مجموعه داده2020

ارزیابی  بندي می به روش گفته شده طبقه   بازگشتی عصبی    بوسیله شبکه   این مجموعه داده شود. سپس نتیجه حاصل 

 ، ارائه داده است.  وضعیت سهامرا براي تشخیص  %90/ 4بندي گردد. نهایتاً روش پیشنهادي، دقت طبقهمی

 
1 Extensible Business Reporting Language‌)XBRL(‌ 
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در   و  مورد استفاده در آزمایش خواهد پرداختمقادیر حاصل از معیارهاي ارزیابی  و مقایسه  تحلیل    بهبخش اول  در ادامه  

آماريبا    نهایت این بخش جمع   تحلیل  دوم روش گردد بندي می نتایج  درخت  بندي چون  هاي مطرح طبقه. در بخش 

 اند.  قرار گرفته  استفاده مورد   مقایسه با روش پیشنهادي  جهت جنگل تصادفی و  تصمیم

  ، مورد استفاده قرار گرفتند  بار اجرا  500با تعداد    و آزمایش    در مدل ها  داده   %75جهت آموزش شبکه عصبی مورد نظر  

که رویکرد طرح،    دهد به دست آمده نشان میتصادفی انتخاب شدند و نتایج    کاملا   هاي استفاده شده در این بخش داده 

 عمل کرده است.    ترمناسب  ،هاي انتخابی مورد قیاسهاي موجود و روش شاز رو 

که بر اساس رویکرد پیشنهادي در فصل  ،  استفاده استمورد  مقایسه معیارهاي ارزیابی    دوم رویکرد انتخابیدر بخش  

بر روي کار پیشنهادي در    مقایسه صرفا که در این مرحله  قابل توجه است  .  قبل مورد بحث و بررسی قرار خواهند گرفت

 . شد نخواهد  انجامبا کارهاي دیگر  قیاسیشود و هیچ می  انجاممرحله انتهایی یا با مراحل قبل 

 
 ها حقیقی و پیشنهادی مدل برای تمام دادهقیمت  1-4شکل 

 

هاي آموزش  هاي موجود در مجموعه بینی شده توسط مدل پیشنهادي براي تمام داده مقادیر واقعی قیمت و قیمت پیش 

( نشان داده شده است. همچنین روند آموزش شبکه و چگونگی کاهش خطا در مدل پیشنهادي  1-4)  و تست در شکل 

 ( ارائه شده است. 2-4رتبه نیز در شکل )م 50در تعداد تکرار  
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 مدل پیشنهادی ی  کاهش خطاچگونگی آموزش شبکه و  روند  2-4شکل 

هاي آزمایشی و  و پیشنهادي براي داده   درخت تصمیم   هايبینی مدل خطاي پیش   نمایش دهنده(  2-4( و )1-4جداول )

 باشند.  ها می از شاخص  اياستفاده از مجموعهاعتبار سنجی با 

   درخت تصمیمبینی با استفاده از مدل نتایج خطای پیش 1-4دول ج

 ‌Rخطای
رگرسیون خطای 

 میانگین مربعات 

خطای میانگین  

 مربعات
 درصد خطا

 خطا

 تعداد 

89/0  033/0  037/0  90/12  یک  % 

89/0  032/0  036/0  00/13  دو   % 

89/0  031/0  035/0  93/16  سه  % 

87/0  038/0  042/0  23/18  چهار  % 

89/0  031/0  038/0  62/12  پنج   % 

88/0  034/0  038/0  76/11  شش   % 
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 بینی با استفاده از مدل پیشنهادی  نتایج خطای پیش 2-4جدول 

 ‌Rخطای
رگرسیون خطای 

 میانگین مربعات 

خطای میانگین  

 مربعات
 درصد خطا

 خطا

 تعداد 

92/0  029/0  032/0  53/4  یک  % 

93/0  025/0  027/0  46/7  دو   % 

93/0  022/0  024/0  98/8  سه  % 

91/0  028/0  031/0  66/5  چهار  % 

92/0  022/0  028/0  79/7  پنج   % 

91/0  025/0  027/0  01/6  شش   % 

از  خطا  مقایسه نشان دهنده  (  4-4( و )3-4هاي )شکل  آمده  و    درخت تصمیمبینی روش  پیش   بین خروجی به دست 

  )رگرسیون( انجام شده   1میانگین مربعات با منظم سازي   خطايو    میانگین مربعات خطاي    و بر اساس روش پیشنهادي  

ارائه    بینی را در پیش   درخت تصمیم  مدل   ومدل پیشنهادي  در  خطاي نسبی    میزان ( مقایسه  5-4شکل )  نمودار است.  

 است.   کرده

 
 و روش پیشنهادی درخت تصمیم  مدلبینی مقایسه خطای پیش 3-4شکل 

 
1 Mean Square Error with Regularization (MSEREG) 
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 درخت تصمیمروش پیشنهادی با بینی مقایسه خطای پیش 4-4شکل 

  

 
 درخت تصمیمپیشنهادی با   روشمقایسه درصد خطای نسبی  5-4شکل 
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 درخت تصمیمبا  روش پیشنهادیمقایسه درصد خطای   6-4شکل 

 
   نسبت به قیمت واقعیمقایسه درصد خطای طرح پیشنهادی  7-4شکل 

پیش  و  حقیقی  مقادیر  دادهمقایسه  تمام  براي  و  تصمیم  درخت  و  پیشنهادي  روش  توسط  شده  در  بینی  موجود  هاي 

در  ها نیز . میزان خطاي هر روش و نمودار نمایش نرمال بودن پاسخ ارائه شده است( به ترتیب  7-4( و )6-4هاي )شکل 

 . ها نشان داده شده استشکل 
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 ی آماریهاتحلیل نهایی با آزمون -3-4
آزمون   چهار  روي نتایج  بر  آماري  شده  گرفته  نظر  اطلاعاتی  مجموعه  در  پیاده هاي  و  نظر  روش  مورد  با  شده  سازي 

شده کمتر از    اجرادر آزمایشات    p  ارزش  با توجه به این که کمترین .  ( نشان داده شده است4-4درخواستی در جدول )

  هاي مولفه این مورد را که  درصدي    99با اطمینان    پس این قابلیت وجود دارد کهویلک(،  -است )آزمون شاپیرو   01/0

ها، آزمون لونبرگ براي این  . بر مبناي واریانس نمونه ، رد کرددنباشحاصل از توزیع نرمال براي مجموعه اطلاعاتی می 

تفاوت منمونه بدان معنا است که  انحرافعنی ها  بین  در  آماري  وجود    % 0/99، در سطح اطمینان  هاهاي معیار مدل دار 

که    زمانی مناسب استاین آزمون    . استآزمون فیریدمن    ،بینیدقت پیش   سنجشآزمون آماري مناسب براي  و    ندارد

در موارد این  داشته باشد.  ها وابسته باشند، و قابلیت حاصل آوردن فرضیه هنجارسازي یا واریانس برابر نیز وجود ننمونه

ها به  ها در این مدل ، که مشخص کننده این موضوع خواهد بود که میانهخواهد شداقدام به آزمایش فرضیه تهی    چنین 

 شوند.  صورت یکسان تلقی می 

 روش اعتبارسنجی متقابل مدل نتایج دقت در پی انجام  3-4جدول 

Pred (25) MdAR MAR معیار 

51/0  25/0  29/0  RNN 

61/0  19/0  21/0  KNN+RNN 

 

 ها آزمایشات نرمالیته داده  4-4جدول 

 با توجه به مجموعه داده pمقدار 
 آزمون 

KNN+RNN RNN 

1603/0  0997/0 دو   -کاي   

0024/0  0098/0 ویلک -شاپیرو   

2548/0  3383/0  چولگی  

0450/0  1989/0  کشیدگی  

 

 



65 

 

باشد.  ها می سازي کنتراست مدل ( نشان دهنده نتایج پس از به کارگیري آزمون فیریدمن از طریق مشخص 5-4جدول )

بند نهایی و  طبقه   در هاي معادله رگرسیون  دار آماري در بین میانه است، تفاوت معنی   01/0کمتراز    pاز آنجایی که مقدار  

هاي شبکه عصبی و طبقه  دار آماري بین میانهوجود دارد. به علاوه، تفاوت معنی   %99شبکه عصبی در سطح اطمینان  

 است.  01/0ر از  بزرگت  pوجود ندارد، چرا که مقدار  %0/99بند نهایی در سطح اطمینان 

 مقایسه دقت مدل  5-4جدول 

P  کنتراست  آمار تست 

004/0  04/8  RNN - KNN+RNN 

 پایه در پایگاه داده یکسانهای مقایسه با روش  -4-4

از روش ( نشان می 6-4نتایج جدول ) پایگاه داده    پایهبندي  هاي طبقه دهد که رویکرد طرح پیشنهادي، بسیار بهتر  در 

 عمل کرده است.   یکسان 

 داده یکسان بینی متفاوت در پایگاه  های پیشمقایسه نرخ دقت مدل 6-4جدول 

 آزمایش  ]48[ جنگل تصادفی ]47[ درخت تصمیم روش پیشنهادي 
 

 متوسط نرخ دقت  

90/0  

85/0  

76/0  

68/0  

60/0  

58/0  

77/0  

69/0  

63/0  

 بار( 100)بالاترین
 بار(100)متوسط

 بار( 100)ترینپایین
 

 

 گراف مقایسه بهترین نرخ دقت   8-4شکل 

0
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 های متفاوتمقایسه روش شبکه عصبی بازگشتی با پایگاه داده -5-4

 ( و7-4هاي گوناگون پرداخته شده است. نتایج مطابق جدول )زمینه با روش حال به مقایسه تحقیقات ثبت شده در این  

برتر بوده و    ،هاي مطرح شده دهد که روش پیشنهادي نسبت به بسیاري از روش ( نشان می 8-4اي شکل )نمودار میله 

 دقت بالاتري را حاصل کرده است.

  مختلفهای  بر اساس پایگاه داده  خطامقایسه نرخ   7-4جدول 

 وش پیشنهادیر ]43[ شبکه عصبی همگشتی سهام

MMM 7.98% 6.92% 

AXP 8.1% 6.3% 

APPL 32.2% 24.9% 

CAT 5.95% 4.98% 

CSCO 3.95% 3.8% 

DIS 8.56% 7.23% 

XOM 5.2% 4.98% 

GE 4.98% 4.25% 

GS 21.2% 18.56% 

HD 9.23% 7.59% 

INTC 7.84% 6.35% 

تاثیر آن بر تعداد گزینه توزیع داده  باید به دلیل  هاي تفکیک شده در مجموعه داده، در  ها، فاکتور مهم دیگر است که 

در این مطالعه، ما یک استراتژي تجارت الگوریتمی خارج از جعبه را توسعه دادیم که مبتنی بر شناسایی  نظرگرفته شود.  

آموزش دیده با استفاده از    شبکه عصبی بازگشتی د که از یک مدل  تصمیمات خرید و فروش بر اساس محرک هایی بو

استراتژي  تمام  تقریباً  ایجاد می شود.  نمودار میله سهام  داده تصاویر  از  ادبیات،  در  زمانی سهام  هاي موجود  هاي سري 

این مطالعه، ما مسیر متفاوتی راطور مستقیم یا غیرمستقیم استفاده می به با این حال، در  از تصاویر    کردند،  با استفاده 

هاي سري زمانی دیگر انتخاب کردیم. نتایج نشان می  عنوان تصاویر دوبعدي بدون معرفی دادهطور مستقیم به نمودار به 

باه    قادرو سهم مورد نظر  دهد که مدل پیشنهادي قادر به تولید نتایج به طور کلی سازگار بوده و بسته به شرایط بازار  

هاي جداگانه ممکن است  تعداد معاملات و معرفی روندهاي بازار به عنوان ویژگی   تفاوت است.    بینی موثرارائه یک پیش 

 .  هاي متفاوت تا حدود زیادي به هم نزدیک کنددر داده عملکرد را  
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 اندازه گیری میزان صحت  -6-4

هر سیستم  تباه با نرخ کم دارد. به طور عام، کارایی  یک سیستم نیاز به میزان صحت و نرخ تشخیص بالایی به همراه اش

 .شودزیر ارزیابی می هاي اشتباه و به صورت فرمول  میزان بر حسب میزان صحت، نرخ تشخیص و نرخ  تشخیصی

(1-4) میزان ⁡صحت  =
𝐓𝐏 + 𝐅𝐍

𝐓𝐏 + 𝐓𝐍 + 𝐅𝐏 + 𝐅𝐍
⁡⁡⁡⁡⁡⁡⁡⁡ 

(2-4) نرخ⁡تشخیص   =
𝐓𝐏

𝐓𝐏 + 𝐅𝐏
⁡⁡⁡⁡⁡ 

(3-4) نرخ⁡آلارم⁡اشتباه  =
𝐅𝐏

𝐅𝐏 + 𝐓𝐍
⁡⁡ 

دسته (8-4)جدول   داده بندي ،  رفتار  تشخیص  هاي  در  را  مثبت    کلاسها  و  منفی  کاذب،  مثبت  کاذب،  منفی  برحسب 

 دهد. واقعی نشان می 

 ارزیابی  8-4جدول 

 

 

 شود. تشخیص داده میدرست بینی خرید در کلاس  پیش :  (TP)واقعی درست

 شود. تشخیص داده مینادرست  بینی خرید در کلاسپیش : (TN)کاذب درست

 شود. بینی فروش در کلاس نادرست تشخیص داده میپیش (:  FPواقعی) نادرست

 شود. بینی فروش در کلاس درست تشخیص داده میپیش :  (FN)کاذب نادرست

  1پیشنهادي براي   در ساخت مدل    زنیمقادیر به دست آمده در خلال برچسب نشان دهنده    (10-4و )   ( 9-4ول )اجد

 . باشدهاي ورودي می تعداد از داده 

 بینی شده های پیشماتریس اغتشاش کلاس 9-4جدول 

 
1 True Negative 
2 True Positive 
3 False Negative 
4 False Positive 

 مقادیر محاسبه شده 
 

کاذب  -  + واقعی 

TN1 TP2 درست + 
 کلاس حقیقی

FN3 FP4 نادرست - 
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 بینی شده های پیش کلاس 

+ - 

 های فعال و حقیقیکلاس
 3866 20006 درست

 62311 4876 نادرست 

 شبکه عصبی بازگشتی ماتریس اغتشاش  10-4جدول 

 دسته + - 

 آموزش
 درست 15004 2900

 نادرست  3657 46733

 تست
 درست 5002 966

 نادرست  1219 15588

ادامه   از طریق دسته در  رویکرد  دو مرحلهاین  بازگشتی و    ترین همسایه نزدیک ای  بندی  تمام    شبکه عصبی 

یم که نتایج سرعت همگرایی قرار داد  بدون برچسبو    نگهداري،  خرید،  فروشها را در چهار دسته )گروه(  داده

 .  ( قابل ملاحظه است9-4( و شکل )11-4ها در جدول )دسته 

 شبکه عصبی بازگشتی سرعت همگرایی  11-4جدول 

 خطاي موثر 1 تعداد دفعات یادگیري  گروه

C=1 00073  0.5 

C=2 00046  0.7 

C=3 00074  0.45 

C=4 - - 

 

 
1 RMSE   
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 شبکه عصبی بازگشتی منحنی یادگیری  9-4شکل 

 گیری نتیجه -7-4

توانیم تأکید  هاي تحلیلی، ما می ماندههاي باقی با این وجود، بر مبناي نتایج تست آماري فیریدمن و با توجه به فرضیه 

بینی با استفاده از یک شبکه عصبی بازگشتی از نقطه  گیرد. یعنی دقت پیش کنیم که فرضیه طرح مورد پذیرش قرار می 

 باشد.  یون آماري و هر یک از ساختارهاي نام برده شده جهت مقایسه می نظر آماري بهتر از دقت حاصله به وسیله رگرس

آن  اجزاء، ضرایب  ساختار  به  منوط  پیشنهادي،  عملکرد طرح  مبناي  اطمینان  بر  در سطح  نتیجه  قابلیت حصول  ما  ها، 

م، جنگل  هایی نظیر درخت تصمیرا خواهیم داشت که بر مبناي آن شبکه عصبی بازگشتی بهتر از دیگر روش   0/99%

 باشد. بینی قیمت سهام می هاي آماري براي پیش تصادفی و روش 

از آن است که مدل پیاده  سازي شده در طرح با توجه به ماهیت گزینه مورد بررسی )بورس( عملکرد  نتایج نیز حاکی 

را    %90/ 4ي  بندهاي دیگر و مدل پایه دارد. نهایتاً روش پیشنهادي، صحت طبقه قابل توجهی در صحت نسبت به مدل 

 براي تشخیص وضعیت سهام، ارائه داده است.  
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 مقدمه . 1-5 

هاي اجرایی  سازي تولید و استراتژي بازار دارد. طبیعتا بسیاري از سیاستها نقش مهمی در بهینه بینی قیمت اصولا پیش 

پیش  مبناي  همین  بر  نیز  به بینی  دولت  بورس  خواهدگرفت.  صورت  بورس  مانند  بازارهایی  مورد  در  عنوان  مخصوصا 

مهترین بازار سیاسی و اقتصادي تعیین کنده بسیاري از معادلات داخلی است. هدف ما در این پژوهش برآورد و ارائه  

تار سري قیمت سهام  سازي ساخباشد. در این راستا ابتدا به مدل بینی قیمت در بازار بورس می مدلی مناسب جهت پیش 

سازي شده در طرح با  بر اساس مدل غیرخطی مبتنی بر شبکه عصبی پرداختیم. نتایج حاکی از آن است که مدل پیاده

 توجه به ماهیت گزینه مورد بررسی عملکرد قابل توجهی در دقت نسبت به مدل اولیه دارد. 

 گیری . نتیجه2-5

، براي تشخیص چگونگی برخورد با سهام اقدام  بازگشتی ب شبکه عصبی  این تحقیق از یک رویکرد با استفاده از ترکی

بندي شدند. این ساختار به این ترتیب بود که پس  هاي سازگارتر با یکدیگر گروهکرده است. ابتدا با روش پیشنهادي داده 

عصبی، نتایج به    هاي مجموعه آموزش و توسط شبکه بینی مقادیر خروجی، بر اساس دادهاز تعیین ضرائب معادله پیش 

برچسب   سه  اساس  بر  سهام  تفکیک  تا  شدند  داده  نهایی  بند  دسته  خرید"یک  و  نگهداري  گیرد   "فروش،  .  صورت 

 هاي متفاوت ارزیابی به منظور تعیین میزان صحت و دقت روش پیشنهادي، مورد استفاده قرار گرفت.  سرانجام روش 

پیش  اسیک  ممکن  یک سهم  با  ارتباط  در  نادرست  از  بینی  تعدادي  رو،  این  از  گردد.  ناخوشایندي  ت سبب ضررهاي 

هاي خاص تخمین مقادیر آینده بر حسب گذشته، نظیر قضاوت متخصصین، رگرسیون آماري، درخت تصمیم و  تکنیک

 اند.  بینی و مقایسه نتایج به کار گرفته شدهجنگل تصادفی جهت پیش 

با روش  این مطالعه  امقایسه  دیگر معرف  نتایج ضروري  ین موارد می هاي تحلیلی  تفسیر  براي  باشد که تحلیل آماري 

اعتبار نتیجه می این تحلیل گیري باشد، و براي  نیاز است. سطح اطمینان براي  ها عمدتاً بین  هاي این بررسی نیز مورد 

شبکه   % 99و    95%،  90% به  توجه  با  نقاط ضعف  از  برخی  علاوه  به  است.  شده  ک گزارش  دارند  وجود  عصبی  ه  هاي 

 توان به مواردي چون عدم قابلیت تفسیر باز اشاره کرد.  می

آیند که داراي تعدادي از  هاي سیاهی به شمار می هاي عصبی به طور ابتدا به ساکن به عنوان جعبه از آنجایی که شبکه 

شخص را  کنند، تفسیر این موضوع که چگونه یک خروجی مها هستند و صرفاً یک یا چند خروجی را تولید می ورودي 

 باشد.  توان از مجموعه ورودي خاص حاصل آورد مشکل می می
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از طریق به کارگیري مجموعه علت این امر آن است که شبکه هاي حقیقی مشخص شده  اي از وزن هاي عصبی غالباً 

ر صرف  شوند، و بنابراین توصیف رفتاقبلی براي مقادیر ورودي، همراه با مسیرهاي مختلف در شبکه به کار گرفته می 

می  مشکل  وزنی  مقادیر  این  از  عصبی  تفسیرپذیري  شبکه  زمینه  در  بیشتري  تحقیقات  تا  است  لازم  بنابراین  باشد. 

 هاي عصبی انجام شوند. شبکه

یکی دیگر از مشکلات، مشکل یافتن معماري مناسب شبکه و مقادیر پارامتري که قابلیت حاصل آوردن یک مدل مفید  

ها در لایه،  هاي عصبی با توجه به تعداد لایه، تعداد گره هیچ گونه رهنمودي براي ایجاد شبکه باشد.  را داشته باشند، می 

اولیه وجود ندارد. مدل و تعداد وزن  ایجاد می هاي شبکه هاي  بر حسب رویه آزمون و خطا  شوند، که  هاي عصبی غالباً 

 باشد.  ولوژي شبکه می شامل آزمایشات بسیاري جهت یافتن یک ترکیب مناسب از پارامترها و توپ

ها، هیچ گونه تضمینی  اي از وروديحتی بیش از آن، و متعاقب آموزش یک شبکه عصبی جهت اعمال دقیق مجموعه 

مجموعه  روي  بر  آن  مناسب  بالسویه  عملکرد  با  ارتباط  داده در  از  کیفیت  اي  دیگر  مسأله  ندارد.  وجود  مختلف  هاي 

باشد، چرا که این موضوع به خوبی شناخته شده است که عملکرد  صبی می هاي استفاده شده جهت آموزش شبکه ع داده 

 باشد.ها، نظیر سطح نویز و تناسب متغیرهاي ورودي می هاي عصبی منوط به طبیعت خود دادهیک مدل بر مبناي شبکه 

توانیم تأکید  ، ما می هاي تحلیلی ماندههاي باقی با این وجود، بر مبناي نتایج تست آماري فیریدمن و با توجه به فرضیه 

از نقطه  شبکه عصبی بازگشتی  بینی با استفاده از یک  گیرد. یعنی دقت پیش کنیم که فرضیه طرح مورد پذیرش قرار می 

 باشد.  نظر آماري بهتر از دقت حاصله به وسیله رگرسیون آماري و هر یک از ساختارهاي نام برده شده جهت مقایسه می 

پیشنه عملکرد طرح  مبناي  آن بر  اجزاء، ضرایب  ساختار  به  منوط  اطمینان  ادي،  در سطح  نتیجه  قابلیت حصول  ما  ها، 

هایی نظیر درخت تصمیم، جنگل  بهتر از دیگر روش شبکه عصبی بازگشتی  را خواهیم داشت که بر مبناي آن    0/99%

 باشد. بینی قیمت سهام می هاي آماري براي پیش تصادفی و روش 

 . پیشنهاد آینده 3-5
گروه  ترکیبی  لایه  چند  روش  از،  دادهاستفاده  روش  بندي  و  اصلی  رگرسیون  مولفه  تحلیل  و  تجزیه  از  استفاده  با  ها 

 رود.  شمار می خودسازمانی اکتشافی که یک نوع از محاسبات تکاملی به 
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نه خودکار را  هاي عصبی بهیهاي عصبی نوعی از معماري شبکه استفاده از این روش براي سازماندهی معماري شبکه 

هاي پنهان و متغیرهاي ورودي  ها، تعداد نرون در لایه ها پارامترهاي ساختاري مانند تعداد لایهدهد که در آن ارائه می 

در واقع موارد پیشنهادي جهت تقویت  شود.  مفید، به طور خودکار با استفاده از روش خود سازمانی اکتشافی تعیین می 

 رشمرد. توان به شکل زیر بطرح را می 

 باشند. بینی جدید و ارتقاء یافته ضروري می تحقیقات متعاقب جهت به کارگیري منطق فازي به منظور پیش  .1

از روش  .2 یادگیر جهت اعمال تغییرات در داده استفاده  اتوماتاي  یا    هاي وروديهاي تشخیص پویا مانند روش 

 هاي گذشته. ناي داده بهاي جدید بر مامکان ایجاد تشخیص 

تکنیک استفاده   .3 بهینه از  الگوریتم هاي  مانند  فرا سازي  داده   هاي  بهبود  جهت  افزایش  ابتکاري  و  آموزش  هاي 

 بینی. هاي صحیح در تعیین ضرائب معادله پیش میزان تاثیر داده 
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Abstract 

 

Nowadays, the use of neural networks in line with predictions that have higher reliability is 

very important. Neural networks are part of intelligent systems that, by processing 

experimental data, transfer the knowledge or law behind the data to the network structure, 

hence they are called intelligent systems. Stock market price forecasting is also a hot topic in 

the research and application of neural networks. An important step in the application of a 

neural network is its design. Generally, the data in the companies' base databases or databases 

are selected and corrected to create a suitable data set for the design. Then the choice of 

neural network architecture and design of input data are important issues of predictive neural 

networks. 

In this study, an unconventional method for stock forecasting is presented that uses a 

Recurrent Neural Network to determine "buy", "sell" and "hold" scenarios through images 

made from stock charts. In this model, time series data is converted into a set of images 

consisting of stock price bar charts. Each converted image contains stock price and time. 

Also, each image contains information representing 30 days of stock price. Our goal in this 

study is to estimate and present a suitable model for predicting the price of raw stock. In this 

regard, we first modeled the stock price series structure based on a nonlinear model based on 

neural network and then by applying this method to decision tree and random forest 

algorithms, we performed a species comparison for them. 

The results indicate that the model implemented in the design, due to the nature of the option 

under consideration (stock exchange) has a significant performance in accuracy compared to 

other models and the base model. Finally, the proposed method provides 90.4% classification 

accuracy for diagnosing stock status. 
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