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 م بهیامتنان تقدیم می نمااین پایان نامه را در کمال افتخار و 
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 بوده موجب آرامش روحی و آسایش فکری من  به پاس گرمای امیدبخش وجودشان که همواره  
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 تشکر و قدردانی 

که آثار قدرت او بر چهره روز روشن، تابان است و انوار حکمت او شکر شایان نثار ایزد منان  

آفریدگاری که خویشتن را به ما شناساند و درهای علم را بر ما گشود و  .  در دل شب تار، درفشان

 رفت بیازماید. ععمری و فرصتی عطا فرمود تا بدان، بنده ضعیف خویش را در طریق علم و م 

 

که در کمال سعه صدر با حسن همچنین از استاد گرامی، جناب آقای دکتر حسین خسروی  

خلق و فروتنی از هیچ کمکی در این عرصه بر من دریغ ننمودند و زحمت راهنمایی این پایان 

مت در حالی  را  ایشان،  نامه  بدون مساعدت  که  نمی   اینقبل شدند  نتیجه  به  پژوهش هرگز 

 رسید. 
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 . به چاپ خواهد رسید    «Shahrood University of Technology» « و یا  
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 مالکیت نتایج و حق نشر 

ی ، نرم افزار ها و تجهیزات ساخته  وی این اثر و محصولات آن )مقالات مستخرج ، کتاب ، برنامه های رایانه ا کلیه حقوق معن

 باشد . این مطلب باید به نحو مقتضی در تولیدات علمی مربوطه ذکر شود .لق به دانشگاه صنعتی شاهرود می شده است ( متع

 . باشدبدون ذکر مرجع مجاز نمی   نامهاستفاده از اطلاعات و نتایج موجود در پایان 
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 چکیده 

ش های نرم  تکنیک فراتفکیک پذیری  از رو  .ویژه ای برخوردار استاهمیت  از  یر و ویدیو  وص امروزه کیفیت ت

به منظور افزایش کیفیت تصویر از لحاظ افزایش تعداد پیکسل ها و  است که افزاری در حوزه پردازش سیگنال 

تصویری با وضوح    ،حوضوبا استفاده از یک و یا چند تصویر کم ،  تکنیکشود. در این  می  استفاده    ،کاهش نویز

   .شودبالاتر ایجاد می 

ارائه    همگشتیمبتنی بر یادگیری و بر اساس شبکه های  روش فراتفکیک پذیری ویدیو  یک  پایان نامه  در این  

موجود بین فریم کنونی و قبلی    ( Optical Flowشار نوری )  با استفاده از یک شبکه آموزش پذیر،  که  می کنیم 

به    اطلاعات. این  کنیممی  پایین اضافه  وضوح  اطلاعات اضافی به فریم کنونی    ن ارا محاسبه نموده و به عنو

به بازسازی  همگشتی عمیق  شبکه های    با استفاده از  ، ی مذکورسامانه   شده و داده    ی فراتفکیک پذیر   یسامانه

داده    گرزیمتمابه بلوک    GANدر نهایت تصویر بازسازی شده به عنوان بلوک مولد یک شبکه  تصویر می پردازد.  

    بالا و واقعی را نتیجه می دهد. وضوح شده که تصویری با  

، دریافت  همگشتی عمیقشبکه های    به کارگیری و با    روش پیشنهادی با استفاده از سه بلوک آموزش پذیر

برابر    4توانسته به بزرگنمایی ویدیو تا  ،  GANاز شبکه های    بهره گیری و همچنین  شار نوری  اطلاعات حاصل از  

   ون افت کیفیت محسوس دست پیدا کند.د بو 

)حذف شبکه شار نوری از    SRGAN( جهت ارزیابی کیفیت با دو مدل  FRGAN-VSRپیشنهادی )در انتها مدل  

  و آزمایش   از مدل پیشنهادی( در سه فاز یادگیری، ارزیابی   GAN)حذف شبکه    FRVSRمدل پیشنهادی( و  

بررسی کیفیت بصری، مدل  برای مجموعه داده    مقایسه شده است. جهت  معیار    Vid4پیشنهادی  توسط دو 

PSNR    وSSIM    مورد بررسی قرار گرفتند. همچنین کیفیت بصری مدل در چندین فریم نمونه از یک ویدیو و

ویدیوی چند فریمی مورد بررسی قرار گرفت. علاوه بر این در آزمایش پیوستگی زمانی مدل ها را    چند نیز  



 ز  

 

نتایج به دست آمده  دیم،   ها در فراتفکیک پذیری ویدیو مورد مقایسه قرار دا   می جهت بررسی حفظ پیوستگی فر

چه از لحاظ کیفی، چه کمی و چه    حال حاضرکه روش پیشنهادی از تمامی روش های مشابه  نشان می دهد  

 پیوستگی زمانی نتایج بهتری را از خود بر جای می گذارد. 

 

 GAN، شار نوری ،همگشتیشبکه های عصبی  ، وضوحویدیو،   فراتفکیک پذیری، کلمات کلیدی:
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 مقدمه  

تصویر و سیستم های تصویربرداری    های1حسگردر سال های اخیر، پیشرفت های گسترده ای در زمینه ی  

جهت داشتن تصویر و ویدیو با تفکیک   تئوری و عملی  یمحدودیت ها   همچناندیجیتال صورت گرفته است. اما  

تمایل برای استفاده از تصاویری با وضوح بالا از دو زمینه اصلی نشات می گیرد: بهبود   وجود دارد.  2بالا پذیری

ان برای تفسیر  به درک دستگاه های خودکار.  اطلاعات تصویری  و کمک  بسیاری جهت  سان  لذا تلاش های 

های سخت افزاری  ی روش دیجیتالی صورت گرفته است که به دو دسته کل و ویدیوهای تصاویر وضوح افزایش 

  و نرم افزاری تقسیم بندی می شود.

در   پیشرفت های چشم گیر  بودن  انکار  غیرقابل  رغم  علی  افزاری،  روش های سخت  تولید دوربین های  در 

بالا، به دلیل محدودیت های تکنیکی موجود در تکنولوژی ساخت مدارات مجتمع، رسیدن  وضوح  دیجیتال با  

بالاتر، به حسگرهای تصویر محدود می شود. ضمن آنکه کاربردهای خاص نظیر  وضوح    به تصاویری با کیفیت و

های تا حد امکان کوچک در تلفن های همراه  یپ  یی و یا نیاز به چاستفاده از دوربین در ماهواره های فضا

  مهم تر ی می باشد.  رعاملی محدود کننده و بسیار تاثیرگذار در بهبود کیفیت تصویر در روش های سخت افزا

 است. پرهزینه ارتقا کیفیت تصویر در این حوزه بسیار  از همه آنکه 

های محاسباتی شده است. سهولت  هزینه پیشرفت قابل توجه پردازشگرهای رایانه ای موجب کاهش  در مقابل،

  ، روش های نرم افزاری بسیار پایینی  هزینه روش های نرم افزاری، عدم محدودیت های فیزیکی و  از  استفاده  

 کرده است.زاری تبدیل به گزینه ای بسیار رقابتی و جذاب در برابر روش های سخت اف ا رتصویر  کیفیت  بهبود

به  و  عنوان گونه ای از روش های نرم افزاری در حوزه پردازش سیگنال  به    3تکنیک های فراتفکیک پذیری

لیل اینکه قادر خواهیم  ی به د . عنوان فراتفکیک پذیری مذکور معرفی می شوند محدودیت ها   بر  منظور غلبه

 
1 Sensor 
2 High Resolution 

3 Super Resolution 
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مطالعات و پیشرفت    رویم بدین نام، نامگذاری شده است.  ه از محدوده توانایی سیستم تصویربرداری فراتربود ک 

. این تکنیک ها با استفاده از یک و یا  در این حوزه انجام شده استدر سال های اخیر    های فراوانی به خصوص

اخیر در زمینه ی فراتفکیک    پژوهش هایایجاد می کنند.     2بالاتر   وح وضبا    تصویری   1پایین وضوح  با    چند تصویر

پذیری، به منظور کاهش پیچیدگی محاسباتی و افزایش مقاومت در برابر خطاهای مدل سازی و نویز ایجاد  

 شده است. 

  شرح مسئله 

ا چند تصویر  ت یک یفراتفکیک پذیری به دسته ای از روش های پردازش سیگنال اطلاق می شود که با دریاف

پذیری بر مبنای یک  فراتفکیکروشهای  بالا باشد. بسیاری از  وضوح  زیابی یک تصویر با  قادر به با  پایینوضوح  با  

استفاده از اطلاعات چندین فریم از یک تصویر که حاوی اطلاعات منحصر به خود بوده و ترکیب    .ایده می باشند 

 . [1] جزئیات بیشتر وضوح واین اطلاعات برای بازیابی یک تصویر با  

پایین می توانند با استفاده از حرکت یک دوربین و یا با جایگذاری چندین دوربین در مکان  وضوح  فریم های با  

های مناسب فراهم گردند. به دلیل آنکه نیازمند استخراج اطلاعات منحصر به فرد از هر فریم هستیم، ضروریست  

راینصورت پیکسل های  نسبت به یکدیگر باشند. در غی  sub-pixelهیه شده دارای جابه جایی  های ت  که فریم 

پایین نخواهد  وضوح  فریم های گوناگون بر هم منطبق شده و اطلاعات و جزئیات بیشتری را نسبت به تصویر با  

  را به صورت کامل نشان   گوریتماین ال  1-1شکل    بالا امکان پذیر نخواهد بود.وضوح  داد. لذا بازیابی تصویر با  

 می دهد. 

 
1 Low Resolution (LR) 

2 High Resolution (HR) 
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 [1]فریم های تهیه شده از یک صحنه که نسبت به همدیگر شیفت صحیح ندارند    از نمونه ای  -1-1شکل  

 

ی توان   مبالا   وحوضتصویر با    1چهارچوب شبکه    با ترکیب فریم های تهیه شده با شرایط مذکور و نگاشت آن به

 دست یافت.   تربالا کیفیتبه یک تصویر بزرگتر و با  

از این  فراتفکیک پذیری را می توان به نوعی یک تعریف کلاسیک    ازلازم به ذکر است که تعریف بیان شده  

که چندان دقیق نبوده و یا به عبارت دیگر نمی توان آن را مبنای کلیه روش های موجود    به حساب آورد   مبحث

توضیح آنکه روش بیان شده اگرچه اطلاعات بسیار زیادی  ای فراتفکیک پذیری به حساب آورد.  ش هژوهر پد

د اما تهیه چندین فریم از یک صحنه با شرایط گفته شده عمدتاً  بالا به ما خواهد داوضوح  در تولید یک تصویر با  

راه  دنبال به تصویر  کیک پذیری  اتففر  درن امکان پذیر نبوده و یا بسیار دشوار است. لذا بسیاری از روش های م

نیاز  هستند  حل هایی   با  نداشته  که به چندین فریم ورودی  از یک فریم ورودی  پایین، یک  وضوح  و بتوان 

د به چهاردسته  نمی توان  ی الگوریتم های فراتفکیک پذیری تک فریم  بالا را به دست آورد.وضوح  خروجی با  

 
1 Grid 
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دسته بندی نمود    4و مبتنی بر نمونه    3روش های آماری تصویر ،  2ه بر لب  روش های مبتنی ،   1بینمدل های پیش

 .[2] روش های مبتنی بر نمونه از عملکرد بالاتری برخوردار هستند  ،بین  این که از

اگر    ، داریمترتیب در اختیار  از سوی دیگر در فراتفکیک پذیری ویدیو به دلیل آنکه تمام فریم های ویدیو را به  

فراتفکیک  کمک  به  جهت بازسازی هر فریم  را  بتوان راه حلی پیدا نمود که اطلاعات حاصل از فریم های مجاور  

 می توان به دقت بالاتری در بازسازی تصویر دست پیدا کرد. ادغام نمود  ی پذیری تک فریم

 اهمیت انجام پژوهش 

کلاسیک بزرگنمایی تصویر  تقابل با روش های    ای در   توان به گونه   پذیری را می روش های مبتنی بر فراتفکیک  

به جای انجام  جهت تولید تصویر بزرگنمایی شده  نظیر روش های درون یابی در نظر گرفت. به گونه ای که  

ه و از  محاسبات ریاضی همواره یکسان و بی ارتباط با ورودی، بتوان ارتباط معناداری بین ورودی ها پیدا کرد 

به طرز شگرفی  نتیجه آنکه تصاویر فراتفکیک پذیر شده  نمایی شده استفاده نمود.    ر بزرگآن جهت تولید تصوی

البته این سخن به معنای عدم  از جزئیات بسیار بالاتری نسبت به روش های کلاسیک برخوردار خواهند بود.  

تفکیک  ند فرادر بخشی از فرآیین بس که  کاربرد روش های کلاسیک نظیر درون یابی نیست. در تایید آن هم

به مقایسه عملکرد    2-1در شکل    استفاده می کنیم.   5ی درون یابی نظیر درون یابی دو خطی پذیری از روش ها

الگوریتم های فراتفکیک پذیری تک فریم از  یابی و یکی    ی بین روش های کلاسیک بزرگنمایی نظیر درون 

 پرداخته ایم. 

 

 
1 Prediction Models 
2 Edge based methods 
3Image statistical methods 
4 Example based methods 
5 Bilinear Interpolation 
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 مقایسه عملکرد بزرگنمایی به روش درون یابی کلاسیک و بزرگنمایی به روش فراتفکیک پذیری   -2-11شکل  

 

نتایج بسیار قابل توجه و عملکرد خیره کننده فراتفکیک پذیری نسبت به سایر روش های کلاسیک بزرگنمایی،  

و کاربردهای      [4]  تصاویر ماهواره ای ،  [3]  فراتفکیک پذیری نظیر کاربردهای پزشکیما را به کاربرد های متنوع  

نمایشگرهای  [5] نظارتی   ظهور  با  همچنین  سازد.  می  با    8Kو    4Kرهنمون  سازگار  محتوای  وجود  عدم  و 

ن را با عملکردی مناسب و کیفیتی  ییپاوح  ضو، وجود راهکاری که بتواند ویدیو های  بالاوضوح  نمایشگرهای  

 قابل قبول افزایش مقیاس دهد نیاز می شود. 

 هدف پژوهش  

بدون آنکه تصویر  را افزایش دهد  یک ویدیو  وضوح  که بتواند    استهدف اصلی این پایان نامه، طراحی الگوریتمی  

مبتنی بر    یریم ی تک فروش پیشنهادی ما در زمره فراتفکیک پذیری ها دچار افت کیفیت محسوس گردد.  

از آنجا   .استنسبت به سایر روش های موجود از کیفیت و عملکرد بهتری برخوردار و  قرار می گیرد  یادگیری 

پیوستگی زمانی که در ویدیو    ،یکدیگر  ا بالا بح  وضو و ترکیب تمام فریم های با    یفراتفکیک پذیری تک فریمکه  

که بتواند با استفاده از اطلاعات فریم های  ائه خواهیم کرد رای حل  راه؛ پایین داشت را تامین نمی کند وضوح با 

استفاده از اطلاعات فریم های  پیوستگی فریم ها را در ویدیوی فراتفکیک پذیر شده نیز تامین نماید.    ،مجاور
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در این  خواهد شد و آن افزایش میزان پیچیدگی محاسباتی الگوریتم می باشد.    ی مشکل دیگر   مجاور موجب 

 .بپردازیمرفتن این مشکل به راه حلی جهت کاستن پیچیدگی محاسباتی شده با در نظر گ هش سعیپژو

 ساختار پایان نامه  

به    2ل بیان گردید در فصل  فصاین  فصل تقسیم شده است. پس از بیان مقدماتی که در    5این پایان نامه به  

بردی خاص از فراتفکیک پذیری  در کاربیان کاربردهای فراتفکیک پذیری و پژوهش هایی که به طور تخصصی  

ضمن آنکه پژوهش های انجام گرفته در این حوزه را با در نظر گرفتن  استفاده نموده است خواهیم پرداخت.  

ت با توجه به اینکه پایان نامه موجود یک روش فراتفکیک  در نهای  خواهیم نمود.نوع الگوریتم تقسیم بندی  

پژوهش های مرتبط با این حوزه    شرحط می دهد به  پیشین را بس   نه های و نمو  است  پذیری مبتنی بر یادگیری

در این فصل روش پیشنهادی  به تشریح کامل روش پیشنهادی خواهیم پرداخت.   3در فصل خواهیم پرداخت. 

ده و سپس در ادامه به شرح کامل هر بلوک و معادلات ریاضی مرتبط با آن خواهیم  به شکل بلوکی ارائه ش 

طراحی نموده و در خصوص نتایج شبیه سازی    3اساس روش پیشنهادی فصل    مدلی را بر  4فصل  در    پرداخت.

اهد  بحث خواهیم نمود. همچنین عملکرد و نتایج مدل پیشنهادی با سایر مدل های مشابه مورد مقایسه قرار خو

سی و تجربه  با برربه نتیجه گیری به دست آمده از این پایان نامه خواهیم پرداخت همچنین    5در فصل    گرفت. 

پیشنهاداتی جهت رفع مشکلات و بهبود الگوریتم در اختیار پژوهشگران قرار خواهد  ،  چالش های این پژوهش

 گرفت. 
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 ادبیات پژوهش
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 مقدمه  

همانگونه که پیش تر بیان شد، فراتفکیک پذیری از حوزه های بسیار پرطرفدار و پرکار خصوصاً در سالیان اخیر  

تا کنون صدها پژوهش در این حوزه انجام شده که می توان آن ها را بر اساس فاکتورهای گوناگون   ه است.بود

ری خواهیم پرداخت و پژوهش های انجام  به کاربرد های فراتفکیک پذیفصل ابتدا  ن  دسته بندی نمود. در ای

بندی و  طبقه    ،وریتمع الگ ونبر اساس    سپس فراتفکیک پذیری راشده در هر حوزه را معرفی خواهیم نمود.  

 سپس به بررسی اجمالی آخرین مقالات مرتبط با پژوهش خواهیم پرداخت.. می کنیمبررسی 

 بر اساس کاربرد  فراتفکیک پذیری بندیطبقه 

که  آنجا  گردد   از  می  دیجیتال  تصاویر  پردازش  عملکرد  در  بهبود  موجب  پذیری  فراتفکیک  سازی  با  پیاده   ،

در ارتباطات دیجیتالی مدرن که اطلاعات را    بسیاری  نرم افزارهای کاربردی ی  حاسباتپیشرفت پردازنده های م

به فرم تصویر و یا ویدیو نگهداری می کنند از تکنیک فراتفکیک پذیری استفاده می کنند. در این قسمت به  

نقش  در آن  می پردازیم که فراتفکیک پذیری تصویر و ویدیو  برخی از مهمترین کاربردهای فراتفکیک پذیری  

ح اجمالی کاربردهای مهم فراتفکیک پذیری، چندی از پژوهش های مرتبط با این  علاوه بر شر پررنگی دارند.  

 کاربردها معرفی و مورد بررسی قرار خواهند گرفت. 

 پردازش تصاویر ماهواره ای 

،  1مند تصحیحی نیازفراتفکیک پذیری نقش بارزی در حوزه تصاویر ماهواره ای دارد. پردازش تصاویر ماهواره ا 

شده  در این حوزه   فراتفکیک پذیری  از   موجب استفاده متناوبو استخراج اطلاعات داشته که    3بهبود ،  2بازیابی

در تصاویر ماهواره ای شده و اطلاعات جغرافیایی    4. علاوه بر این فراتفکیک پذیری موجب حذف اعوجاج است

 
1 Rectification 
2 Restoration 
3 Enhancement 
4 Distortion 
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  1یهمگشتفراتفکیک پذیری تصاویر ماهواره ای به روش شبکه های    به  [7]ه  . مقال  6][  مورد نیاز را بهبود می دهد 

  2متراکم به فراتفکیک پذیری تصاویر ماهواره ای به روش شبکه های مولد تخاصمی فوق    [8]پرداخته و مقاله  

 می پردازد. 

 

 .[6]  فراتفکیک پذیری در تصاویر ماهواره ای - 1-2شکل  

 

 پردازش تصاویر پزشکی 

انکار   از وضوح  استنقش فراتفکیک پذیری در پردازش تصاویر پزشکی غیرقابل  از تصاویر پزشکی  . بسیاری 

نیازمند وضوح بالا و کیفیت قابل قبول می    MRIو    CTاسکن    پایین رنج می برند. بهبود تصاویر پزشکی نظیر

سونوگرافی حاوی نویز می باشند. علاوه بر این در  پایینی داشته و یا تصاویر   3کنتراست  Xتصاویر اشعه    د.نباش 

شدن تصویر می گردد.    4صورتی که زمان بیشتری برای تصویر برداری مورد نیاز باشد حرکت بیمار موجب مات 

شکی از کیفیت و سرعت بسیار بالایی برخوردار بوده که به  از ابزارهای پزشکی تصویربرداری پز  بسیاریامروزه  

بوده که موجب تشخیص  فراتفروشهای  لطف   برخوردار  قابل قبولی  از جزئیات  کیک پذیری، تصویر خروجی 

 
1 Convolutional neural networks (CNN) 
2 Ultra-dense GAN 
3 Contrast 
4 Blur 
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به فراتفکیک پذیری تصاویر پزشکی به روش شبکه های    [10]و      [9]پژوهش    .[6]  سریع تر بیماری می گردد 

 می پردازند.  1مولد تخاصمی

 

 .[6]  فراتفکیک پذیری در تصاویر پزشکی  - 2-2شکل  

 

 پی پردازش تصاویر میکروسکو 

در  تفکفرا توجهی  قابل  های  پژوهش  اخیرا  دارد.  میکروسکوپی  تصاویر  پردازش  در  مهمی  نقش  پذیری  یک 

بهبود بصری ساختارهای بیولوژیکال و سلولی تصاویر میکروسکوپی انجام شده که بدون استفاده از  خصوص  

لورسانس یکی از  کوپی فمتدهای فراتفکیک پذیری میسر نبوده است. به عنوان مثال فراتفکیک پذیری میکروس 

نوبل شیمی مرتبط با  جایزه  ،  2014حوزه های قابل توجه در پردازش تصاویر میکروسکوپی می باشد. در سال  

بود. شده  پذیر  فراتفکیک  فلورسانس  میکروسکوپی  تصاویر  های  [6]  حوزه  بررسی    [12]و     [11]  پژوهش  به 

 نده می پردازد. رویکردهای فراتفکیک پذیری مبتنی بر تصاویر میکروسکوپی فلوسانس و سلول های ز

 

 
1 Generative Adversarial Networks (GAN)  
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 . [6]  فراتفکیک پذیری در تصاویر میکروسکوپی- 3-2شکل  

 

 پردازش تصاویر نجومی  

بوده است.  استفاده  کاربردهای اخترشناسی و نجومی مورد  در  الا همواره جهت محاسبات بهتر  ا وضوح بیر باوتص

لذا با تکنیک های فراتفکیک پذیری و با استفاده از ترکیب چندین تصویر مات و نویزی می توان به تصویر با  

نرمالیزه وفقی   پیچشبه بازسازی تصاویر نجومی با استفاده از  [13]در پژوهش  .  [6] وضوح مطلوب دست یافت

 پرداخته شده است.  

 

 

 . [6]  فراتفکیک پذیری در تصاویر نجومی  - 4-2شکل  
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 ای  نهد رسانچ تصاویر و و ویدیو در صنایعپردازش  

صنایع چندرسانه ای یکی از حوزه های مدرن و بسیار مورد تفاضا در خصوص پردازش تصویر و ویدیو می باشد.  

با همگانی شدن اینترنت پرسرعت و پیشرفت تلفن های هوشمند اهمیت این حوزه دو چندان شده است. لذا  

یری قائل شد. ارتقا کیفیت  کیک پذ فراتف  می توان نقش مهم و انکارناپذیری در این حوزه برای تکنیک های 

تصویر در شبکه های تلویزیونی و اینترنتی، بهبود کیفیت تصویر در مکالمات تصویری آنلاین، افزایش کیفیت  

از حوزه های بسیار پرطرفدار و    ها،مبتنی بر تصویر و ویدیو بالاخص پیام رسان  نرم افزارهایتصویر و ویدیو در  

وضوح  علاوه بر این با ظهور تلویزیون های با   در سالیان اخیر بوده است. ش گران ز پژوه مورد مطالعه بسیاری ا

تکنیک های نرم افزاری نظیر  ،  و عدم وجود محتوای متناسب با کیفیت با اینگونه نمایشگرها  8Kو    4Kبالا نظیر  

به عنوان مثال    ت.فته اس توجه قرار گربالا بسیار مورد  وضوح  فراتفکیک پذیری برای بازسازی محتوای ویدیویی  

جهت فراتفکیک پذیری تصویر راهکاری با کیفیت مناسب و سرعت بالا ارائه داده است که مورد توجه    [14]

  [15]یری ماشین گوگل جهت توسعه ابزار نرم افزاری و سخت افزاری خود قرار گرفته است  یادگی  مجموعه 

رویکرد تولید فیلترهای بزرگ  مبتنی بر شبکه های عمیق و با  به فراتفکیک پذیری ویدیو     [17]  . پژوهش [16]

 ایی پویا می پردازد. نم
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 بزرگنمایی شده است.  SRGAN  فراتفکیک پذیری  روش  ه بیین  اپبی و  درون یا  روشبه  تصویر بالا    - 5-2شکل  

 

فراتفکیک پذیری در صنایع چندرسانه ای. تصویر بالا بخشی از یک فیلم را نشان می دهد که به    -5-2شکل  

روش درون یابی )شیوه کلاسیک( بزرگنمایی شده است و تصویر پایین بزرگنمایی به روش فراتفکیک پذیری  

SRGAN دهد.ان می  را نش   

 کاربرد هاسایر  

تشخیص  به    [18]پژوهش  کاربردهای تکنیک های فراتفکیک پذیری صرفاً به موارد ذکر شده محدود نمی شود.  

 2صنایع خودرو و وسائل نقلیه . می پردازد همگشتیبا استفاده از فراتفکیک پذیری مبتنی بر شبکه های    1اشیا 

پردازش     ت.اس   ، از دیگر کاربردهای فراتفکیک پذیری بدان پرداخته شده   [19]مقاله    در   که   لاک نظیر تشخیص پ

 
1 Object Detection 
2 Automotive Industry 
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به ارائه فراتفکیک پذیری بلادرنگ    [20]مقاله    امروزه از اهمیت بسیار زیادی برخودار هستند.  نیز    1های بلادرنگ 

  [5]  پژوهش  نظیر   2کاربردهای نظارتی . همچنین  و گجت های همراه پرداخته است  لفن هاجهت استفاده در ت

 نمونه های دیگری از کاربرد فراتفکیک پذیری و اهمیت آن را نشان می دهند.  

 

 
روش معمولی   ک خودرو. تصویر سمت چپ بزرگنمایی بهیص پلا کاربرد فراتفکیک پذیری در تشخ- 6-2شکل  

 )درون یابی کلاسیک( و تصویر سمت راست بزرگنمایی به روش فراتفکیک پذیری را نشان می دهد.

 بر اساس الگوریتم فراتفکیک پذیری  طبقه بندی 

حوزه فرکانس    تنی برری در دو دسته بندی کلی خود به دو دسته الگوریتم های مبالگوریتم های فراتفکیک پذی

 ی گردند.و الگوریتم های مبتنی بر حوزه زمان تقسیم بندی م

 حوزه فرکانس  

تصاویر ورودی را به حوزه فرکانس برده و پس از  الگوریتم های فراتفکیک پذیری ارائه شده در این گروه ابتدا  

د. این الگوریتم ها  نگردان ن برمی ضوح بالا در این حوزه، تصویر بازسازی شده را به حوزه زماتخمین تصویر با و

الگوریتم های    از لحاظ  تواند به دو دسته  انتقال تصویر به حوزه فرکانس می  برای  نوع تبدیل مورد استفاده 

 
1 Real time processing 
2ُ Surveillance 



17 
 

روش تبدیل فوریه  استفاده از  از    ی مثال  [21]ه  مبتنی بر تبدیل فوریه و تبدیل موجک تقسیم بندی گردد. مقال 

 بر مبنای ترکیب روش های تبدیل فوریه و موجک به تفکیک پذیری تصویر می پردازد.  [22] ه المق و

 حوزه زمان 

بسیاری از پژوهش هایی که در ارتباط با فراتفکیک پذیری انجام شده است در حوزه زمان انجام شده است.  

د به دو دسته فراتفکیک پذیری چند  ند می توانها خو  بسته به مشاهدات در دسترس ورودی، این الگوریتم 

 تقسیم بندی گردد.   2و فراتفکیک پذیری تک فریمی  1فریمی 

 ی فریم ای چند پذیری ه  فراتفکیک 

که جزو الگوریتم های کلاسیک در این حوزه قرار می گیرند از اولین پژوهش هایی هستند که  این الگوریتم ها  

 در ادامه برخی از این الگوریتمها را بیان می کنیم .  ه شده استپرداختدر حوزه فراتفکیک پذیری به آن 

  3ن تکراری کشبک پروجبر  مبتنی الگوریتم های

بالا ارائه شده و سپس به اصلاح آن در تکرارهای  وضوح  یک حدس احتمالی در مورد تصویر با  در این الگوریتم ها  

پایین در چهارچوب شبکه تصویر  وضوح  ن تصاویر با  ار داد. این کار می تواند بر اساس قرمی شودبعدی پرداخته  

در این الگوریتم خطای محاسبه به دست آمده    پایین صورت گیرد.وضوح  بالا و میانگین گیری از تصاویر  وضوح  

در این دسته بندی    [25]و    [24]،  [23]مقاله های    و سعی در به حداقل رساندن آن در تکرارهای بعدی داریم.

 قرار می گیرند.

 
1 Multi-Frame Super Resolution 
2 Single-Frame Super Resolution 
3 Iterative Back Projections 
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 1ای وفقی تکراری الگوریتم های مبتنی بر فیلتره

پایین جهت  وضوح  مبتنی بر فیلترهای وفقی تکراری اساساً جهت فراتفکیک پذیری ویدیوهای  الگوریتم های  

با   اند بالا توسعه داده ش وضوح  تولید ویدیوهای  الگوریتم به مسئله به عنوان یک مسئله تخمین    . ده  این  در 

از جمله    [27]،  [26]مقاله های     استفاده می کنیم.   2وضعیت نگاه می کنیم و لذا جهت حل مسئله از فیلتر کالمن

 پژوهش های مبتنی بر فیلترهای وفقی تکراری هستند. 

 م های مبتنی بر روش مستقیم گوریت لا

فراتفکیک پذیری در این دسته بندی قرار می گیرد. چندین تصویر با  های توسعه داده شده  اولین الگوریتم  

پایین را در اختیار گرفته و یکی از آنها را به عنوان مرجع در نظر می گیریم و باقی تصاویر بر اساس آن  وضوح 

ند. سپس تصویر مرجع افزایش مقیاس داده شده و سایر تصاویر در آن  می گیردر چهارچوب شبکه تصویر قرار 

در نهایت با    بالا از ادغام تمامی تصاویر در یکدیگر به وجود می آید.وضوح  تصویر نهایی با    ادغام می گردند.

در زمره این روش    [29]و    [28]های    ه مقال  [23]  به بهبود نتیجه می پردازیم.  3استفاده از فیلترهای متوسط گیری 

 ها قرار می گیرند.

 یفراتفکیک پذیری تک فریم  

برخوردار    ی محبوبیت بیشتری نسبت به فراتفکیک پذیری چند فریماز    ی روش های فراتفکیک پذیری تک فریم

این روش در زمره   .تفکیک پذیری معمولاً کار ساده ای نیستهت فراچرا که دسترسی به چندین فریم ج است

بین، مدل  چهاردسته مدل های پیش روش های مدرن فراتفکیک پذیری قرار می گیرد که خود می تواند به  

 .[2]  های مبتنی بر لبه، مدل های آماری و مدل های مبتنی بر نمونه تقسیم بندی گردند 

 
1 Iterative Adaptive Filtering 
2 Kalman Filter 
3 Median filters 
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 یشبین ی پها مدل

پایین و از طریق یک فرمول ریاضی از  وضوح  بالا را از تصویر با وضوح  این دسته بندی از الگوریتم ها تصویر با  

مدل های مبتنی بر درون یابی نظیر درون یابی    .د ن پیش تعریف شده بدون آموزش داده ها به دست می آور

بین پیچیدگی محاسباتی کمی  یش های پمدل    .در این دسته قرار می گیرند   1یابی مکعبی دوخطی و درون  

داشته و به دلیل اینکه مبتنی بر میانگین وزن دار پیکسل های مجاور عمل می کنند قادر به تولید نواحی صافی  

ه حاوی فرکانس  بالا هستند. هرچند مدل های پیشبین در بازسازی لبه ها و بخش های ک وضوح  در تصویر با  

 . [30]  مطلوبی را ارائه نمی کنند  نتایج بالا هستند ناتوان بوده و 

 مدل های مبتنی بر لبه 

پژوهش های مبتنی بر لبه به یادگیری  ایفا می کنند.  آنها  لبه ها نقشی مهم در ساختار تصاویر و کیفیت بصری  

یر  به بازسازی تصاو  ا قادراین مدل ه  جهت بازسازی تصاویر می پردازند.از طریق استخراج ویژگی های لبه ها  

با کیفیت  وضوح  با   لبه های  با  قادر به  هستند.    2و تیز   مطلوب بالا  جزئیات  بازیابی  هرچند این مدل ها تنها 

   تصویر   3فرکانس بالایی که مبتنی بر لبه هستند می باشند و در حفظ سایر جزئیات فرکانس بالا نظیر بافت 

   از جمله روش های مبتنی بر لبه هستند. [32]و  [31]پژوهش های  ناتوان هستند.

 مدل های آماری

پایین می توان به استخراج ویژگی های متنوعی از تصویر  وضوح بالا از تصویر وضوح بینی تصویر با  جهت پیش

گ؛  پرداخت مقاله  نظیر  توزیعی که در  است.    3][3رادیان  پرداخته شده  تنکی   بدان  از خصوصیت   4همچنین 

  . بدین موضوع پرداخته است  [34]مقاله  گرادیان تصویر نیز می توان برای کاهش محاسبات استفاده نمود.

 
1 Bicubic Interpolation 
2 Sharp 
3 Texture 
4 Sparse property 
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   مبتنی بر نمونهمدل های 

حله یادگیری به ارتباط بین نمونه  ه در مربوده ک   2و آزمایش  1گونه الگوریتم ها شامل دو مرحله یادگیری این  

بالا و پایین متناظر به عنوان  وضوح  در این رویکرد ابتدا جفت تصویر  .  می شودپرداخته    3های با وضوح بالا 

برش خورده تا بتوان    4هاییقالب پنجره در  تصاویر آموزشی به سیستم داده می شود. همچنین تصاویر آموزشی  

اطلاعات استخراج شده در این مرحله به عنوان مبنای گام بعد مورد استفاده    پرداخت.نگاشت  به یادگیری توابع  

در این نوع الگوریتم ها از اهمیت بالایی برخوردار است. هرچند استفاده  مجموعه داده  قرار خواهد گرفت. انتخاب  

اند بار محاسباتی را افزایش  می تو  زرگتر لزوماً به معنای بالابردن دقت نخواهد بود و بالعکس ب  مجموعه داده از  

ماشین می تواند مورد استفاده  روش های متنوعی جهت یادگیری ردد. داده و موجب اختلال در جستجو نیز گ

و پراستفاده در  از جمله روش های به روز  همگشتی  شبکه های عصبی عمیق خصوصاً شبکه های  قرار گیرد.  

به فراتفکیک پذیری    [35]و    [2]مقاله های    برخوردار هستند.خوبی    از عملکرد بسیار که  هستند  فراتفکیک پذیری  

اخیراً ظهور مدل هایی تحت عنوان شبکه های    عمیق پرداخته اند.همگشتی  تصویر با استفاده از شبکه های  

به کارگیری این الگوریتم در فراتفکیک  است.    دهعی ش واق  بسیارمولد تخاصمی موجب انقلابی در تولید داده های  

بالا حتی  بدان پرداخته شده است از جمله روش های پیشتاز در تولید تصاویر با وضوح    [36]پذیری که در مقاله  

بپردازد که  ده ای  روش موجود در این مقاله توانسته به تولید تصاویر فراتفکیک ش   برابر می باشد.  4تا مقیاس  

هرچند    کیفیت بصری بسیار قابل قبولی را ارائه دهد جزئیات فرکانس بالای تصویر را به خوبی بازسازی نموده و  

نمونه های آموزشی نسبت به سایر روش ها عموماً از    مدل های مبتنی برباید مد نظر داشت که به طور کلی  

    ند.پیچیدگی بیشتر و سرعت کمتری برخوردار هست

 

 
1 Training 
2 Test 
3 HR 
4 Patch 
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 الگوریتم های ترکیبی -3- 2-3

   [37]مقاله    برخی از پژوهش ها جهت بهبود عملکرد از الگوریتم های ترکیبی استفاده می کنند. به عنوان مثال

     و ترکیب آن با مدل های مبتنی بر نمونه پرداخته است.  الگوریتم لبه یابی  به بیان رویکردی مبتنی بر 

ر است که پژوهش های انجام شده صرفا به الگوریتم های مذکور محدود نمی گردند اما  به ذکلازم    همچنین

الگوریتم های مورد بحث را    7-2شکل    عمده ی روش ها را می توان جزو یکی از دسته های مذکور قرار داد.

 در یک دیاگرام خلاصه نموده است.

 

 

 الگوریتم های فراتفکیک پذیری در یک نگاه - 7-2شکل  
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 1فراتفکیک پذیری ویدیو 

فراتفکیک  اما  .  انجام شد   معرفی پژوهش های انجام شده تا کنون همگی مبتنی بر فراتفکیک پذیری تصویر 

  ود. ندی نمفراتفکیک پذیری ویدیو تقسیم بالگوریتم های مبتنی بر  در حوزه  پذیری را می توان از منظر دیگری  

هرچند فراتفکیک پذیری تصویر و ویدیو دو حوزه ی در هم تنیده در یکدیگر هستند. به گونه ای که می توان  

ای از روش های فراتفکیک پذیری تصویر در نظر گرفت. دلیل اول    نوعی توسعهبه  فراتفکیک پذیری ویدیو را  

قا فریم به فریم ویدیو می پردازد )فراتفکیک  به ارتآنکه فرآیند فراتفکیک پذیری ویدیو در بسیاری از پژوهش ها  

ر  ویدیو فراتفکیک پذیپذیری تصویر(. در نهایت مجددا با ترکیب فریم های )تصاویر( فراتفکیک پذیرشده، به  

شده دست خواهیم یافت. به عبارت دیگر تمام پژوهش های انجام شده در خصوص فراتفکیک پذیری تصویر را  

فراتفکیک پذیری فریم به فریم ویدیو    اما از آنجا که ر روی ویدیو نیز اعمال کرد.  شده ب   می توان به روش بیان 

علاوه بر این  می گردد.      3ای ساختگی و اعوجاج ه  2ی باعث بروز مشکلاتی نظیر از دست رفتن پیوستگی زمان

  و باشند.ک ویدیبالای یوضوح  فریم های مجاور در یک ویدیو می توانند حاوی اطلاعات مفیدی جهت بازسازی  

در این بخش به معرفی مقالاتی خواهیم پرداخت که چالش مذکور را مد نظر قرار داده و علاوه بر فراتفکیک  

حوی در تلاش برای کسب اطلاعات حاصل از ترتیب فریم های ویدیو جهت  پذیری فریم به فریم ویدیو، به ن

فراتفکیک پذیری ویدیو را می توان    هایمتد   د.حفظ پیوستگی زمانی در ویدیو های فراتفکیک پذیر شده هستن

که در ادامه بدان خواهیم   و بدون همترازی در نظر گرفت  4در دو دسته بندی کلی به متدهای شامل همترازی 

 اخت.پرد

 
1 Video Super-Resolution (VSR) 
2 Temporal Consistency 
3 Artifact Distortion 

4 Alignment 
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 ترازی  هم شاملروش های  

  ز حرکت با استفاده از اطلاعات حاصل ا  به طور صریح  ترازی، فریم های مجاور فریم هدف   در متدهای شامل هم 

با فریم کنونی تراز می گردند. روش هایی که در این گروه قرار می گیرند عمدتاً با استفاده از تخمین و جبران  

 .  [38]  به همترازی فریم ها می پردازند  2و یا پیچش تغییر شکل پذیر 1حرکت

 روش های مبتنی بر تخمین و جبران حرکت 

فریم های مجاور را با کنونی تراز می    3با استفاده از عملیات پیچش ین و جبران حرکت بر تخممتدهای مبتنی 

کرده و سعی  ها از شار نوری جهت دریافت اطلاعات ناشی از حرکت استفاده  بخش عمده ای از پژوهش    کنند.  

شکل  .  [39]  د رنی دادر محاسبه حرکت بین فریم های مجاور از طریق همبستگی بین این فریم ها در حوزه زمان

 را به تصویر کشیده است. الگوریتم نحوه انجام این  8-2

 

مثالی از تخمین و جبران حرکت. در تصویر )د( رنگ موجود در تصویر نمایانگر جهت حرکت و شدت    - 8-2شکل  

 . [38] ن دو فریم هدف و مجاور را نشان می دهدرکت بی رنگ نمایانگر میزان ح

 
1 Motion Estimation and Motion Compensation (MEMC) 
2 Deformable Convolution (DC) 
3   Warp 
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، اطلاعات حاصل از پیوستگی زمانی را با تخمین  1تحت عنوان فراتفکیک پذیری ویدیو فریم بازگشتی  [40]قاله  م

با فریم اصلی به فراتفکیک  اطلاعات    یب اینشار نوری بین فریم قبلی و کنونی محاسبه نموده و پس از ترک

باشد.   می  نیز  قبل  حرکت  تخمین  اطلاعات  حاوی  که  پردازد  می  هدفی  فریم  این  پذیری  پیشنهادی  مدل 

 ی همترازی و مبتنی بر جبران و تخمین حرکت به حساب آورد. الگوریتم را می توان جزو روش ها

 پذیر  تغییر شکلروش های مبتنی بر پیچش  

از یک ساختار   یگر در از سوی د روش های مبتنی بر شبکه های پیچشی تغییرشکل پذیر به جای استفاده 

حت لایه های پیچشی  و آن را تهندسی ثابت، نگاشت ویژگی فریم هدف را با نگاشت ویژگی فریم ترکیب کرده  

تحت    [41]  پژوهش  اضافه جهت بدست آوردن یک کرنل پیچشی تغییرشکل پذیر به کرنل اصلی اضافه می کند.

را می توان جزو این دسته    2عنوان فراتفکیک پذیری مبتنی بر شبکه های پیچشی تغییرشکل پذیر سه بعدی

   . از الگوریتم ها قلمداد نمود

 هم ترازیروش های بدون  

ریم هدف تراز  ا با ففریم های مجاور ر  ، ترازی  رازی، روش های بدون هم  در مقابل روش های مبتنی بر همت

به دریافت ویژگی های ویدیو می پردازند. این گونه  این روش ها بر اساس استخراج اطلاعات زمانی نمی کنند. 

، روش های مبتنی بر پیچش    3روش های مبتنی بر پیچش دو بعدی روش ها را می توان به چهار دسته کلی  

 . [38]تقسیم بندی نمود  6حلی ی غیرمو شبکه ها 5، شبکه های عصبی پیچشی بازگشتی  4سه بعدی 

 

 
1  Frame-Recurrent Video Super Resolution (FRVSR) 
2 Deformable 3D Convolution for Video Super-Resolution 
3  2D Convolutional Methods (2D Conv) 
4  3D Convolutional Methods (3D Conv) 
5  Recurrent Convolutional Neural Network (RCNN) 
6  Non-local network 
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 روش های مبتنی بر پیچش دوبعدی  

ن هدف، فریم های ورودی را مستقیماً  در این روش به جای تراز نمودن فریم های مجاور و هدف جهت تخمی

جهت   GANاز یک شبکه     [42]  به یک شبکه پیچشی دو بعدی جهت استخراج ویژگی می دهیم. پژوهش

 . [38] بر اساس معماری شبکه های پیچشی دوبعدی استفاده کرده است فراتفکیک پذیری ویدیو 

 روش های مبتنی بر پیچش سه بعدی  

دهند.   جام می زمانی ان -روش های مبتنی بر پیچش سه بعدی عملیات استخراج ویژگی را در یک حوزه فضایی 

دهد، در این    بر خلاف روش های شبکه های پیچشی دوبعدی که عملیات را در حوزه فضایی مدنظر قرار می 

مبتنی بر شبکه فیلترهای    [17]ار گرفته می شود. پژوهش  روش همبستگی زمانی بین فریم ها نیز مد نظر قر

ورودی تولید کرده و در نتیجه ویژگی های متناظری را نتیجه می    اظر با پویا طراحی شده که فیلترها را متن

ودی ها می  زمانی ور -ساختار فیلتر افزایش مقیاس پویای طراحی شده که به دریافت اطلاعات فضایی.  دهد 

 . [38]  پردازد مبتنی بر شبکه های پیچشی سه بعدی و با اجتناب از تخمین و جبران حرکت طراحی شده است

 روش های مبتنی بر شبکه های عصبی پیچشی بازگشتی 

گذاشته و    شبکه های عصبی پیچشی بازگشتی عملکرد خوبی را در سایر کاربردهای شبکه های عمیق برجای

می تواند در فراتفکیک پذیری ویدیو نیز مورد استفاده قرار گیرد. به طور کلی این شبکه ها جهت مدل سازی  

زمانی فریم ها مناسب بوده و ساختار سبک تری را نسبت به سایر روش های مشابه دارند.  -فضاییلاعات  اط

تی نظیر محوشوندگی گرادیان نیز رنج می برند.  دشوار بوده و بعضاً از مشکلاهرچند یادگیری این نوع شبکه ها  

و  اتفکیک پذیری ویدیو  زمانی انتها به انتها جهت فر- فضایی  تحت عنوان ساخت یک شبکه  [43]پژوهش های  

مبتنی بر شبکه های عصبی    فراتفکیک پذیری ویدیو زمانی سریع برای  -با عنوان شبکه بازگشتی فضایی  [44]

 پیچشی بازگشتی طراحی شده اند. 
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 غیر محلی شبکه های  

باشد. این روش  زمانی فریم های ویدیو می  -اطلاعات فضایی ریافت  شبکه های غیرمحلی روش دیگری جهت د

و بازگشتی در  نقص شبکه های عصبی پیچشی  از ایده کلیدی شبکه های عصبی غیرمحلی بهره می برد که  

ی های  ج ویژگاز بلاک های باقیمانده غیرمحلی برای استخرا [45] محاسبات محلی را برطرف می کند. پژوهش

 زمانی یک ویدیو استفاده می کند.-فضایی

 نتیجه گیری  

نتایج مورد  در این فصل به بررسی الگوریتم های مورد استفاده در فراتفکیک پذیری تصویر و ویدیو پرداختیم.  

، شبکه های مولد  همگشتیما را به کلماتی کلیدی نظیر شبکه های عمیق، شبکه های    این فصل  بررسی در 

رهنمون می    اتفکیک پذیری الگوریتم های پیشرو و مدرن در حل مسئله فر  به عنواننوری  و شار  تخاصمی  

 .  پردازیمبرای حل مسئله فراتفکیک پذیری ویدیو می  مبانی نظری مورد نیازدر فصل آینده به شرح   سازد.
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 مبانی نظری پژوهش
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 مقدمه  

شبکه های  ل حاضر که فراتفکیک پذیری ویدیو مبتنی بر  وهش حاپیش از آنکه به شرح روش پیشنهادی پژ

برخورد با یک مسئله فراتفکیک پذیری خواهیم بود. چطور می    نحوه عمیق می باشد، بپردازیم نیازمند بیان  

فراتفکیک پذیری ویدیو بر    حل مسئله   چگونگیتوان این مسئله را برای ویدیو بسط داد و در نهایت به بررسی  

این فصل به مبانی نظری مورد نیاز در خصوص مسائل مذکور می  میق خواهیم پرداخت.  های ع  اساس شبکه

 و اساس پژوهش حال حاضر را در فصل های آینده تشکیل خواهد داشت.   پردازد

 تعریف مسئله  

از طریق یک تصویر با وضوح پایین  هدف اصلی فراتفکیک پذیری تک فریمی، تولید یک تصویر با وضوح بالا  

بنامیم که کیفیت )میزان نویز( و وضوح )اندازه( تصویر را    1را عامل مخدوش کننده تصویر   𝜗گر  اشد. امی ب

بنامیم. ارتباط     𝐼𝐻𝑅  3و تصویر با وضوح بالا را    𝐼𝐿𝑅  2تعیین می کند، در صورتی که تصویر با وضوح پایین را  

 نمود. بیان  (3-1تصویر را می توان به شکل ذیل )ریاضی بین این دو 

3-1 -             𝐼𝐿𝑅 = 𝜗(𝐼𝐻𝑅) 

  1-3می باشد. جدول    s  7و ضریب بزرگ نمایی  C  6، کانال های رنگ   H  5، ارتفاع W  4هر تصویر شامل عرض 

یی که مسئله  معادل انگلیسی اصطلاحات بیان شده جهت استفاده در معادلات ریاضی را بیان می کند. از آنجا

 ( به دست می آید: 3-2)صویر فراتفکیک پذیر شده از معادله ذیل وده، ت ما یک مسئله معکوس ب 

 
1 Degrading factor 
2 Low Resolution Image 
3 High Resolution Image 
4 Width 
5 Height 
6 Color channels 
7 Scaling Factor 
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3-2-                 𝐼𝑆𝑅 = 𝜗−1(𝐼𝐿𝑅) 

یعنی   بالا  وضوح  تصویر  در  موجود  های  ویژگی  تمام  شامل  الزاماً  شده  پذیر  فراتفکیک  تصویر   البته 

𝐼𝐻𝑅    نخواهد بود. دلیل اصلی این اتفاق وجود تابع𝜗   وجب حذف برخی از اطلاعات تصویر می شود  که م   بوده

یک تابع یک به یک    2- 3که هم به دلیل افزودن نویز و هم به دلیل کاهش ابعاد تصویر موجب آن می شود. لذا  

و جواب یکتایی نخواهد داشت.  را نتیجه نمی دهد. به عبارت دیگر فراتفکیک پذیری یک مسئله معکوس بوده 

 قلمداد نمود. 1را جزو مسائل بدطرح  وان آنبه همین دلیل می ت

را به    2- 3و    1-3از آنجایی که فراتفکیک پذیری ویدیو تعمیمی از فراتفکیک پذیری تصویر می باشد، می توان  

𝐼𝑡فریم در یک ویدیو    Nفراتفکیک پذیری ویدیو تعمیم داد. با فرض وجود  
𝐻𝑅   ریم با وضوح بالای یک ویدیو در  ف

𝐼𝑡و   tزمان 
𝐿𝑅 :فریم با وضوح پایین متناظر آن می باشد. در نتیجه خواهیم داشت 

3-3 -       ∑ 𝐼𝑡
𝐿𝑅 = ∑ 𝜗𝑡(𝐼𝑡

𝐻𝑅)𝑁
𝑡=1

𝑁
𝑡=1 

 در نتیجه برای به دست آوردن ویدیوی فراتفکیک پذیر شده نیاز به حل مسئله ذیل خواهیم داشت: 

3-4 -       ∑ 𝐼𝑡
𝑆𝑅 = ∑ 𝜗𝑡

−1(𝐼𝑡
𝐿𝑅)𝑁

𝑡=1
𝑁
𝑡=1 

 حل مسئله فراتفکیک پذیری به روش شبکه های عمیق  

همواره در حل مسئله فراتفکیک پذیری به روش شبکه های عمیق چهار پارامتر ذیل مورد بحث قرار می گیرد.  

 مدل. 5و معیارهای عملکرد  4هزینه ، توابع 3، معماری شبکه 2روش افزایش مقیاس 

 
1 Il-posed 
2 Upscaling 
3 Network Architecture 
4 Loss Functions 
5 Performance Metrics 
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د و ارائه ی روش های نوین در هر یک از پارامترهای فوق که چهارچوب  و توسعه رویکرد خو  بهبود  پژوهشگران با

حل مسئله فراتفکیک پذیری به روش شبکه های عمیق را شکل می دهد سعی در بهبود عملکرد فراتفکیک  

ویکرد  بیان ر چند قبل از  پذیری و کیفیت خروجی دارند. پژوهش حال حاضر از این منطق مستثنی نیست. هر 

 تر است به شرح پارامترهای مذکور پرداخته شود. پیشنهادی، به

 ریاضی  معادلات اصطلاحات و نمادهای مورد استفاده در  - 1-3جدول  

 نماد اصطلاح 
 𝐼𝐻𝑅 تصویر وضوح بالا

 𝐼𝐿𝑅 تصویر وضوح پایین

 𝐼𝑆𝑅 دهپذیر شتصویر فراتفکیک 

 𝒕 𝐼𝑡فریم فراتفکیک پذیر شده در زمان 

 𝒕 𝐼𝑡−1فریم فراتفکیک پذیر شده ماقبل 

 𝑊 عرض تصویر 

 𝐻 ارتفاع تصویر

 𝐶 کانال های رنگ تصویر 

 𝑠 ضریب بزرگ نمایی

 

 روش های افزایش مقیاس 

مؤلفه های اصلی در فراتفکیک  کی از بالا یافزایش مقیاس تصویر ورودی جهت به دست آوردن خروجی وضوح 

پذیری می باشد. بعضی از روش ها به نگاشت ویژگی تصاویر وضوح پایین برای تولید تصویر وضوح بالای متناظر  

جای آن از خود تصویر به عنوان    می پردازند. هرچند روش های قدیمی تر قادر به نگاشت ویژگی نیستند و به 

پذیری  بخش به تعدادی از مهمترین روش های افزایش مقیاس در فراتفکیک    در اینورودی استفاده می کنند.  

   اشاره می کنیم. 
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 یابی دومکعبی  درون 

این روش افزایش مقیاس یک روش کلاسیک جهت افزایش مقیاس تصویر داده شده با اعمال درون یابی مبتنی  

تکنیک ابتدا پیکسل های تصویر  ، این  سل های اصلی تصویر می باشد. با فرض داشتن تصویر ورودیبر پیک

گ شده قرار داده و سپس پیکسل های بدون مقدار را با استفاده از درون  اصلی را روی یک صفحه تصویر بزر

 خود انجام می دهد.   (4×4پیکسل مجاور )  16یابی بین 

به عنوان    ی شود. فراتفکیک پذیری به عنوان بخشی از مدل به کار گرفته م  این تکنیک در برخی از مدل های 

ون یابی شده به متناظر فراتفکیک پذیر شده خود و  مثال در شبکه های همگشتی، شبکه به نگاشت تصویر در

رچند  با استفاده از یادگیری جزئیات از دست رفته می پردازد. این روش از سرعت بسیار بالایی برخوردار است، ه

 . [39]روش های مبتنی بر یادگیری افزایش می دهد  را در بدون ارائه ویژگی بیشتر صرفاً پارامترهای تصویر 

 1لایه همگشتی ترانهاده  

نیز شناخته می شود دقیقاً عکس یک لایه همگشتی عمل می کند. به عبارت   2همگشتیاین لایه که به لایه وا

بینی تصویر ورودی که    در پیشی های تصویر به عنوان ورودی داده شده و لایه همگشتی سعی  دیگر ویژگ

 مرتبط با ویژگی ها بودند، می کند. 

جهت جلوگیری از افزایش پارامترهای شبکه که به دلیل افزایش مقیاس تصویر قبل از ورود آن به شبکه انجام  

ی تصویر وضوح پایین انجام شده و سپس یک لایه همگشتی  می شود، ابتدا نگاشت های ویژگی می تواند از فضا

ستخراج شده اقدام نماید. بدین ر انتهای شبکه به بازسازی تصویر وضوح بالا از طریق ویژگی های اهاده د تران

کاهش   موجب  و  ندارند  شده  یابی  درون  تصاویر  پردازش  به  نیازی  همگشتی  های  لایه  های  بلوک  صورت 

ه مبتنی بر  یک لایمی شوند. لازم به ذکر است که لایه همگشتی ترانهاده خود    پیچیدگی محاسباتی شبکه 

 
1 Transpose Convolution Layer 
2 Deconvolutional 
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ه و بی ارتباط با ورودی می باشد. اگرچه که رویکرد  یادگیری بوده در حالی که درون یابی یک الگوریتم ساد 

دد.  در تصویر خروجی می گر  1مذکور منجر به عملکرد بهتر شبکه خواهد شد اما موجب اثر تصنعی شطرنجی 

به خوبی این مسئله    1- 3نیست. شکل    2ت ام حرکدلیل این امر این است که ابعاد پنجره ضریب صحیحی از گ

بدان پرداخته    2-3که در شکل   را نشان داده است. این گونه همپوشانی ها موجب اثر تصنعی شطرنجی می شود

 . [39]شده است 

 

 

 .[39]نیست    2صحیح بر گام حرکت  تقسیم    قابل  هک 3x3همپوشانی فیلترهای   -1-3شکل  

 

 

 . [39]  مثالی از وجود اثر تصنعی شطرنجی در تصویر   - 2-3شکل  

 

 

 
1 Checkboard Artifacts 
2 Stride 
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 sub-pixelلایه همگشتی  

مشکلی که در نتیجه لایه همگشتی ترانهاده رخ می دهد، به بیان رویکردی متفاوت    لبه برجهت غ  [46]پژوهش  

در این رویکرد جهت تولید یک تصویر با وضوح بالا، پیکسل های تصویر را تحت نگاشت های پرداخته است.  

طرح    pixel-subی  تشمی کنیم. این پژوهش راهکار گفته شده را تحت عنوان لایه همگ   1ویژگی متنوعی ترکیب 

 می کند.  

𝐻بدین منظور اگر یک تصویر وضوح پایین را به شکل   × 𝑊 × 𝐶    با ضریب افزایش مقیاس𝑠    بیان کنیم، لایه

نگاشت ویژگی با لایه همگشتی قراردادی تولید می کند. این بخش ها به    𝑠2به تعداد    sub-pixelهمگشتی  

𝐻اندازه   × 𝑊 × 𝑠2𝐶  د یک تصویر با وضوح بالا به ابعاد  ناه بتوبا هم ترکیب شده ک𝑠𝐻 × 𝑠𝑊 × 𝐶    .تولید نماید

 این عملیات را به خوبی نشان می دهد. 3-3شکل 

به دلیل عدم وجود مشکل اثر تصنعی شطرنجی نسبت به لایه همگشتی ترانهاده از    sub-pixelلایه همگشتی  

 . [39]اده قرار گرفته است د استفمحبوبت بالاتری برخوردار است و در پژوهش های بیشتری مور

 

 . [39]  (s=2)  2ضریب افزایش مقیاس    با اعمال ترکیب کننده پیکسلی    -3-3شکل  

 

 

 
1 reshuffle 
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 معماری شبکه  

پذیری  فراتفکیک  در  مهمی  بسیار  نقش  شبکه  رو  معماری  به  به  بخش  این  در  دارد.  عمیق  های  شبکه  ش 

 عماری های شبکه های مورد استفاده در این حوزه می پردازیم. پرکاربردترین م

 1دگیری مبتنی بر باقیماندهیا  

  گسترده مطرح شد و بعدها به شکل  [47]در مقاله    2آموزش مبتنی بر باقیمانده اولین بار توسط هی و همکاران

عمیق مورد استفاده قرار گرفت. این معماری نسبت به سایر رویکردهای    ای در معماری شبکه های یادگیری

هم نوع خود از سرعت بالاتری برخوردار است. در یک مسئله فراتفکیک پذیری، یادگیری مبتنی بر باقیمانده  

پایین به دست آمده از تصویر    فرکانسالای تصویر که با جزئیات  ابتدا سعی در یادگیری جزئیات فرکانس ب

وح پایین ترکیب شده است دارد. جزئیات فرکانس پایین می تواند از زنجیره ای از لایه های همگشتی به  وض

 ( به شکل ریاضی نوشت:5-3دست آید. لذا باقیمانده را می توان به شکل ذیل ) 

3-5 -     𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙 = {𝐼𝐻𝑅 − 𝜒(𝑤, ℎ, 𝑐)} 

بر  ر ویژگی  یانگ مان  𝜒که   با استفاده از یادگیری مبتنی  باشد.  از لایه های همگشتی می  های استخراج شده 

باقیمانده، شبکه از بار وظایف یادگیری اطلاعات اضافی که قبلاً در تصویر با وضوح پایین موجود بود رهایی می  

 یل تعریف شوند:بندی ذ تواند تحت دو دسته  یابد. یادگیری مبتنی بر باقیمانده به طور کلی می 

 
1 Residual 
2 He et al. 
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 1(GRLسراسری )یادگیری مبتنی برباقیمانده 

از ورودی به لایه انتهایی شبکه حمل    2تصویر ورودی را تا انتهای شبکه با معرفی یک اتصال پرش   GRLمتد  

به شدت به  مشخص است به دلیل اینکه تصویر ورودی و تصویر خروجی    4-3می کند. همانطور که در شکل  

 . [39]انبر می توان بار حمل اطلاعات اضافی را کاهش داد ند، با فراهم کردن یک راه میته هستیکدیگر همبس

 3( LRLیادگیری مبتنی بر باقیمانده محلی )

نگاشت های ویژگی را به جای کل لایه ها، با معرفی اتصالات پرش بین لایه های مختلف همگشتی    LRLمتد  

ر  انجام می دهد. با  این  با حذف جزئیات که در لایه های عمیق همگشتی روی میدهد  مقابله  ویکرد جهت 

گفته شده یک موضوع  یه های قبلی به لایه دیگر انجام می شود. رویکرد  استفاده از اضافه کردن جزئیات از لا

از همگرایی  ناشی    حیاتی و بسیار مهم در شبکه های یادگیری بسیار عمیق می باشد. چرا که می تواند مشکلاتی

 . [39]کند را برطرف نماید  

 

 (LRLیادگیری مبتنی بر باقیمانده محلی )- ( ب(GRLراسری ))الف(یادگیری مبتنی بر باقیمانده س  -4-3شکل  

[39].  

 

 
1 Global Residual Learning (GRL) 
2 Skip Connection 
3 Local Residual Learning (LRL) 
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 ی معماری بازگشت 

که تمامی رویکردهایی که پیشتر در خصوص معماری شبکه های عمیق گفته شد جزو تکنیک های  الی  در ح

حافظه و پردازش بهینه نیستند. دلیل این  به روز و دارای عملکرد مناسب می باشند، همچنان از دیدگاه مصرف  

 ا گسترش می یابد.رامترهامر اینست که هرچه شبکه ها عمیق تر گردد اندازه مدل با افزایش تعداد پا

در حالی که عمیق تر نمودن شبکه ها می تواند موجب بهبود عملکرد مدل گردد اما پردازش های سنگین و  

ن سیستم ها را خصوصاً در تلفن ها و گجت های همراه ناممکن و یا  مصرف حافظه زیاد عملاً استفاده از ای

ارائه دادند     DRCNروشی به نام    [48]مقاله  ر  د   1رانمحدود می کند. جهت رفع این مشکل کیم و سایر همکا

است هر بلوک بازگشتی  نشان داده شده    4-3که متمرکز بر بلوک های بازگشتی می باشد. همانطور که در شکل  

  ن اک ای اشتر  .یکسانی برخوردار هستند   2شامل زنجیره ای از لایه های همگشتی بوده که همگی از وزن عصبی 

ارائه داد    DRRNروشی به نام    [49]ل لایه ها موجب کاهش پارامترهای شبکه می گردد. پژوهش  ضرایب در ک

  LRLک پیشنهادی با استفاده از معرفی چندین ضریب اشتراک و تلفیق آن با معماری  که به بهبود عملکرد تکنی

پردازد. در شکل   اشتراک  4- 3می  نشان ضرایب  وزن    داده شده است لایه های همگشتی یک رنگ شامل  ی 

 یکسان به اشتراک گذاشته هستند.

 
1 Kim et al. 
2 Neural Weights 
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 . DRCN  [39]بلوک بازگشتی خطی در    –)ب(   DRRNشبکه بازگشتی دو بلوکه در    - )الف(    - 5-3شکل  

 

 بکه متراکمش 

.  پس از آن  [50] معرفی شد  DenseNetدر پژوهشی به نام   1بار توسط هوانگ و همکاران راکم اولین متلات اتصا

با بهبود این شبکه عملکرد فوق العاده ای را در بین جدیدترین روش های موجود از خود    2همکاران تانگ و  

اکم ممکن است در نگاه اول چیزی جز تکرار بلوک های باقیمانده با اتصالات  ه متر. شبک[51] برجای گذاشتند 

ای دو تفاوت مهم هستند. اول اینکه شبکه متراکم شامل  پرش بیشتر نباشد. هرچند اساساً این دو شبکه دار

  3هم الحاقرا به  اتصال پرش از یک لایه همگشتی به هر لایه بعدی خود در بلوک می باشد و نگاشت ویژگی ها  

 این عملیات را به خوبی نشان می دهد. 5- 3می کند. شکل 

 
1 Huang et al. 
2 Tong et al. 
3 Concatenate 
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 .[39]  عملیات الحاق ویژگی ها  –)ب(    نمایش اتصالات در شبکه متراکم   - )الف(   -6-3شکل  

 

اتصالات پرش شبکه    اقیمانده به پیچیدگی شبکه اضافه نمی کند. های ب  دوم اینکه رشد شبکه به اندازه بلوک 

رویکرد موجب می شود که یادگیری  را به استفاده مجدد از نگاشت ویژگی های قبلی تشویق می کند. این  

 شبکه در خصوص ارتباط بین پیکسل ها بهبود پیدا کند.  

 توابع هزینه 

بیانتوابع هزینه نقشی اساسی در شبکه های عمیق   توابع هزین  و  انتخاب  ه  نحوه بهینه سازی شبکه دارند. 

لذا انتخاب تابع هزینه نقشی  متفاوت ما را به مقادیر متفاوتی در خصوص ضرایب شبکه رهنمون می سازد.  

پژوهش های   متفاوتی در طی سالیان گذشته و طی  توابع هزینه  دارند.  یادگیری ماشین  کلیدی در مسائل 

 رفتند که ما در اینجا به مهمترین توابع هزینه مورد استفاده می پردازیم: قرار گمختلف مورد استفاده  
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 (MSE) 1تابع هزینه پیکسلی  

ب  تابع هزینه که  )این  تفاوت  MSEه عنوان میانگین مربع خطا  بر مبنای  تابع هزینه را  نامیده می شود  ( نیز 

ع هزینه پیکسلی به طور گسترده  ابت   ند.پیکسل به پیکسل تصویر خروجی نسبت به تصویر اصلی محاسبه می ک 

به طور مفصل   2- 4-3- 3که در بخش   PSNR2ای در مدل های مبتنی بر آموزش مورد استفاده قرار می گیرد. 

در مورد آن صحبت خواهد شد به عنوان یک معیار عملکرد شبکه معرفی می گردد و به طور معکوس با تابع  

را در فراتفکیک پذیری تصویر نتیجه می دهد.    PSNRایش  فزا   MSE  در ارتباط است. بهینه سازی   MSEهزینه  

هرچند استفاده از این معیار جهت مقایسه بین خروجی و تصویر اصلی مناسب به نظر می رسد اما در تولید  

جزئیات و بافت تصویر ناتوان به نظر می رسد. علت این امر این است که تابع هزینه پیکسلی همانند یک فیلتر  

 مل نموده و موجب از دست رفتن جزئیات فرکانس بالای تصویر می گردد. ی عگیرین میانگ 

 3تابع هزینه ادراکی 

با استفاده از یک مدل از   مطرح شد   [52]در پژوهش    4تابع هزینه ادراکی اولین بار توسط جانسون و همکاران

می پردازد. نحوه عملکرد این تابع هزینه    شبکه  آموزش   پیش آموزش داده شده به محاسبه تابع هزینه جهت

بدین صورت است که ابتدا تصویر اصلی و تصویر فراتفکیک پذیر شده به یک مدل از پیش آموزش داده شده  

خورانده می شود. سپس لایه های فعال ساز از یک مدل از پیش آموزش داده شده تحت یک ماتریس استخراج  

فعال سازهای تصویر اصلی و فراتفکیک پذیر شده جهت محاسبه تابع    ده از ست آمد می شود. سپس ماتریس به  

 هزینه محاسبه می شوند.

 
1 Pixel Loss 
2 Peak signal-to-noise ratio 
3 Perceptual loss 
4 Johnson et al. 
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ایده اصلی این روش بهره گیری از مدل های از پیش آموزش داده شده معینی بوده که جهت یادگیری کیفیت  

گی این مدل ها،  ن ویژ ل همی یمعنایی و بصری تصاویر در پردازش تصویر مورد استفاده قرار می گیرند. به دل 

لایه های عمیق تری می تواند جهت تعریف کیفیت ادراکی تصویر مورد استفاده قرار گیرند. چرا که این مدل  

می    VGG19ها برای استخراج ویژگی های خاصی آموزش داده شده اند. یک مثال از مدل های پراستفاده مدل  

طور ویژه ای جهت محاسبات توابع هزینه ادراکی    این مدل بهباشد. به طور خاص تر لایه دوم از بلوک پنجم  

مورد استفاده قرار می گیرد. تابع هزینه ادراکی نسبت به تابع هزینه پیکسلی مناسب تر می باشد چرا که ویژگی  

 . [39]دهد   های بصری تصویر را به جای مقایسه پیکسل به پیکسل بهبود می

 1تخاصمی  تابع هزینه  

تابع    [36]با ورود شبکه های مولد تخاصمی به حوزه فراتفکیک پذیری توسط لدیگ و همکاران در پژوهش  

وعه داده  هزینه جدیدی به نام تابع هزینه تخاصمی پیشنهاد شد. بلوک متمایزگر پیشنهادی توسط همان مجم

که قادر به تفکیک تصویر فراتفکیک پذیر شده و اصلی باشد.   موجود در سمت بلوک مولد آموزش داده شده

 تابع هزینه تخاصمی شامل مجموع هزینه مولد و متمایزگر می باشد.

ویر  عرفی هزینه تخاصمی، بلوک مولد سعی در فریب متمایزگر با تولید جزئیات و بافت با کیفیت تر در تصابا م

در زمینه تشخیص تصاویر وضوح بالای اصلی و فراتفکیک پذیر    می باشد. همزمان بلوک متمایزگر به بهبود خود 

 . [39]یفیت بصری تصویر می گردد  شده می پردازد. این موضوع موجب افزایش عملکرد کلی سیستم در بهبود ک

 

 

 

 
1 Adversarial loss 
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 معیارهای عملکرد مدل  

 SSIM  1معیار  

اتفکیک پذیر شده را نسبت به تصویر اصلی از دیدگاه  ( کیفیت بصری تصویر فرSSIMمعیار شباهت ساختاری )

مکانی نزدیک به هم را    وابستگی پیکسل های از لحاظ موقعیت SSIMروشنایی و تباین بررسی می کند. معیار 

 مورد سنجش قرار دهد.   بررسی کرده تا بتواند بر این اساس کیفیت بصری تصویر فراتفکیک پذیری را 

روشنایی را به عنوان یکی    SSIMر تصویر حساسیت بیشتری نشان می دهد و معیار  چشم انسان به نور موجود د

می تواند    SSIMمی دهد. به همین دلیل معیار  از فاکتورهای خود جهت سنجش کیفیت تصویر مد نظر قرار  

 باشد. PSNRمعیار بهتری در خصوص سنجش کیفیت تصویر نسبت به 

 PSNRمعیار  

اوباً جهت سنجش کیفیت تصاویر تولیدی در پردازش تصویر مورد استفاده قرار  نسبت قله سیگنال به نویز متن

ویر را نمی تواند تضمین کند، چرا که بررسی  می گیرد. هرچند همانطور که بیان شد این معیار کیفیت تص 

الاتری  بالا از کیفیت ب  PSNRنیست و همواره یک تصویر با  پیکسل های متناظر الزماً تامین کننده کیفیت تصویر  

معیار   نیست.  برخوردار  واقعی  از    PSNRدر صحنه های  بسیاری  در  گفته شده همچنان  رغم مشکلات  علی 

 . [39] کیفیت تصویر استفاده می شود پژوهش ها به عنوان یک معیار

 

 
1 Structural Similarity Index Measure (SSIM) 
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 ی عمیقبررسی دو مدل مبتنی بر شبکه ها 

لذا  اصمی و شار نوری در روش پیشنهادی استفاده شده است.  در این پژوهش از دو مدل شبکه های مولد تخ

 به شرح مختصری از این دو مدل بپردازیم.   ،لازم می دانیم که قبل از استفاده از این دو شبکه در مدل پیشنهادی

 ( GANشبکه های مولد تخاصمی ) 

ر گرفت. این رویکرد که  یک نوع طبقه بندی از یادگیری ماشین در نظی توان  شبکه های مولد تخاصمی را به م

مطرح شد مبتنی بر آموزش دو شبکه عصبی در    2014و همکارانش در سال   1اولین بار توسط ایان گودفلو 

به نام های مدل مولد    بلوک به آموزش همزمان دو    این مدلرقابت با یکدیگر در یک بازی جمع صفر هستند.  

(G)2   و مد( ل متمایزگرD )3  مولد    می پردازد. به طور کلی مدلG    وظیفه تولید داده های ساختگی را برعهده

ساخته    Gاحتمال اینکه نمونه از مجموعه داده آموزشی انتخاب شده و یا توسط مدل    Dدارد و مدل متمایزگر  

اتفاق می افتد. در    Dمدل  باه  بر مبنای حداکثر نمودن اشت  Gشده باشد را تخمین می زند. روند آموزش مدل  

ولد را می توان یک تیم جعل کننده اسکناس در نظر گرفت که سعی در تولید اسکناس  این چهارچوب، مدل م 

های تقلبی بدون آنکه قابل شناسایی باشند را دارند. مدل متمایزگر را می توان یک تیم پلیس در نظر گرفت  

یکردهای  رقابت بین این دو تیم موجب بهبود تجربه و رورد.  که سعی در تشخیص اسکناس جعلی از واقعی دا

هر دو تیم )مدل( خواهد شد. این رقابت تا جایی اتفاق می افتد که تیم جعل کننده )مدل مولد( قادر به تولید  

 اسکناس هایی )داده هایی( باشد که پلیس )مدل متمایزگر( قادر به تفکیک آن از اسکناس واقعی نباشد.

  در این رویکرد یر با وضوح بالا استفاده نمود.  ی توان در حوزه فراتفکیک پذیری و تولید تصاوده م از همین ای

مدل  فریب    موجبکه  بپردازد  که به تولید تصاویر فراتفکیک شده ای    ببیند به نحوی آموزش  قرار است    Gمدل  

صاویر فراتفکیک پذیر شده  نتیجه به ت در تشخیص تصویر فراتفکیک پذیر شده از اصلی می گردد. Dمتمایزگر 

 
1 Ian Goodfellow  
2 Generator 
3 Discriminator 
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م می شود که به سختی توسط یک ناظر انسانی نسبت به تصویر اصلی وضوح بالا  طبیعی و بسیار واقعی خت 

   قابل تفکیک می باشد.

 شار نوری 

مفهوم شار نوری در واقع به توزیع حرکت  می باشد.    1شار نوری یکی از مسائل مورد طرح در بینایی ماشین 

حرکتی آشکار در شدت روشنایی تصویر  یی در تصویر گفته می شود. به بیان دیگر تغییرات  هری الگوی روشناظا

شار نوری موجود در یک فریم از ویدیو را نمایش    7-3را می توان برابر با مفهوم شار نوری در نظر گرفت. شکل  

  داده است.

 

 

 در یک فریم از ویدیو ر نوری شانمایش    - 7-3شکل  

 

 
1 Computer Vision 
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در    1روی شار نوری برای چندین دهه مبتنی بر رویکردی بود که توسط هورن و شانکمطالعات انجام شده  

انرژی در نظر گرفته  پژوهش مذکور شار نوری را به عنوان یک مسئله کمینه نمودن  انجام شد.    [53]پژوهش  

ش های آینده سعی در بهبود این مدل  پژوه  ستگی روشنایی بین پیکسل های مرتبط را دارد.که تمایل به پیو

داشتند. هرچند که مدل های ارائه شده تماماً دچار مشکلات و چالش هایی از جمله جابه جایی های مکانی  

های پیچشی عمیق  در این اثنا، با ظهور شبکه  بودند.    2انسداد  و چالش های   محسوس، تغییرات بریده روشنایی و 

رتبط با طبقه بندی تصاویر، پای این مدل نیز به سایر مسائل بینایی ماشین  آن در مسائل م قابل توجهو نتایج 

لذا از شار نوری مبتنی بر شبکه های پیچشی عمیق به عنوان یک استخراج کننده    باز شد.  از جمله شار نوری

ک از  ویکردهای کلاسیسیار مطلوب تری را نسبت به سایر رویژگی پیشرفته در تصاویر یاد می شود که نتایج ب

شبکه های پیچشی عمیق این امکان را به ما می دهد که بتوانیم به  در مدل جدید  خود بر جای می گذارد.  

ویژگی های استخراج شده بعد  بردار  جای استفاده از ویژگی های دست ساز نظیر گرادیان تصویر به یادگیری  

نسبت  را با تغییر شرایط و ظاهر تصویر  ی  تر   مقاوم و    حظه پیکسل بپردازیم که نتایج قابل ملابه ازای هر   3بالا 

 . [54] از خود بر جای می گذاردبه روش های کلاسیک شار نوری 

   در فصل بعد به معرفی و شرح روش پیشنهادی خواهیم پرداخت.

 

  

 
1 Horn and Schunck 
2  Occlusion 
3 High Dimensional 
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 روش پیشنهادی
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 مقدمه  

نشان داده اند که    به تفصیل به آن پرداختیم(  2)همانطور که در فصل    های اخیر در فراتفکیک پذیریپژوهش  

به خصوص شبکه های   آموزش  بر  مبتنی  کیفیت    عمیقرویکردهای  و  دقت  افزایش  در  موثری  بسیار  نقش 

بهترین نحو از    به بتواند  در روش پیشنهادی سعی بر طراحی مدلی داریم که  فراتفکیک پذیری ایفا می کنند.  

فریم  هر چند فارق از فراتفکیک پذیری    به فریم )تصویر( استفاده نماید.یق جهت بازیابی فریم  شبکه های عم

   به فریم )تصویر( به دنبال راه حلی جهت حفظ ساختار ویدیو در این بازسازی خواهیم بود.

جدا می  ا از فراتفکیک پذیری تصویر  اصلی ترین نکته ای که رویکردهای مبتنی بر فراتفکیک پذیری ویدیو ر

توضیح بیشتر آنکه زمانی که یک ویدیو را به مجموعه ای از فریم   .آن است ر پیوستگی زمانیحفظ ساختاکند 

بلکه شامل اطلاعات    ، نه تنها هر فریم حاوی اطلاعات ساختاری منحصر به فرد خود استها تقسیم می کنیم

بازیابی    ست می آید. ارگیری فریم ها در کنار هم جهت تولید ویدیو به دکه از ترتیب خاص قر  بوده اضافه تری  

موجب نرم تر و به طور کلی مطلوبیت بیشتر ویدیوی فراتفکیک پذیر شده می گردد و  اینگونه اطلاعات اضافی  

گیز تری نسبت به  که فراتفکیک پذیری ویدیو به مسئله جالب تر و در عین حال چالش بران  است   موجب شده

نیز می    رویکردی جهت دریافت این اطلاعات اضافیروش پیشنهادی به    شود.   قلمدادتفکیک پذیری تصویر  فرا

 پردازد. 

به شرح چهارچوب کلی   این فصل  استفاده در  مورد  الگوریتم  و  مورد    روش پیشنهادی  پرداخته و سپس در 

شبکه های عمیق مورد  اصلی  ده به عنوان دو رکن  استفاده ش   توابع هزینه معماری شبکه های آموزش پذیر و  

 ی می پردازیم. روش پیشنهاداستفاده در  
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 چهارچوب الگوریتم پیشنهادی  

شبکه های مولد تخاصمی ایده ای عالی در زمینه  .  ی پرداخته خواهد شد در این بخش به شرح روش پیشنهاد

که با فرض    نشان داده است  [36]پژوهش  فراتفکیک پذیری تصاویر به روش شبکه های عمیق را ارائه می دهند.  

به شبکه های عمیق منجر به تولید    GANاعمال  ،  مدل فراتفکیک پذیردر    معماری یکسانستفاده از یک  ا

می شود که از   ResNetتصاویر خوشایندتری برای انسان در مقایسه با شبکه ی فراتفکیک پذیری عمیقی نظیر 

ی به عنوان اساس مدل  در رویکرد پیشنهادی از شبکه های مولد تخاصملذا    استفاده نکرده است.  GANمدل  

بدان اشاره شد، در فراتفکیک پذیری مبتنی بر    1-4ونه که در بخش  . علاوه بر این همانگ خود استفاده کردیم

م ها داریم  ویدیو، علاوه بر فراتفکیک پذیری فریم به فریم، نیاز به دریافت اطلاعاتی اضافی موجود در ترتیب فری 

در روش پیشنهادی جهت نیل    دیوی فراتفکیک پذیر شده می شود. که موجب حفظ ساختار پیوستگی زمانی وی

نوری  به پذیر شار  آموزش  از طریق یک شبکه ی  استخراج اطلاعات مذکور  به  نام    این هدف،  می    FNetبه 

 نشان داده شده است. 4-1بلوک دیاگرام روش پیشنهادی در شکل  پردازیم.

 

 بلوک دیاگرام روش پیشنهادی -1-4شکل  

 

در ادامه به   می باشد. یک شبکه مولد تخاصمی  به عنوانروش پیشنهادی متشکل از دو مدل مولد و متمایزگر 

 می پردازیم. پیشنهادی  الگوریتم کامل شرح 



48 
 

 شبکه مولد  

مدل سازی     SRNetیعنی  شبکه عمیق فراتفکیک پذیر کننده تصویر  یک    عنوان  به  را می توان صرفاًشبکه مولد  

 نماید.  می که تصویر با کیفیتی را تولید  نمود

مسائل فراتفکیک    توسعه ای از را می توان    ویدیو   بیان شد مسئله فراتفکیک پذیری  2همانگونه که در فصل  

فریم و ترکیب مجدد فریم های فراتفکیک  پذیری هر    پذیری تصویر به حساب آورد. به گونه ای که با فراتفکیک 

شده است رسید. هرچند فراتفکیک پذیری فریم به فریم  شده به خروجی مطلوب که همان ویدیوی فراتفکیک 

ضمن آنکه  یک ویدیو موجب تولید اعوجاج های ناخواسته شده و نتایج زمانی پیوسته ای را تولید نمی کند.  

نه سازی گردد قبل از آنکه  فکیک پذیری ویدیو )و نه یک تصویر( بهیاساس فرات  روش پیشنهادی بر نیاز است  

فریم مورد نظر به شبکه ی فراتفکیک داده شود قصد داریم که اثر فریم های قبلی را به فریمی کنونی اضافه  

 کنیم. 

تصویر    چندین فریم اطلاعات  لذا به جای اعمال فراتفکیک پذیری به هر فریم به طور مستقل، می توان از ادغام  

ریم با وضوح بالا استفاده نمود و این کار را برای تمامی فریم های ویدیو به  با وضوح پایین برای تولید یک ف

ترتیب انجام داد. به عبارت دیگر مسئله فراتفکیک پذیری ویدیو را ما به تعداد زیادی مسئله فراتفکیک پذیری  

   تبدیل می کنیم. ح بالا  دستیابی به یک فریم با وضو جهت  یچندفریم

در اختیار ما قرار    یفراتفکیک پذیری تک فریمروش  ه نسبت بالاتری را نسبت به  اگرچه روش فوق اطلاعات ب

 می دهد اما ما را با دو چالش جدید مواجه می کند: 

هر فریم ورودی چندین بار جهت پردازش فریم های آتی مورد استفاده قرار می گیرد که بار محاسباتی   (1

 میل می کند. ضافی تحا

فریم های قبلی خود تخمین زده می شود و لذا مشکل پیوستگی زمانی  هر فریم مستقل از نوع تصویر   (2

 در خروجی با وضوح بالا همچنان ممکن است به قوت خود باقی بماند.
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  یک رویکرد فریم بازگشتی استفاده کردیم که شامل از    خود   در مدل مولد ما  ،  مشکلات فوقدر خصوص حل  

ه که علی رغم حفظ پیوستگی زمانی بین فریم های  بود   آموزش پذیر مبتنی بر شار نوری  عمیق  شبکهیک  

مزیت  فریم و نه فریم های ماقبل خود استفاده می کند. یک تولید شده با وضوح بالا در هربار محاسبه تنها از  

 این رویکرد بازگشتی را می توان در موارد ذیل خلاصه نمود: استفاده از 

 نظر گرفتن حفظ پیوستگی زمان بین فریم هایش کیفیت و دقت فراتفکیک پذیری ویدیو با در افزا (1

 پردازش تنها یک فریم ماقبل در هر دور محاسبه که منجر به کاهش بار محاسباتی الگوریتم می گردد.  (2

ینکه فریم  ادر هر دور محاسبه ما از فریم فراتفکیک پذیر شده ماقبل نیز استفاده می کنیم. به علت   (3

فریم ماقبل خود می باشد، ما به طور غیرمستقیم از اطلاعات    فراتفکیک پذیر شده ماقبل حاوی اطلاعات

 فریم های قبل بدون افزایش بار محاسباتی استفاده می کنیم.

ری  تهم رده خود دارد بلکه از لحاظ عملکرد از بار محاسباتی کم  الگوریتم های لذا نه تنها دقت بهتری نسبت به   

است در ذهن خواننده مطرح شود اینست که دستیابی به  سوالی که در این بخش ممکن    برخوردار می باشد.

در بلوک شار نوری  شبکه های عمیق  استفاده از  و    میسر استاطلاعات شار نوری از طریق روش های کلاسیک  

بدان اشاره شد    3- 4-2خش  بهمانگونه که در    موجب افزایش پیچیدگی محاسباتی مدل می گردد. توضیح آنکه 

که ی عمیق شار نوری کسب ویژگی های مطلوب تر نسبت به روش های محاسبه  علت استفاده ما از یک شب

شار نوری کلاسیک می باشد. لذا هرچند شبکه ی عمیق شار نوری بار محاسباتی اضافه تری را نسبت به روش  

اما موجب کسب نتایج مطلوب تر و مقاوم تری    د های کلاسیک ساده محاسبه شار نوری به مدل تحمیل می کن

بنابراین شبکه مولد ما    به تغییرات جهت کسب اطلاعات مرتبط با پیوستگی بین فریم ها خواهد شد.نسبت  

اطلاعات حاصل از فریم های قبلی را    FNetخواهد بود که شبکه    SRNetو    FNetشامل دو شبکه آموزش پذیر  

 .می دهد شده جهت تولید تصویر فراتفکیک پذیر   SRNetو به شبکه   اضافه نموده LRبه فریم کنونی 
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 الگوریتم شبکه مولد  

 خواننده جهت درک بهتر می تواند به شکل   .در این بخش به شرح گام به گام الگوریتم شبکه مولد می پردازیم

 مراجعه نماید. 1-4 

جهت    FNetاز شبکه    ،ی ویدیو فریم هاجهت کسب اطلاعات پیوستگی بین    :LRنوری  تولید شار  -گام اول

کنونی و    پایینوضوح  فریم  ،  FNet  آموزش پذیر  ورودی شبکه  وری استفاده می کنیم. دریافت اطلاعات شار ن

داده شده را تخمین زده و    پایینوضوح  شار نوری بین دو فریم    FNetماقبل می باشد. شبکه    پایینوضوح  فریم  

 بیان شده است:  4-1یجه می دهد. روند گفته شده در یک خروجی نرمالیزه شده از نگاشت شار را نت

1-4 -        𝐹𝐿𝑅 = 𝐹𝑁𝑒𝑡(𝐼𝑡−1
𝐿𝑅 , 𝐼𝑡

𝐿𝑅)  ∈ [−1,1]𝐻×𝑊×2  

حاضر اختصاص    مکانی را به هر پیکسل فریم ماقبل براساس موقعیت هرپیکسل در فریم حال  4-1به بیان دیگر  

 می دهد. 

دی با فریم تخمین زده  ه دلیل اینکه در گام بعد نیازمند ترکیب شار تولیب  :HRتولید شار نوری  -گام دوم

می  افزایش مقیاس شار تولیدی به اندازه فریم تخمین زده شده  به  می باشد هستیم    HRشده قبلی که در ابعاد  

  𝑠اس  را با ضریب مقی  تولیدیشار    لذا  پردازیم که دو ورودی یکسان برای ترکیب را در اختیار داشته باشیم.

استفاده می  به دلیل سادگی محاسباتی  از درون یابی دو خطی  افزایش ابعاد می دهیم. برای افزایش مقیاس  

 می باشد.( HR)بالا وضوح در مقیاس تصویر   تولیدیشار  وجی این بلوکخر کنیم. 

2-4 -         𝐹𝐻𝑅 = 𝑈𝑃(𝐹𝐿𝑅)  ∈ [−1,1]𝑠𝐻×𝑠𝑊×2   
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آمده از شار نوری با    جهت ادغام اطلاعات بدست  :HRمینی قبل و شار نوری  فریم تخ   1پیچش -گام سوم

ادغام این اطلاعات تحت عنوان پیچش بین شار نوری    بلی از عملیاتی به نام پیچش استفاده می کنیم.قفریم  

طی انجام  با استفاده از تابع تفاضلی و با استفاده از درون یابی دوخ  و   ی فریم تخمین زده شده قبل  و وضوح بالا  

  [55]  در پژوهشبر تبدیل معرفی شده    مبتنی و    [40]  رحله بر اساس رویکرد استفاده شده در این م  می پذیرد. 

 شده است. انجام

3-4-       𝐼𝑡−1
𝑒𝑠𝑡 = 𝑊𝑃(𝐼𝑡−1

𝑒𝑠𝑡 , 𝐹𝐻𝑅)      

اویر با ابعاد وضوح پایین می باشند  تص  SRNetورودی بلوک فراتفکیک پذیر    فضا به عمق:  تبدیل-گام چهارم

لذا به    می باشد.  HRدر حالی که خروجی گام سوم فریم تخمینی ماقبل حاوی اطلاعات شار نوری در ابعاد  

𝐼𝑡−1رحله قبل یعنی  جای کاهش مقیاس خروجی م
𝑒𝑠𝑡  را به    آن  ات می گرددکه منجر به از دست رفتن اطلاع

به عبارت دیگر پیکسل های اضافی در طول و    یل فضا به عمق نگاشت می دهیم.با استفاده از تبد    LRفضای  

خواننده می تواند جهت درک بهتر این    نگاشت می دهیم.  LRرا به بعد عمق در یک تصویر    HRعرض تصویر  

 مراجعه کند.  4-2عملیات به شکل 

4-4 -      𝑆𝑠: [0,1]𝑠𝐻×𝑠𝑊×𝐶 → [0,1]𝐻×𝑊×𝑠2𝐶 

 

 

 اطلاعات تبدیل فضا به عمق جهت تبدیل تصویر وضوح بالا به وضوح پایین بدون از دست رفتن  - 2-4  شکل

 
1 Warp 
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شار نوری    جهت استفاده از اطلاعات حاصل از  :کنونی  LRو فریم    قبلی  جمع فریم تخمینی-گام پنجم

کنونی یعنی     LRفریم  به  خروجی های مرحله قبل را  ،    SRNetبلوک    فریم قبلی قبل از فراتفکیک پذیری توسط 

𝐼𝑡
𝐿𝑅  فریم کنونی اعمال این عملیات موجب تولید می کنیم.  1تجمیعLR  اطلاعات فریم قبل   بوده که حاوی ای

 اشد. که با استفاده از شار نوری به دست آمده نیز می ب

5-4 -                      𝐼𝑡
𝑒𝑠𝑡 =  𝐼𝑡

𝐿𝑅 ⊕ 𝑆𝑠(𝐼𝑡−1
𝑒𝑠𝑡 )  

این    می شود. داده   SRNetبه شبکه    فریم به دست آمده از گام پنجم  فراتفکیک پذیری تصویر:-گام ششم

ل از شار نوری تحت  شبکه به فراتفکیک پذیری فریم کنونی از ویدیو می پردازد که پیش تر اطلاعات حاص

 ویدیو در آن ادغام شده است. عنوان اطلاعات پیوستگی زمانی 

6-4 -       𝐼𝑡
𝑒𝑠𝑡 = 𝑆𝑅𝑁𝑒𝑡(𝐼𝑡

𝑒𝑠𝑡) 

 متمایزگر شبکه  

𝐼𝑡نی  خروجی مرحله قبل یع 
𝑒𝑠𝑡    یک فریم فراتفکیک پذیر شده از ویدیو را نتیجه می دهد. هرچند به دلیل کسب

پس از تولید تصویر فراتفکیک پذیر شده آن را به  شبکه مولد  چه بهتر و خوشایندتر برای چشم انسان،  نتایج هر

𝐷𝜃𝐷  متمایزگرشبکه    روش پیشنهادی در  می دهد.    متمایزگر شبکه  
به نوعی طراحی می شود که با آموزش     

𝐷𝜃𝐷  متمایزگرشبکه مولد بتوان شبکه  
تواند تصویر فراتفکیک پذیر شده و تصویر  ن را به نوعی فریب داد که    

که خود یک شبکه آموزش پذیر می   متمایزگروظیفه شبکه به عبارت دیگر ا از یکدیگر تشخیص دهد. واقعی ر

نتیجه آنکه خروجی الگوریتم موجب تولید تصاویر    شبکه مولد می باشد.شده  باشد اعتبار سنجی تصویر تولید  

 سیار مطلوب می باشد. بسیار طبیعی و از لحاظ بصری ب

 شبکه های آموزش پذیر روش پیشنهادی می پردازیم. معماری شرح در بخش بعد به 

 
1 Concatenate 
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 معماری شبکه های آموزش پذیر روش پیشنهادی 

،  FNetت، روش پیشنهادی ما شامل سه بلوک آموزش پذیر به نام های مشخص اس   7- 3 شکلهمانگونه که در 

SRNet   وDiscriminator    ت:ادامه به شرح هر یک از این شبکه ها خواهیم پرداخ. در می باشد 

 𝑭𝑵𝒆𝒕شبکه  

قبل و بعد را بر عهده دارد که در نتیجه اطلاعات بهتر    LRاین شبکه وظیفه تخمین صحیح شار نوری بین فریم  

( فراهم می کند. معماری شبکه طراحی شده به شکل  SRNetو دقیق تری را برای شبکه آموزش پذیر بعدی )

3کرنل مورد استفاده  . استذیل  ×  Leakyتابع فعالساز  . ضریب نشتی گرفته شده است در نظر   stride=1و   3

ReLu    معماری شبکه    در نظر گرفته شده است.  0.2برابر باFNet    [40]مورد استفاده در این پژوهش بر اساس  

 می باشد.

 

 

 FNetمعماری شبکه    -3-4شکل  

 RNetSشبکه  

مشاهده    7- 3در شکل  این شبکه همزمان با شبکه قبل در حال یادگیری بازسازی تصاویر با کیفیت می باشد.  

فریم کنونی و اطلاعات به دست آمده از شار نوری فریم حال حاضر    LRورودی این شبکه تصویر    می کنیم که 

𝐼𝑡کنونی و    LRبین فریم  اسبی  در صورتی که ارتباط شار نوری من  SRNetرچند شبکه  و فریم قبل است. ه
𝑒𝑠𝑡 

𝐼𝑡پیدا نکند،  
𝑒𝑠𝑡     را نادیده گرفته و تنها به بازسازی فریم حال حاضر اکتفا می کند. به عنوان مثال اولین فریم
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  تنها به بازسازی فریم حال  SRNetی هستند که شبکه نواحمی شوند   1از هر ویدیو و یا نواحی که دچار انسداد

𝐼𝑡−1روش تشخیص این حالت ها، مقایسه فرکانس های پایین   حاضر می پردازد.
𝑒𝑠𝑡    با فریم کنونیLR    یعنی𝐼𝑡

𝐿𝑅  

𝐼𝑡−1  ،می باشد. در صورتی که تطبیقی بین این دو پیدا نشود، شبکه
𝑒𝑠𝑡  را    کنونی   فریم   اًصرف  را نادیده گرفته و

سید می تواند روی هر ویدیو و با هر اندازه  انی که کار آموزش شبکه به پایان رفراتفکیک پذیری می کند. زم

 ای اعمال گردد. 

تمام متصل استفاده می کند که  همگشتی  برابری از یک طراحی شبکه    4برای افزایش مقیاس    SRNetشبکه  

ایده طراحی معماری  می باشد.     stride=1و     3×3. کرنل مورد استفاده  استمیانی  باقیمانده    بلوک  10شامل  

 می باشد. [40]بر مبنای روش پیشنهاد شده در  SRNetشبکه 

 

 SRNetمعماری شبکه    -4-4شکل  

 

 متمایزگرشبکه معماری  

  ReLU=0.2ضریب نشتی  کمک گرفته ایم. به گونه ای که    [36]ما از معماری مقاله    مایزگر شبکه متجهت توسعه  

  همگشتی لایه    8این شبکه شامل    در حین آموزش اجتناب نموده ایم.  max-poolingدر نظر گرفته شده و از  

ضمن اینکه در  استفاده می کند.    VGGبکه  ( در ش 512به    64)از    2و با ضریب افزایشی     3×3بوده و از کرنل  

استفاده می شود که وضوح تصاویر تولید شده در هر گام که  (  1گسترده )با گام بیش از  واگشت  از  هر مرحله  

 
1 Occluded Areas 
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داده    1ه متراکم ویژگی نگاشت داده شده به دولای   512در نهایت    کاهش می دهد.را    ویژگی ها دو برابر می شود 

  طبقه بندی حتمال جهت  برای به دست آوردن یک مقدار ا  sigmoidفعال ساز    تابع از یک  شده و در نهایت  

 استفاده می کند. 

 

 

 Discriminatorمعماری شبکه   -5-4شکل  

 

 توابع هزینه  

  تابع هزینه ینه هستیم.  به  توابع هزینه نیازمند تابع و یا    HRدر الگوریتم پیشنهادی جهت بازسازی فریم های  

یری مورد استفاده قرار می گیرد مجموع مربعات خطا می باشد. هرچند به دلیل  مرسومی که در فراتفکیک پذ 

تابع  دیگری نیز استفاده می کنیم.    توابع هزینهمذکور در بازیابی بافت های با فرکانس بالا از    تابع هزینه ناتوانی  

 ی ست که در ادامه شرح خواهیم داد. اوابع هزینه تاز  وزن دار کل برابر مجموع   هزینه

 مجموع مربعات خطا ابع هزینهت 

( متداول ترین  Ground Truthو تصویر مرجع )  ی( بین تصویر تخمینMSEکمینه نمودن میانگین مربعات خطا )

   وشت: به شکل ریاضی نمی تواند به شکل ذیل   تابع هزینهروش مورد استفاده در فراتفکیک پذیری است. این 

 
1 Dense layer 
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𝐿𝑀𝑆𝐸 =  
1

𝑠2𝑊𝐻
∑ ∑ (𝐼𝑥,𝑦

𝐻𝑅 − 𝐼𝑥,𝑦
𝑆𝑅 )2𝑠𝐻

𝑦=1
𝑠𝑊
𝑥=1 4-7 -                                 

در بازیابی جزئیات فرکانس بالای تصویر  ،  PSNRعلی رغم افزایش    MSEحساس به پیکسل نظیر    توابع هزینه

دید ادراکی تصویر   بافت تصاویر را نرم کردن و لذا موجب کاهش MSEان ناتوان هستند. لذا حداقل نمودن میز

ما باشد و باید توابع دیگری که بتواند بر مشکل    تابع هزینهبه تنهایی نمی تواند    MSEمی گردد. نتیجه آنکه  

 ریف گردد. مذکور غلبه کند تع 

 1ادراکی تابع هزینه 

ا  تابع هزینه نام    دیگری به   تابع هزینه جهت غلبه بر مشکل مذکور از   ساس  ادراکی استفاده می کنیم که بر 

ادراکی از ثبات بهتری نسبت    تابع هزینهنشان داده که    [36]به دست می آید.    VGGنگاشت ویژگی های شبکه  

تابع  این  برخوردار بوده و لذا از محو شدگی تصویر جلوگیری می کند.    MSEبه فضای پیکسلی در مقایسه با  

نمایانگر نگاشت ویژگی   𝑖,𝑗∅می باشد. بر این اساس   VGG19شبکه  ReLUمبتنی بر لایه های فعال ساز  هزینه

تابع  می باشد. در نهایت    VGG19در شبکه    Maxpoolingامین لایه    iقبل از    پیچشامین    jبه دست آمده از  

𝐼𝑡ازسازی شده را بر اساس فاصله اقلیدسی بین ویژگی های تصویر ب هزینه
𝑆𝑅   و تصویر مرجع𝐼𝑡

𝐻𝑅      تعریف می

 این مفهوم را به شکل ریاضی نشان می دهد:  4-8  کنیم.

𝐿𝑃𝑒𝑟𝑐𝑒𝑝𝑡𝑢𝑎𝑙 =  
1

𝑊𝑖,𝑗𝐻𝑖,𝑗
∑ ∑ (𝜙𝑖,𝑗(𝐼𝐻𝑅)𝑥,𝑦 − 𝜙𝑖,𝑗(𝐼𝑆𝑅)𝑥,𝑦)2𝐻𝑖,𝑗

𝑦=1

𝑊𝑖,𝑗

𝑥=1  4-8-                

 

 

 

 

 
1 Perceptual loss function 
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 1یتخاصم تابع هزینه 

می توان به طبیعی کردن تصویر کمک نمود. این کار با فریب    تابع هزینه به    GANشبکه    2با افزودن بخش مولد 

مبنای مجموع احتمال شبکه ی تمایز بر روی تمامی  بر    4مولد   تابع هزینهرخ می دهد.    3شبکه متمایز کننده 

 می کنیم. بیان  4-9این مفهوم را به شکل ریاضی در   ی گردد. نمونه ها بیان م

𝐿𝐴𝑑𝑣𝑒𝑟𝑎𝑟𝑖𝑎𝑙 = ∑ −𝑙𝑜𝑔𝐷𝜙𝐷
(𝐺𝜙𝐺

(𝐼𝐿𝑅))𝑁
𝑛=1  4-9-                              

𝐷𝜙𝐷در این بخش  
(𝐺𝜙𝐺

(𝐼𝐿𝑅))     را به عنوان یک تصویر  ازی شده  تصویر بازس   شبکه متمایزگر  اینکهاحتمال

به    4-10را بیان می کند. خواننده توجه داشته باشد که جهت ساده سازی ، معادله    هد وضوح بالا تشخیص د

 نوشته شده است:  4-9شکل 

log [1 − 𝑙𝑜𝑔𝐷𝜙𝐷
(𝐺𝜙𝐺

(𝐼𝐿𝑅))]  4-10 -                                   

 TV نهتابع هزی 

ر دو مسیر افقی و عمودی تصویر به دست می آید.  مطلق تفاضل مقادیر پیکسل همسایه د  ابع از مجموعاین ت

نویز موجود در تصویر ورودی را نشان می دهد، حداقل نمودن آن به عنوان بخشی    TV  تابع هزینه به دلیل اینکه  

را می    TV  تابع هزینه دن آن گردد.  کل می تواند موجب کاهش نویز موجود در تصویر و نرم تر کر  تابع هزینهاز  

 :به صورت ریاضی نوشتل توان به شکل ذی

𝐿𝑇𝑉 =  
1

𝑊𝐻
∑ ∑ √(𝐺𝜃𝐺

𝐿𝑅𝑡𝑖,𝑗+1,𝑘
− 𝐺𝜃𝐺

𝐿𝑅𝑡𝑖,𝑗,𝑘
)2 + (𝐺𝜃𝐺

𝐿𝑅𝑡𝑖+1,𝑗,𝑘
− 𝐺𝜃𝐺

𝐿𝑅𝑡𝑖,𝑗,𝑘
)2𝐻

𝑗=0
𝑊
𝑖=0 4-11-      

 

 
1 Adversarial loss function 
2 Generative 
3 Discriminator 
4 Generative loss function   
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 Flow تابع هزینه 

را به    Flow  تابع هزینهر نوری موجود در تصویر اصلی با وضوح بالا )مرجع( موجود نیست.  به دلیل اینکه شا

𝐼𝑡صورت میانگین مربع خطای بین تصویر با وضوح پایین  
𝐿𝑅     و پیچش بین شار وضوح پایین𝐹𝐿𝑅     و تصویر با

𝐼𝑡−1وضوح پایین فریم قبل  
𝐿𝑅  .به دست می آوریم 

𝐿𝑓𝑙𝑜𝑤 = ||𝑊𝑃(𝐼𝑡−1
𝐿𝑅 , 𝐹𝐿𝑅) −  𝐼𝑡

𝐿𝑅||2
2  4-12 -                                           

 

 کل  تابع هزینه 

 : اشتخواهیم دفوق می باشد. لذا  توابع هزینه کل برابر مجموع وزن دار از   تابع هزینههمانگونه که بیان شد 

𝐿𝑡𝑜𝑡𝑎𝑙 = 𝛼 × 𝐿𝑀𝑆𝐸 + 𝛽 × 𝐿𝑃𝑒𝑟𝑐𝑒𝑝𝑡𝑖𝑜𝑛𝑎𝑙 + 𝛾 × 𝐿𝐴𝑑𝑣𝑎𝑟𝑠𝑖𝑎𝑙 + 𝛿 × 𝐿𝑇𝑉 + ϵ × 𝐿𝑓𝑙𝑜𝑤   4-13-            

 

 به پیاده سازی و ارزیابی نتایج خواهیم پرداخت.در فصل آینده 
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 پیاده سازی و ارزیابی نتایج 
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 مقدمه  

در  . همانطور که  و بررسی نتایج آن خواهیم پرداختاین فصل به پیاده سازی روش پیشنهادی ارائه شده    در

بوده و شامل دو مرحله یادگیری و آزمایش   عمیق شبکه هایروش پیشنهادی ما مبتنی بر ، اشاره شد  3فصل 

ای پیاده سازی روش پیشنهادی  در این فصل به معرفی سخت افزارها و نرم افزارهای استفاده شده بر   می باشد.

، نتایج به دست آمده و مقایسه روش پیشنهادی  دامه به معرفی پارامترهای استفاده شدهخواهیم پرداخت. در ا

 خود خواهیم پرداخت.  با سایر روش های هم رده

  سخت افزار و نرم افزار استفاده شده 

باشد لذا آموزش الگوریتم پیشنهادی نیازمند    شبکه آموزش پذیر می   3به دلیل اینکه روش پیشنهادی ما شامل  

 افزار قدرتمند و پیشرفته می باشد.سخت 

 سخت افزار  

Graphic: RTX 2060 Super 

Ram: 32GB 

CPU: Core i5 9600K 
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 نرم افزار  

پایتون  زبان  از طریق  الگوریتم  یادگیری ماشین     پیاده سازی  کتابخانه  افزار    Pytorchو  نرم    و   PyCharmدر 

 انجام گرفته است.  1سیستم عامل لینوکس اوبونتو 

Language: Python 3.7 

IDE: PyCharm 2020.2 

Machine Learning Library: Pytorch 

OS: Linux Ubuntu 

 

 مدل های شبیه سازی شده  

اند  آورده شده    [40]و    [36]مدل پیشنهادی با دو مدل دیگر که در مقالات  جهت بررسی بهتر در این پژوهش،  

 و نتایج آن در ادامه آورده خواهد شد. مقایسه شده 

 NGA  (SRGAN)توسط شبکه فراتفکیک پذیری تصویر  

و فریم کنونی مستقیماً توسط شبکه  حذف شده    FNetشبکه آموزش پذیر  (،  Gدر شبکه مولد )  ، در این مدل

SRNet  تخمین زده می شود. د( ر نهایت، فریم تخمینی به شبکه متمایزگرDداده )    می شود. این مدل بر مبنای

مدل مربوطه را به شکل بهتری توصیف می کند.    5- 1شبیه سازی و توسعه داده شده است. شکل    [36]مقاله  

 نامیده می شود.  SRGANمدل مذکور در ادامه پژوهش 

 

 
1 Linux Ubuntu 
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 SRGANوکی مدل  نمایش بل  - 15-5 شکل

 

)فراتفکیک  هم مشاهده می شود، مدل مربوطه مبتنی بر فراتفکیک پذیری تک فریم    5-1همانطور که در شکل  

تصویر(   فراتفکیک پذیر شده حاوی  پذیری  فریم  ویدیو، هر  در فراتفکیک پذیری  استفاده  بوده و در صورت 

 یم های ماقبل خود نخواهد بود.  اطلاعات فر

جهت مقایسه عادلانه، همانند مدل    SRGANمدل  در    Discriminatorو    SRNetآموزش پذیر  معماری شبکه های  

 پیشنهادی این پایان نامه در نظر گرفته و بدون تغییر مانده است.

 FNet (FRVSR )ویدیو به کمک شبکه ی فراتفکیک پذیری  

جهت فراتفکیک    FNetعمیق    ( را حذف نموده و صرفاً از شبکه GANمولد تخاصمی )در این مدل این بار شبکه  

انجام شده است. این شبکه در     [40]پذیری ویدیو استفاده می کنیم. شبیه سازی مدل مذکور بر مبنای مقاله 

 نشان می دهد.، مدل مربوطه را به شکل بلوکی  5- 2شکل  می شود. نامیده  FRVSRادامه 
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 FRVSRنمایش بلوکی مدل    - 2-5شکل  

 

هر فریم حاوی اطلاعات فریم  از فریم ماقبل خود نیز استفاده نموده و    FRVSR، مدل  SRGANبرخلاف مدل  

نامه در نظر  پیشنهادی پایان    همانند مدل  FNetمعماری شبکه  ماقبل خود می باشد )فراتفکیک پذیری ویدیو(.  

 غییر مانده است.گرفته شده و بدون ت

 FNet (FRGANVSR)و  GANفراتفکیک پذیری ویدیو با استفاده از شبکه  

جهت فراتفکیک پذیری استفاده می    GANو   FNetمدل پیشنهادی این پژوهش بوده که از ترکیب شبکه های  

خود  جهت فراتفکیک پذیری هر فریم از اطلاعات ما قبل    نامیده می شود و  FRGANVSRکند. مدل پیشنهادی  

جهت مقایسه دوباره آورده    5-3در شکل    FRGANVSRنیز استفاده می کند )فراتفکیک پذیری ویدیو(. مدل  

 شده است.
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 FRGANVSRنمایش بلوکی مدل    - 3-5شکل  

 جموعه دادهم 

ری تک فریمی بوده و لذا نیاز است که از  یک مدل فراتفکیک پذی  SRGANه پیش تر گفته شد مدل  همانطور ک 

برای   شده  انجام  سازی  شبیه  در  کنیم.  استفاده می  مدل  آموزش  تصویر جهت  داده  مدل  آموزش  مجموعه 

SRGAN  از مجموعه دادهDIV2K Dataset  [56] می باشد.تصویر با وضوح بالا   800مل استفاده نمودیم که شا   

 در حین یادگیری تولید می گردند.   LRتناظر فریم های م

 

 DIV2Kمجموعه داده   - 4-5شکل  
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مدل های مبتنی بر فراتفکیک پذیری ویدیو    FRGANVSRو    FRVSRبه دلیل آنکه مدل های    ر از طرف دیگ 

ارزیابی    آموزش جهت  هستند   استفاده نموده که در پروژه    Vimeo_TOFlow  مجموعه داده از    این دو مدل و 

TOFlow    دانشگاه  آزمایشگاه علوم کامپیوتر و هوش مصنوعیMIT  ویدیو    7800که حاوی    .[57]  انجام شده است

فریم ترتیبی می باشد. در حین    7شامل    ویدیوهر    می باشد.  Vimeo.comنمونه برداری شده از سایت    HRفریم  

 تولید می گردد.    ×4با مقیاس  LRیادگیری فریم های متناظر  وند ر

 

 Vimeo_toflowی  مجموعه داده  -1-5شکل  

 1راپارامترهاف 

1  نرخ یادگیریدر پروسه یادگیری الگوریتم از   ×  SRGANمدل  ه است.  استفاده شد   2   2و اندازه دسته   10−5

جدول ذیل    دوره آموزش دیده اند.  10در    FRGANVSRدوره و مدل    02در    FRVSR، مدل    3دوره   100در  

1انتخاب نرخ یادگیری    پارامترهای مورد استفاده در شبیه سازی ها را خلاصه نموده است. × مبتنی بر    10−5

بروز خطای حافظه گرافیک  باعث    2بوده است. ضمن آنکه اندازه دسته بیش از    [40 ,36]پژوهش های مرجع  

 می شد.

 

 
1 Hyper Parameter 
2 Batch size 
3 Epoch 
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 پارامترهای استفاده شده در مدل های شبیه سازی شده-1-5جدول  

 FRGANVSR FRVSR SRGAN نوع پارامتر/مدل 

1 ( Learning rateنرخ یادگیری ) × 10−5 1 × 10−5 1 × 10−5 

 2 2 2 ( Batch sizeاندازه دسته )

 10 20 100 (Epochs)تعداد دوره 

 

 توابع هزینه انتخاب ضرایب  

 کل مجموعه به صورت ذیل بیان می گردد:  تابع هزینه بیان گردید  3همانطور که فصل  

𝐿𝑡𝑜𝑡𝑎𝑙 = 𝛼 × 𝐿𝑀𝑆𝐸 + 𝛽 × 𝐿𝑃𝑒𝑟𝑐𝑒𝑝𝑡𝑖𝑜𝑛𝑎𝑙 + 𝛾 × 𝐿𝐴𝑑𝑣𝑎𝑟𝑠𝑖𝑎𝑙 + 𝛿 × 𝐿𝑇𝑉 + ϵ × 𝐿𝑓𝑙𝑜𝑤   4-1 -     

آورده شده است. انتخاب    4-2در جدول  استفاده شده در پیاده سازی روش پیشنهادی    توابع هزینه ضرایب  

انتخاب    [40 ,36]در پژوهش های  که به صورت تجربی  ضرایب به دست آمده بر اساس ضرایب بهینه انتخابی  

 شده است.

 ضرایب مورد استفاده در توابع هزینه روش پیشنهادی  - 2-5جدول  

 مقدار  نماد  تابع هزینه نوع 

 𝑴𝑺𝑬 𝛼 1  تابع هزینهضریب 

𝛽 6 ادراکی  تابع هزینهضریب  × 10−3 

𝛾 1 متخاصم  تابع هزینهضریب  × 10−3 

𝑻𝑽 𝛿 2  تابع هزینهضریب  × 10−8 

𝜖 1 شار نوری  بع هزینهتاضریب  × 10−4 

 

 نتایج فاز یادگیری  

 مدل مذکور انجام شده است.  3و برای   5-4بر اساس فراپارامترهای گفته شده در بخش یادگیری 

 دوره برای سه مدل به شکل ذیل می باشد:  10داده های به دست آمده به ازای 
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 SRGANنتایج فاز یادگیری برای مدل -3-5 جدول

Epoch 𝑮𝒍𝒐𝒔𝒔 𝑫𝒍𝒐𝒔𝒔 

1 0.04057 0.8480 

10 0.010908 1.003087 

20 0.00788 0.99724 

30 0.006952 1.001077 

40 0.007145 0.998149 

50 0.006208 0.999335 

60 0.005887 0.996082 

70 0.006482 0.996494 

80 0.00589 1.000897 

90 0.005846 1.003689 

100 0.00587 0.995858 

 

 

 FRVSRنتایج فاز یادگیری برای مدل -4-5 جدول

Epoch Train Loss Validation Loss 

1 0.141232 0.0822 

3 0.047753 0.0426 

4 0.039973 0.0366 

6 0.03267 0.0311 

8 0.028749 0.0278 

10 0.026654 0.0261 

12 0.02428 0.0238 

14 0.02286 0.0225 

16 0.021911 0.0235 

18 0.021188 0.0209 

20 0.020703 0.0206 
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 FRGANVSRبرای مدل   نتایج فاز یادگیری-5-5 جدول

Epoch 𝑮𝒍𝒐𝒔𝒔 𝑫𝒍𝒐𝒔𝒔 

1 0.012913 0.052605 

2 0.004902 0.013777 

3 0.003921 0.018282 

4 0.00329 0.010963 

5 0.00299 0.010437 

6 0.002827 0.007475 

7 0.002718 0.004358 

8 0.002626 0.004852 

9 0.002582 0.002541 

10 0.002515 0.002892 

 

 

 SRGANنتایج یادگیری مدل  

شامل دو بلوک جداگانه در آموزش هستند و لذا مقادیر آنها به شکل مجزا محاسبه    GANبر    مدل های مبتنی

دوره    100در    SRGANبرای مدل    𝐺𝑙𝑜𝑠𝑠بلوک مولد  هزینه  و    𝐷𝑙𝑜𝑠𝑠  متمایزگر بلوک  هزینه  مقادیر  شده است.  

 به شکل ذیل ارائه می گردد.  انجام شده و نتایج آن
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 SRGANدوره در مدل   100به دست آمده به ازای 𝑮𝒍𝒐𝒔𝒔 مقدار  - 5-5شکل  

 

 

 SRGANدل دوره در م   100به دست آمده به ازای 𝑫𝒍𝒐𝒔𝒔 مقدار    -6-5شکل  
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 FRVSRنتایج یادگیری مدل  

دوره یادگیری    20و در    FRVSRبرای مدل    Val Lossو    Train Lossتابع هزینه کل با عنوان    سازی،در این شبیه  

 رسم شده است. 5- 8و   5- 7در شکل های 

 

 FRVSRمدل   به دست آمده درTrain Loss مقدار    -7-5شکل  

 

 FRVSRبه دست آمده در مدل    Validation Lossمقدار  - 8-5شکل  
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 FRGANVSRتایج یادگیری مدل ن 

، هزینه بلوک مولد  𝐷𝑙𝑜𝑠𝑠مقادیر هزینه بلوک متمایزگر بوده و    GAN( مبتنی بر  FRGANVSRمدل پیشنهادی )

𝐺𝑙𝑜𝑠𝑠  امتیاز بلوک متمایزگر ،𝐷𝑠𝑐𝑜𝑟𝑒بلوک مولد   ، امتیاز𝐺𝑠𝑐𝑜𝑟𝑒   است. دوره انجام شده  10در 

 

 FRGANVSRدوره در مدل    10به دست آمده به ازای   𝑮𝒍𝒐𝒔𝒔مقدار  - 9-5شکل  

 

 FRGANVSRدوره در مدل   10دست آمده به ازای  به    𝑫𝒍𝒐𝒔𝒔مقدار   - 10-5شکل  
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 تایج فاز ارزیابین 

دو معیاری هستند که به صورت گسترده در سنجش کیفیت تصویر مورد استفاده قرار    SSIMو    PSNRمعیار  

به    PSNRمعیار  رد سنجش قرار گرفته است.  مو می گیرند. از این رو نتایج فاز ارزیابی بر اساس این دو معیار  

تور روشنایی،  که بر اساس سه فاک  SSIMمی تواند معیاری برای کیفیت مدل باشد. از طرف دیگر معیار  تنهایی ن

تباین و ساختار تصویر کیفیت تصویر را مورد سنجش قرار می دهد می تواند سنجش بهتری جهت بررسی  

 کیفیت بصری تصویر باشد.

 

 SRGANنتایج فاز ارزیابی برای مدل -6-5 جدول

Epoch PSNR SSIM 

1 15.5088 0.409119 

10 20.13852 0.594258 

20 22.78292 0.664766 

30 0.513835 0.695989 

40 22.98261 0.725179 

50 23.7602 0.733602 

60 22.86088 0.731118 

70 23.03681 0.732311 

80 23.74139 0.731898 

90 24.1747 0.734163 

100 23.64915 0.736538 
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 FRVSRنتایج فاز ارزیابی برای مدل  -7-5 جدول

Epoch PSNR SSIM 

1 21.2933 0.6829 

2 24.6569 0.7472 

4 26.6077 0.7954 

6 27.4255 0.8229 

8 27.9186 0.8393 

10 28.1787 0.8474 

12 28.3379 0.8507 

14 28.472 0.855 

16 28.608 0.857 

18 28.6853 0.8624 

20 28.6935 0.8638 

 

 

 

 FRGANVSRنتایج فاز ارزیابی برای مدل  - -58 جدول

Epoch PSNR SSIM 

1 24.11415 0.7272 

2 25.45516 0.7809 

3 26.96382 0.8091 

4 27.33324 0.8244 

5 27.73934 0.8335 

6 27.93827 0.8362 

7 28.12177 0.8466 

8 28.20049 0.8497 

9 28.35041 0.8510 

10 28.42268 0.8541 
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 SRGANر فاز ارزیابی مدل د  PSNRنتایج  - 11-5شکل  

 

 

 SRGANدر فاز ارزیابی مدل    SSIMنتایج    - 12-5شکل  
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 FRVSRدر فاز ارزیابی مدل    PSNRنتایج    -13-5شکل  

 

 

 FRVSRدر فاز ارزیابی مدل   SSIMنتایج - 14-5شکل  
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 FRGANVSRدر فاز ارزیابی مدل    PSNRنتایج  - 15-5شکل  

 

 

 FRGANVSRدر فاز ارزیابی مدل   SSIMنتایج  - 16-5شکل  
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 ارزیابینتیجه گیری  

ررسی آورده شده است. جهت مقایسه عادلانه به دلیل آنکه مدل  نهایی در ادامه جهت ب  SSIMو    PSNRنتایج  

FRGANVSR    دوره آموزش داده شده است و از طرف دیگر مدل    10طیFRVSR    توسط مجموعه داده یکسان

برای  به معنای نتایج    FRVSR10را به دو قسمت    FRVSRدوره آموزش داده شده است. نتایج برای مدل    20طی  

 دوره تقسیم می کنیم.   20به معنای نتایج برای  FRVSR20( و FRGANVSR مدل بادوره )دوره یکسان   10

 

 مقایسه نتایج فاز ارزیابی مدل ها -9-5 جدول

Model PSNR SSIM Epochs 

SRGAN 23.6491 0.7365 100 

FRVSR10 28.1787 0.8474 10 

FRVSR20 28.6935 0.8638 20 

FRGANVSR 28.4227 0.8541 10 

 

  FRVSRبا    ( در تعداد دوره یکسانFRGANVSRپیشنهادی )مشاهده می کنیم، مدل    9- 5همانطور که در جدول  

، مدل  20دورهنسبت به سایر مدل ها برتری دارد. هرچند در تعداد    SSIMو چه از لحاظ    PSNRچه از لحاظ  

FRVSR   مدل    د برجای گذارد. توانسته نتایج بهتری را از خوSRGAN    100با تعداد دوره    مدل ها   سایراز ،  PSNR  

 شته است.پایین تری دا SSIMو 

 نتایج آزمایش 

  هت نیل به این هدف از مجموعه داده جدر این بخش به آزمایش مدل های آموزش داده شده می پردازیم.  

Vid4  دیو به نام های  کنیم که هر کدام شامل مجموعه ای از فریم های وی  استفاده میCalendar, City, Foliage, 

Walk .انجام شده است.ویدیوها برابری  4نتایج آزمایش بر مبنای افزایش مقیاس   می باشند 
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 Vid4مجموعه داده - 17-5شکل  

 

 SSIMو  PSNRا بر اساس دو معیار مقایسه مدل ه 

  FRVSR20و  FRVSR10را به دو بخش  FRVSRابی جهت مقایسه عادلانه بین مدل ها، مدل همانند بخش ارزی

 داشت. FRGANVSRتقسیم بندی کردیم که بتوان مقایسه بهتری با 

 Vid4مجموعه داده  در آزمایش  PSNRنتایج  -10-5جدول  

Average Walk Foliage City Calendar Model/Dataset 
28.73.05 29.1216 28.5501 28.3725 28.8777 SRGAN 
29.5070 30.4557 28.9026 29.5717 29.0981 FRVSR10 

29.5579 30.5609 28.9247 29.6453 29.1009 FRVSR20 

29.5675 30.5973 28.9264 29.6152 29.1311 FRGANVSR 
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 Vid4در آزمایش مجموعه داده    SSIMنتایج    -11-5جدول  

Average Walk Foliage City Calendar Model/Dataset 
0.6372 0.7683 0.6098 0.5855 0.5853 SRGAN 
0.6393 0.7643 0.6275 0.5920 0.5736 FRVSR10 

0.6407 0.7657 0.6293 0.5931 0.5748 FRVSR20 

0.6434 0.7678 0.6375 0.5825 0.5858 FRGANVSR 

 

عملکرد بهتری نسبت به سایر مدل ها داشته است.   SSIMو  PSNRمدل پیشنهادی بر اساس هر دو معیار 

ست،  در تعداد دوره برابر غلبه کرده ا  FRVSRمدل پیشنهادی، نه تنها بر مدل نکته جالب توجه اینست که  

 .دوره آموزش داشته است  20با  FRVSRبلکه عملکرد بهتری نسبت به مدل 

 کیفیت بصری  

به دلیل تشابه  در این آزمایش عملکرد روش پیشنهادی را بر مبنای کیفیت بصری مورد آزمایش قرار می دهیم.  

شوار بوده و  دبرابری توسط چشم    4فراوان مدل های مورد مقایسه، کیفیت بصری نتایج در افزایش مقیاس  

در این آزمایش تصویر اصلی    وجی جهت مقایسه بزرگنمایی شدند.بدین منظور برخی بافت های تصاویر خر

(Ground Truth( دوخطی  یابی  درون  روش  به  شده  بزرگنمایی  تصویر   ،)Bilinear  روش  ،)SRGAN  روش  ،

FRVSR10 روش ،FRVSR20   و روش پیشنهادیFRGANVSR .مقایسه شده اند 

به به کار رفته در مدل ها کیفیت تصاویر به سختی  که در تصاویر پیداست، به دلیل الگوریتم های مشا  همانطور

شد  پذیر  فراتفکیک  تصاویر  کلی  طور  به  اما  هستند  یکدیگر  به  نسبت  تفکیک  پیشنهادی  قابل  روش  به  ه 

(FRGANVSR.از جزئیات و تباین بهتری برخوردار هستند ) 
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 Calendarل ها برای داده مدمقایسه بصری - 18-5شکل  

، SRGANمدل  - (3درون یابی دو خطی، تصویر )  - (2تصویر )،  (Ground Truth) وضوح بالاتصویر    - ( 1تصویر ) 

 )مدل پیشنهادی(   FRVSRGANمدل  - (6، تصویر ) FRVSR20مدل -(5، تصویر )FRVSR10مدل  -(4تصویر ) 
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 Cityمقایسه بصری مدل ها برای داده   -19-5ل  شک

، SRGANمدل  - (3درون یابی دو خطی، تصویر )  - (2(، تصویر )Ground Truth) وضوح بالاتصویر    - ( 1تصویر ) 

 پیشنهادی( )مدل   FRVSRGANمدل  - (6، تصویر ) FRVSR20مدل -(5، تصویر )FRVSR10مدل  -(4تصویر ) 
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 Foliageمقایسه بصری مدل ها برای داده   -20-5شکل  

، SRGANمدل  - (3درون یابی دو خطی، تصویر )  - (2(، تصویر )Ground Truth) وضوح بالاتصویر    - ( 1تصویر ) 

 )مدل پیشنهادی(   FRVSRGANمدل  - (6، تصویر ) FRVSR20مدل -(5، تصویر )FRVSR10مدل  -(4تصویر ) 
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 Walkمقایسه بصری مدل ها برای داده    - 21-5شکل  

، SRGANمدل  - (3درون یابی دو خطی، تصویر )  - (2(، تصویر )Ground Truthتصویر وضوح بالا )  - ( 1تصویر ) 

 ( )مدل پیشنهادی   FRVSRGANمدل  - (6، تصویر ) FRVSR20 مدل-(5، تصویر )FRVSR10مدل  -(4تصویر ) 
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 زمانی مشخصه  

.  ز مورد بررسی قرار دادعملکرد روش پیشنهادی را می توان از دیدگاه پیوستگی زمانی بین فریم های ویدیو نی

)یا  از عرض    به اندازه یک پیکسل  تعداد مشخصی از فریم ها را به صورت پیوسته با برش مشخصی بدین منظور  

نیز  بتوان پیوستگی فریم ها را از دیدگاه بصری  داده تا    قرار  ارتفاع( به صورت افقی )یا عمودی( در کنار هم

( و تصویر وضوح بالا  FRGANVSR، مدل پیشنهادی )FRVSR10، مدل  GAN. نتایج برای مدل های  اندازه گرفت

(Ground Truth  )  است.    4-26در شکل شده  بینیم  رسم  می  که  )همانطور  پیشنهادی  (  FRGANVSRروش 

نسبت به سایر روش    FRVSRاز دیدگاه بصری پیوستگی زمانی روش  هایی می باشد.  همچنان دچار ناپیوستگی  

عملکرد    SRGANنسبت به روش    FRGANVSRها عملکرد بهتری را از خود بر جای گذاشته اما روش پیشنهادی  

به طور کلی روش پیشنهادی توانسته تعدیلی    نشان می دهد.بهتری را در خصوص مشخصه پیوستگی زمانی  

 ی و کیفیت بصری مناسب ارائه نماید. ظ پیوستگی زمانبین حف

 

 Walkبرای داده    مدل مختلف   4مقایسه مشخصه زمانی در بین    -22-5شکل  
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 در یک فریم ویدیوییپیشنهادی بررسی مدل  

برابر   4ازیم. مدل پیشنهادی در مقیاس ه بررسی مدل پیشنهادی در یک فریم ویدیویی می پرددر این بخش ب

  4را با افزایش مقیاس    180x320بررسی شده است. جهت این بررسی قصد داریم که یک ویدیوی با اندازه  

تبدیل    720x1280اندازه  با    HDبرابری با مدل پیشنهادی فراتفکیک پذیری نموده و آن را به یک ویدیوی  

 کنیم.  

 Groundتهیه شده است تا به عنوان فریم مرجع )  720x1280یعنی    HDیت  همچنین ویدیوی اصلی نیز در کیف

Truth  180( از آن استفاده گردد. جهت مقایسه بهتر در کنار فراتفکیک پذیری انجام شده، فریم با اندازهx320  

 زرگ گرده ایم.برابر ب 4دومکعبی تا را با استفاده از درون یابی 

(، فریم درون یابی  Ground Truthنوان نمونه و برای سه حالت فریم اصلی )نتایج برای سه فریم از ویدیو به ع

ادامه آورده  ( در  FRGAN-VSR( و فریم فراتفکیک پذیر شده با روش پیشنهادی )Bicubic Interpolationشده )

 شده است.

لای تصاویر  هادی تا حد بسیار خوبی توانسته جزئیات فرکانس باج مشخص است، روش پیشنهمانطور که در نتای

 را بازیابی نموده و بافت تصاویر را تا حد امکان حفظ نماید.

 اقدام نمود.  نیز HD( از روی یک ویدیو 2160x4096)  4Kاز روش پیشنهادی می توان جهت تولید محتوای 
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 ( 3)روش درون یابی دومکعبی و    (2) روش پیشنهادی  -(  1لا ) وضوح بامقایسه فریم    -  1فریم نمونه    - 23-5شکل  
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 ( 3یابی دومکعبی )( و روش درون  2روش پیشنهادی )  -(  1مقایسه فریم وضوح بالا )   -2فریم نمونه    - 24-5شکل  
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 ( 3( و روش درون یابی دومکعبی )2روش پیشنهادی )  -(  1مقایسه فریم وضوح بالا ) -  3فریم نمونه   - 25-5ل  شک
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 ( 3( و روش درون یابی دومکعبی )2)  روش پیشنهادی - ( 1مقایسه فریم وضوح بالا )-  4فریم نمونه    - 265-5 شکل
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 ( 3( و روش درون یابی دومکعبی )2روش پیشنهادی )  -(  1مقایسه فریم وضوح بالا ) -  5فریم نمونه  - 27-5شکل  
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 ویدیوی چندفریمی بررسی مدل پیشنهادی در یک  

نامه به نمایش  ویدیو اعمال نمودیم. جهت نمایش نتایج در پایان    در این آزمایش مدل پیشنهادی را روی یک 

 فریمی ارائه شده است. 5ویدیوی   5نتایج این آزمایش برای   اکتفا نمودیم.فریم از هر ویدیو  5

ابعاد   دارای  ویدیو  بزرگنمایی   64x112هر  با  بوده که  به    4پیکسل  را  آن  نمودیم.    256x448برابری  تبدیل 

فریم از ویدیوی    5با    ،روش پیشنهادی فراتفکیک پذیری انجام شده به    ،جهت مقایسه بهتر  9-4همانند بخش  

 ( و بزرگنمایی به روش درون یابی دومکعبی مقایسه شده است. Ground Truthاصلی )

یشنهادی را با درون یابی دومکعبی با استفاده از  در این آزمایش علاوه بر مقایسه بصری انجام شده، روش پ

ویدیو به شکل فریم به فریم نسبت به ویدیوی   PSNRمقایسه نموده ایم. جهت نیل به این هدف،  PSNRمعیار 

های به دست آمده    PSNRکل ویدیو بر اساس میانگین گیری از    PSNRاصلی اندازه گیری شده است. در نهایت  

ر هر شکل آورده شده  به دست آمده به ازای هر ویدیو در زی   PSNRست آمده است.  از تک تک فریم ها به د

  PSNRوش پیشنهادی علاوه بر وضوح بصری بالاتر نسبت به روش درون یابی، از  است. همانطور که می بینیم، ر

ات فرکانس  علاوه بر این جزئی  بالاتری در کلیه ویدیوهای مقایسه شده نسبت به روش درون یابی برخوردار است.

تاری تصویر  از    برابری   4 و برخلاف درون یابی، با بزرگنمایی  بالا و بافت تصاویر در روش پیشنهادی حفظ شده 

 شده است. جلوگیری 
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 روش پیشنهادی ، روش درون یابی دومکعبی و فریم اصلی   PSNRمقایسه   -  1ویدیو نمونه - 28-5شکل  
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 یشنهادی ، روش درون یابی دومکعبی و فریم اصلی روش پ  PSNRمقایسه   -  2ویدیو نمونه  - 29-5شکل  
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 روش پیشنهادی ، روش درون یابی دومکعبی و فریم اصلی   PSNRمقایسه   -  3ویدیو نمونه  - 30-5شکل  
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 روش پیشنهادی ، روش درون یابی دومکعبی و فریم اصلی   PSNRیسه  مقا -  4ویدیو نمونه - 31-5شکل  
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 روش پیشنهادی ، روش درون یابی دومکعبی و فریم اصلی   PSNRمقایسه   -  5ویدیو نمونه  - 32-5شکل  

 



97 
 

  

 وهش های آینده و پژ  نتیجه گیری
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 ملاحظات 

جدیدترین روش های مورد استفاده در الگوریتم  هش به معرفی روشی پرداختیم که با استفاده از  در این پژو

نگارنده در مطالعه و توسعه مدل پیشنهادی  پردازد.  ب به فراتفکیک پذیری ویدیو  های فراتفکیک پذیری بتواند  

 ست:موارد ذیل را در نظر داشته ا 

 استفاده از شبکه های عمیق  

بیان شد، الگوریتم ها و رویکردهای گوناگونی جهت حل مسئله فراتفکیک پذیری مورد    2  همانطور که در فصل

از    ی شبکه های عمیقالگوریتم هااستفاده قرار گرفته است. در پژوهش حال حاضر سعی شد که از جدیدترین  

 گردد. لد تخاصمی استفاده جمله شبکه های عمیق پیچشی و شبکه های مو 

 کارآمد  ده از توابع هزینهاستفا 

چند  ترکیب  از  کردیم  سعی    ،تابع هزینه مجموع مربع خطا در مدل فراتفکیک پذیرضعیف  کارایی  با توجه به  

. بدین منظور به جای استفاده از مجموع مربع خطا به  استفاده کنیمعملکرد بهتر  به برای دستیابی  تابع هزینه  

 . کردیمنه در مدل استفاده  چندین تابع هزی  ار دتابع هزینه، از مجموع وزن ها تنعنوان 

 مدلی مبتنی بر فراتفکیک پذیری ویدیو  

یکی از فاکتورهای اساسی در توسعه مدل پیشنهادی بوده است. نگارنده با علم به این    ویدیوفراتفکیک پذیری  

لاعات موجود در  ر فراتفکیک پذیری تصویر، از اطموضوع به دنبال رویکردی بود که علاوه بر کیفیت مطلوب د

یم های موجود دیگر نیز استفاده نماید. بدین منظور از یک شبکه آموزش پذیر مبتنی بر شار نوری استفاده  فر

شد که بتوان اطلاعات فریم های قبل را با فریم کنونی تلفیق نمود و نتایج پیوسته بهتری را در ویدیو کسب  

 نمود. 
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 برابر   4 بزرگ نماییوب در عملکرد مطل 

دم تناسب پیشرفت نمایشگرهای مدرن و محتوای متناسب با این گونه نمایشگرها بنا این پژوهش منطبق بر ع

  4Kبه بیان دیگر نمایشگرهای حال حاضر توانایی نمایش محتواهایی با وضوح بسیار بالا نظیر  نهاده شده است.

یار پایین تر می  با وضوح بس  یایشگرهاینمبا  ی تولیدی موجود منطبق  را دارند. در صورتی که اکثر محتوا  8Kو  

برابر به حل این موضوع کمکی نکرده و نیاز به پیشنهاد روشی بود که قادر به بزرگنمایی    2لذا بزرگنمایی    باشند.

که از    ( GAN)  شبکه های مولد تخاصمی نگارنده با علم به این موضوع از    برابر با کیفیت مطلوب باشد.  8تا    4

کرده است که  قلابی دهه اخیر در یادگیری ماشین نام برد استفاده  ن یکی از ایده های انآن می توان به عنوا

 دارا می باشند. با کیفیت مطلوب و قابل توجه برابری را  8تا  4توانایی بازسازی تصاویر با بزرگنمایی 

 نتیجه گیری  

ب  معرفی یک چهارچو  بر   ی مبتنبلکه    وعملکرد یک مدل    نه بر اساس بهبودروش پیشنهادی این پایان نامه  

جهت مطالعات  می تواند به عنوان مرجعی  علاوه بر قابلیت استفاده در کاربردهای گوناگون،  که    بود گسترده  

مدل پیشنهادی دربردارنده سه شبکه ی مبتنی بر یادگیری عمیق و محاسبه گر    آتی مورد ملاحظه قرار گیرد.

  به عنوان یکی از مدل های مدرن،  انستا رویکرد شبکه های مولد تخاصمی ارائه گردید و توشار نوری بوده و ب

ارائه دهد. قابل توجهی را  ق  نتایج  قابل توجه و عملکرد قابل  بول،  هرچند مدل پیشنهادی علی رغم کیفیت 

الا و پردازش همچنان از پیچیدگی محاسباتی رنج می برد و جزو مدل های مبتنی بر یادگیری با محاسبات ب

 سنگین قلمداد می گردد. 
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 آینده پژوهش های  

بخش   در  که  که    2-5همانطور  بود  گسترده  چهارچوب  یک  معرفی  بر  مبتنی  پیشنهادی  مدل  شد،  بیان 

در این بخش به معرفی ایده هایی جهت بهبود مدل پیشنهادی می  ثرند.  پارامترهای فراوانی در عملکرد آن مو

   گردند.مطالعات آتی لحاظ  در توانند پردازیم که می 

 توسعه مجموعه داده  

مجموعه داده    بهترین آموزش دیده که البته از    Vimeo_toflowمجموعه داده    اساس   صرفاً بر پیشنهادی    روش 

بهتر  و یادگیری    جهت بهبود مدل  می باشد.ویدیو  های قابل استفاده در آموزش شبکه های فراتفکیک پذیر  

ازشبکه   توان  داد  می  متفاوتی  مجموعه  های  شامل    Holopix50k  [58]نظیر  ه  جزو    50.000که  و  تصویر 

 نمود. استفاده فراتفکیک پذیری می باشد،  در  موجود ه جدیدترین و بزرگترین مجموعه های داد 

 شبکه ها  افزایش طول دوره آموزش 

ی  قابل قبولی را ارائه می دهد. می توان آن را برا دوره آموزش دیده و با این حال نتایج  10مدل پیشنهادی در 

مدل  کیفیت  ، افزایش  دوره   10نتایج به دست آمده تا    دوره های بیشتری جهت افزایش کیفیت آموزش داد. 

 بسیار محتمل می داند.با افزایش طول دوره ها را پیشنهادی 

 توابع هزینهبهینه سازی  

استفاده    از توابع هزینه گوناگون به جای مجموع مربعات خطاد مدل پیشنهادی جهت بهبود کیفیت خود  هرچن

مطالعه بر روی  کرده است. اما از سوی دیگر این ایده، باری اضافی را به پردازش های مدل تحمیل کرده است. 

 یی جهت تحقیقات آتی باشند.توابع هزینه بهینه با حفظ کیفیت مدل و کاهش بار محاسباتی می تواند مبنا

 



101 
 

 فراپارامترهازی بهینه سا 

ه در مدل پیشنهادی خصوصاً ضرایب مورد استفاده در توابع هزینه موجب شد  تعدد فراپارامترهای مورد استفاد

نپردازد. پژوهش های آتی می تواند مبتنی    بهینه  توابع هزینهضرایب  که پژوهش حال حاضر به بررسی عمیق تر  

 فراپارامترها باشند. و سایری ضرایب انتخابی توابع هزینه بر بهینه ساز

 پذیر بهینه سازی شبکه های آموزش 

تعدد شبکه های آموزش پذیر، پژوهشگر را بر آن می دارد که به بهینه سازی شبکه های آموزش پذیر پرداخته  

با   بپردازد.   تغییرو  ارتقا کیفیت مدل پیشنهادی  به  های صورت گرفته در    1بده و بستان    معماری شبکه ها 

که می تواند به شکل گسترده ای  پردازش های محاسباتی از جمله مواردی ست  حجم ل و خصوص کیفیت مد 

 مورد مطالعه قرار گیرد.  پیشنهادی، در شبکه های مدل

 سایر  

 می توان به بهبود چهارچوب الگوریتم نیز اقدام نمود.   ود مدل پیشنهادی علاوه بر ملاحظات فوق جهت بهب

رای یک ناظر  نسبت به تصاویر پس زمینه به خود جلب می کنند و بتوجه بیشتری را    2اشیای جلوی صحنه 

جهت بهبود این کیفیت بصری می توان شیوه الگوریتم را به نوعی    انسانی از اهمیت بالاتری برخوردار است.

یر موارد موجود  تغییر داد که به جای یک فریم از چندین فریم جهت دریافت جزئیات اشیا اقدام نماید و برای سا

م دغدغه پردازش اضافی مد نظر قرار می گیرد و هم از  ر صحنه از یک فریم استفاده کند. در این رویکرد هد

 د. جزئیات بهتری در خصوص اشیای جلوی صحنه برخوردار خواهیم ش 

 

 
1 Trade-off 
2 Foreground 
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Abstract 
Nowadays, having high quality images and videos is undoubtedly of a matter of importance. 

Super-Resolution technique is a software approach within the scope of signal processing, 

employed for enhancing the quality of an image by increasing the number of pixels along with 

decreasing the noise. In this technique, a high-resolution image will be created from one or 

multiple low-resolution images .In this thesis, we will introduce a video super-resolution method 

founded on learning approach and based on a convolutional neural network, in which a trainable 

Optical Flow network is used for gathering the information between the current frame and the 

previous one. The extra information received from the Optical Flow network, will be added to 

the current low-resolution frame. Afterward, this data will be sent to the Super-Resolution block 

where the current frame is super-resolved by a deep neural network. finally, the reconstructed 

high-resolution frame as a generator block will be given to a discriminator block in a Generative 

Adversarial Network (GAN) framework which will finally result in presenting a Photo-Realistic 

Super-Resolved frame . 

The suggested approach, taken through using three trainable blocks, employing convolutional 

neural networks, receiving data from Optical Flow and applying Generative Adversarial 

Networks, has succeeded in magnifying the video 4 times without any conspicuous reduction 

in quality. 

In the end, the proposed model (FRGAN-VSR) was compared with the SRGAN model 

(Omitting Flow Network from the proposed method) and also FRVSR (Removing Generative 

Adversarial Network from our model) and evaluated in the Training, Evaluating and Testing 

phases. To assess the visual quality, we tested our model based on PSNR and SSIM 

measurements. The proposed model has also been tested in a few sample frames along with a 

few multi-frame videos. Furthermore, we analyzed the temporal profile of the model and 

compared its temporal consistency with other models. The evaluations and comparison with 

previous methods demonstrate that the proposed model can outperform the current state of the 

art.   

 

Keywords: Super-Resolution, Video, Resolution, Convolutional neural network, Optical Flow, GAN



 

 

 

Shahrood University of Technology 

 

Faculty of Electrical Engineering 

M.Sc Thesis in Communication Systems Engineering 

 

Super-Resolution in HD Video by using Deep Networks  

By: Ali Mozafari 

 

Supervisor: 

Dr. Hossein Khosravi 

 

 

 

 

 

 

January 2021 


