
 

 

 

 

 

  



 ب

 

 

 مهندسی برق و رباتیکدانشکده 

 برق گرایش مخابرات سیستمی مهندسی رشته

 

 کارشناسی ارشد نامهپایان

 

 حذف نويز تصوير با استفاده از شبكه عصبي همگشتي عميق

 

 دانیال لطفینگارنده: 

 

 راهنما:استاد 

 دکتر حسین خسروی

 

 

 

  9311آذرماه 



 ج

 

  

 تقدیم به

 مادرم

 دبند وجودم را میساز بندکه کنارم نیست اما یادش 

 مادرم

 که کنارم نیست اما یادش بند بند وجودم را میسازد



 د

 

 

 

 

 کنم از استاد ارجمندم، جناب دکتر خسرویتشکر می

 های سست مرا استوار کردندکه گام

  



 ه

 

 

 برق مخابرات سیستم، دانشکده برق دانشجوی دوره کارشناسی ارشد رشته  دانيال لطفياینجانب 

وشن بازسازی تصویر با استفاده از شبکه عصبی کانولبا موضوع  نامهپایاندانشگاه صنعتی شاهرود نویسنده 

 شوم:متعهد می حسین خسرویتحت راهنمایی دکتر  عمیق

  است و از صحت و اصالت برخوردار است. شدهانجامتوسط اینجانب  نامهپایانتحقیقات در این 

 استناد شده است. مورداستفادههای محققان دیگر به مرجع در استفاده از نتایج پژوهش 

  تاکنون توسط خود یا فرد دیگری برای دریافت هیچ نوع مدرک یا امتیازی در هیچ  نامهپایانمطالب مندرج در

 جا ارائه نشده است.

 نعتي دانشگاه صو مقالات مستخرج با نام  استیه حقوق معنوی این اثر متعلق به دانشگاه صنعتی شاهرود کل

 به چاپ خواهد رسید. Shahrood University of Technologyو یا شاهرود 

  ز در مقالات مستخرج ا اندبودهتأثیرگذار  نامهپایانحقوق معنوی تمام افرادی که در به دست آمدن نتایج اصلی

 گردد.عایت میر نامهپایان

 است ضوابط  شدهاستفادهها( های آن، در مواردی که از موجود زنده) یا بافتنامهپایاناین  در کلیه مراحل انجام

 و اصول اخلاقی رعایت شده است.

  شدهدهاستفادسترسی یافته یا ، در مواردی که به حوزه اطلاعات شخصی افراد نامهپایاندر کلیه مراحل انجام این 

 ط و اصول اخلاق انسانی رعایت شده است.است اصل رازداری، ضواب

                                                      

 :  تاريخ

 امضاء دانشجو

 

 تعهدنامه

 مالكيت نتايج و حق نشر

 افزارها و، نرماییانهراهای کلیه حقوق معنوی این اثر و محصولات آن)مقالات، مستخرج، کتاب، برنامه 

 نحو مقتضی در به. این مطلب باید است( متعلق به دانشگاه صنعتی شاهرود شدهساختهتجهیزات 

 تولیدات علمی مربوطه ذکر شود.

 

  یستنبدون ذکر مرجع مجاز  نامهیانپااستفاده از اطلاعات  نتایج موجود در. 



 و

 

 

 چكيده

 یصمثل تشخ یمختلف یکاربردها یها براروزمره ما دارند و از آن یدر زندگ ینقش مهم یرتصاو

ه ک نویز یک سیگنال نامطلوب است .شودیاستفاده م یریو نظارت تصو یومتریکب یتاحراز هو یاء،اش

ی یله دلا، باوقات گاهی .شودمیباعث ایجاد یک تغییر تصادفی از مقادیر رنگ یا روشنایی در یک تصویر 

 حذف .شوندیم آغشته یزبه نو یر، تصاونویزیکانال  یکو انتقال در  یندورب یگرهاحسنقص در مانند 

 یکبه  ینااست؛ بنابر یرتصو یکپنهان و باارزش در  یاتجزئ یابیو باز یتتقو یبرا یاساس یازن یکنویز 

 است. یازن یرتصو یزحذف نو یروش کارآمد برا

 حذف نویز تصویر یینهدرزمتوجه زیادی را  ،عمیق همگشتیهای عصبی شبکههای اخیر، در سال

برای  همگشتیآموزش یک شبکه  کهایناول دو مشکل وجود دارد:  حالاین با. اندبه خود جلب کرده

د و رونشبکه به حالت اشباع می های عمیقبیشتر قسمت کهآنحذف نویز بسیار مشکل است و دوم 

( Autoencoderاز نوع خودرمزنگار )امه، یک شبکه جدید ندر این پایان دهد.محوشدگی گرادیان رخ می

تفاده اسعرض افزایش عمق، از افزایش  جایبه در این شبکه به منظور استخراج ویژگی،است.  شدهطراحی

 کنیم که باعث افزایشترکیب می باهم چپ و راستشبکه  صورتبه. در این روش دو شبکه را کنیمیم
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 مقدمه - فصل اول 
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 مقدمه 1-1
مثل برای کاربردهای مختلفی  هاآناز تصاویر دیجیتال نقش مهمی در زندگی روزمره ما دارند و 

از  وانندتمیبهتر تصاویر . شودیم استفادهنظارت تصویری  اشیاء، احراز هویت بیومتریک و تشخیص

اطلاعات مختلف کمک کنند و درصد بیشتر  و اتفاقاتاطلاعات دیگر به انسان در درک حوادث 

ت تاثیر حت. تصاویر تحت شرایط مختلف شودمیتوسط انسان از طریق حس بینایی کسب  شدهکسب

 . گیردنویز قرار می

که باعث ایجاد یک تغییر تصادفی از مقادیر رنگ یا روشنایی در  نویز یک سیگنال نامطلوب است 

دوربین  گرهایحسنقص در یا در طی فرآیند انتقال تصویر  تواندمینویز . [1] شودمییک تصویر 

ت نیاز اساسی برای تقوی یکآنحذف ، بنابراین قرار دهدخود  تأثیرتحت  را مدنظرو تصویر  یجادشدها

 در یک تصویر است. باارزشو و بازیابی جزئیات پنهان 

و هدف  کند سازیشبیهه تلاش دارد، هوش انسان را کاز علم رایانه است  ایشاخه 9هوش مصنوعی

ته داشرا  که نیازمند هوش انسان است یاست که توانایی انجام وظایف هاییماشیناصلی آن تولید 

 حوزه در ،ازجملهوژی لونمختلف تک هایتوان از کاربرد آن در زمینهمی. اهمیت هوش مصنوعی را باشد

نوعی هوش مص هایسیستمدانست.  هاداده، آموزش، اقتصاد، تولید، امنیت و تفسیر وکارکسبسلامت، 

یاد بگیرند و آموزش ببینند. یادگیری  توانندمی [2] 3و یادگیری عمیق .یادگیری ماشین به کمک

پس از و  گیردمیصورت  های دادهاز هوش مصنوعی است، با مشاهده ایزیرمجموعهکه  ماشین

 ودکارخیادگیری یادگیری ماشین، هدف  کند.را حل میمسئله و کرده  گیریاستخراج ویژگی، تصمیم

 نیز زیرمجموعه . یادگیری عمیقهاستدادهبر اساس مشاهدات و  صرفاًبدون دخالت و کمک انسان و 

این یادگیری برگرفته از مغز انسان است که در  یهوش مصنوعی و یادگیری ماشین است که الگو

از یادگیری عمیق ارائه  یبیشترجزئیات  3در فصل  دهد.مینجام عمل یادگیری را ا ایسطح پیچیده

                                                 
9 Artificial intelligence 

. Machine Learning 

3 Deep learning 
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 خواهد شد.

 هایکلاسیک مثل اعمال فیلتر هایروش ازجمله گیردمیمختلفی صورت  هایروشبا حذف نویز 

صبی ع هایشبکههمچنین از  .دندقت پایینی دار هاروشوفقی که این میانگین و میانه یا فیلترهای 

اما ؛ دنکنمیکلاسیک بهتر عمل  هایروشنسبت به  هاروش اینشود که میبرای حذف نویز استفاده 

ا م. برای رفع این مشکل انجام داددستی استخراج ویژگی این است که باید نوعی  هاروشمشکل این 

و شته نداراج ویژگی که نیاز به استخ کنیمیماستفاده عمیق رمزگذار  هایشبکهاز  نامهیانپادر این 

 به دو روش قبل دارند. تدقت بالاتری نسب

 

  

 روش تحقيق

برای حذف نویز تصویر طراحی کنیم. برای  قصد داریم یک ساختار شبکه عمیق را نامهپایاندر این 

که شامل تصاویر رنگی و خاکستری است.  کنیمیماستفاده  پایگاه داده کاوش واترلوآموزش شبکه از 

 68CBSD،24و  (تصاویر خاکستری) های اکتشافی برکلیمجموعه دادهتصاویر تست از  برای

Kodak  وMcMaster (تصاویر رنگی) تصاویر که  [3]مجموعه تصاویر آقای ژانگ از تصویر  922 و

سبت معیار ن. برای ارزیابی شبکه از کنیممیاستفاده  ،مختلف است هایبا دوربین شدهگرفته واقعی

 [4] با مقادیر مقاله مرجع آمدهدستبه. مقادیر شودمیاستفاده  9دیداری ارزیابیسیگنال به نویز و 

 .شودمیسنجیده 

 نامهساختار پايان

 پرداختیم، در ادامه و در فصل نامهپایاندر این  مورداستفادهتا اینجا به معرفی مختصر از مباحث 

 را بررسی خواهیم کرد و با حذف نویز هایروشو  یادگیری عمیق یحوزهدوم پیشینه تحقیقاتی در 

برخی مباحث . در فصل سوم شویممی آشنا هاآنمختلف تحقیقاتی  هایزمینه، کاربردها و هاچالش

                                                 
9  Visual effect 
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و  هنامپایاندر فصل چهارم رویکرد پیشنهادی بیان خواهد شد.  نامهپایاندر این  مورداستفادهنظری 

 شدهطراحیدر فصل پنجم نتایج معماری  .کنیممیرا مطرح  شدهاستفاده هایالگوریتمنحوه ترکیب 

در پردازش تصویر و کتابخانه کراس برای یادگیری عمیق به زبان  بازمتن هایکتابخانهبا استفاده از  را

 .ارائه خواهد شد گیرینتیجهو در فصل ششم هم داده قرار  موردبررسی تونپای
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 مروری بر تحقيقات پيشين -فصل دوم 
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 مقدمه

 هایوشرهدف اصلی بهبود یک تصویر با دانستن علت افت کیفیت است بنابراین  ،در بازیابی تصاویر

افت تصویر و اعمال فرآیند معکوس جهت رسیدن به تصویر اصلی  سازیمدلبازیابی همگی بر پایه 

ها را به سه روش توان آنمی که است شدهمطرحمتعددی  هایروشبرای بازیابی و حذف نویز  .است

 کلی خلاصه کرد.

ی مختلف و مناسب با خرابی فیلترهابازیابی تصویر در حوزه مکان یا فرکانس و استفاده از  .9

 [7][6][5]تصویر

 [8]بازیابی تصویر با استفاده از شبکه عصبی ..

 [9]عمیق هایشبکهبازیابی با استفاده از  .3

 .کنیممیبرای حذف و بازیابی تصویر را بررسی  شدهفادهاست هایروشفصل  در اینما 

 برای حذف نويز 9تُنکاستفاده از نمايش 

مبتنی بر نمایش ، تصاویر نویزژی جدید برای حذف تیک استرا [10]کوستادین دابوف و همکارانش 

شابه، تصویر دوبعدی م بندی قطعاتبا گروه ژی افزایش پراکندگیتراستدر این ا. پیشنهاد دادندتنک 

 بعدیسه هایفیلترینگ مشترک برای توسعه ارائهو از  گیردمیبعدی صورت های سهبه آرایه

 است. شدهاستفاده

و  ردگیمیانطباق بلوکی صورت  صورتبه آقای دابوف در الگوریتم پیشنهادی بندیگروهنحوه 

ند ، روشودمیمرجع، برای هر بلوک پردازش  هایبلوکنویزی ورودی را با استفاده از استخراج  تصویر

 زیر است: صورتبهکلی این الگوریتم 

 دیبعسهتبدیل که  شوندمیمتصل  باهمو  پیداکردهرا مرجع  هایبلوکمشابه با  هایبلوک -9

 .دهدمییا همان گروه را تشکیل 
                                                 
9 Sparse representation 
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، دهشبندیگروه هایبلوکرا انجام داده و تخمینی که از همه  9فیلترینگ مشارکتی -.

 شوند.برگرداننده میرا به محل اصلی خودشان  آمدهدستبه

 استو شامل دو مرحله شده است  سازیپیادهبرای ایجاد یک الگوریتم  (1-2شکل )روش کلی در 

 است. شدهدادهمفصل توضیح  طوربهکه در زیر 

 

 BM3D.[10]الگوریتم حذف نویز تصویر با استفاده از روش  (9-.شکل )

 3تخمین اولیه .9

a. انجام شود.مراحل زیر  د: برای هر تصویر نویزی بای3تخمین بلوکی 

i. و پیداکردهرا  ی که مشابه بلوک در حال پردازش استهایبلوک: بندیگروه 

 .دهیممیتشکیل  ،بعدی یا همان گروهتبدیل سهیک  

ii. به گروه اضافه  بعدیسهتبدیل  یک :5ستانه گذاری سخت مشارکتیآ

ا ر بعدیسه، تبدیل دهیممیاری نویز را کاهش ذگ آستانهو با یک  کنیممی

 .کنیممیمعکوس  شدهبندیگروه هایبلوکبرای تخمین 

b. اهمببلوکی که  هایتخمینتمام : تخمین اصلی تصویر را با میانگین وزنی 6عیتجم 

 .کنیممیمحاسبه ، تداخل دارند

جام و فیلترینگ وینر را ان بهبودیافته بندیگروهبا استفاده از تخمین اولیه،  نهایی: تخمین ..

 .دهیممی

a. دهیممی: برای هر بلوک موارد زیر را انجام تخمین بلوکی 

i. هایبلوکمکان ، : با استفاده از تطبیق بلوکی در تخمین اولیهبندیگروه 

با استفاده از این و  کنیممیمشابه با بلوک در حال پردازش را مشخص 
                                                 
9 Collaborative Filtering 

. block-matching and 3-D filtering 
3  Basic estimate 

3  Block-wise estimates 

5  Collaborative hard-thresholding 
6 Aggregation 
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تشکیل  ماناولیهیک گروه تصویر نویزی و یک گروه از تخمین  هامکان

 .دهیممی

ii. را به هر دو گروه اضافه کرده و فیلتر  بعدیسه: تبدیل 9فیلتر مشترک وینر

مه ه تخمین ،بعدیسهو با استفاده از تبدیل معکوس  کنیممیوینر را اعمال 

لید کرده و در موقعیت اصلی خودشان را تو شدهبندیگروه هایبلوک

 .گردانیمبرمی

b.  با استفاده از میانگین وزنی و نهایی  هایتخمینتجمیع: با به دست آوردن تمامی

 .آوریممی به دستتصویر نهایی را 

و  شدهگرفتهمختلف  هایدوربیننویز واقعی که با دارای یکی  ،با دو نوع تصویر آقای دابوفروش 

. معیار سنجش عملکرد در این الگوریتم، شده است سنجیده وسی،اگمصنوعی نویز دارای  یدیگر

 نتایج به (1-2جدول )است که با توجه به  شدهاستفاده 3میزان تشابه شهودیو  .نسبت سیگنال به نویز

 .اندرسیدهمطلوبی 

 

 [10]نمایش تنکدر شبکه عمیق مبتنی بر  آمدهدستبهنتایج  (9-.جدول )

 ده از شبكه پرسپترونبازيابي تصوير با استفا 

توانستند با آموزش روی پایگاه داده بزرگ و با استفاده از  [11]هارولد سی برگر و همکارانش 

 به حذف نویز در تصویر بشود. منجرشبکه عصبی پرسپترون ساختاری تهیه کنند که 

های هر لایه های مخفی و تعداد نرونلایهاست و تعداد  3پنجرهساختار پیشنهادی مبتنی بر 

                                                 
9  Collaborative Wiener filtering 
. Peak Signal to Noise Ratio (PSNR) 

3 Structural similarity Index 
3  Patch 
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که بهترین خروجی حاصل شود. ایده این ساختار به این صورت است که  شودمیگرفته  ایاندازهبه

ر تمیز، های تصویپنجرههای تصویر نویزی و پنجرهبا استفاده از نگاشت  شدهطراحیشبکه پرسپترون 

های تصویر نویزی و پنجرهشبکه را با آموزش  مترهایپاراو  شودمیبه کاهش و یا حذف نویز  منجر

 .آیدمی به دستتمیز و با استفاده از روش گرادیان نزولی 

های دارای همپوشانی تقسیم کرده و پنجرهگفت که ابتدا تصویر را به  توانمی تردقیق طوربه

ل مثا طوربهاز تصویر تمیز  پنجره، یک شودمی نظر گرفتهدر  3یا  9 پنجرهگام حرکت انتخاب هر 

y ، نویز  یکآنانتخاب کرده و بهx ، سپس  کنیم ویمجایگذاری  (9-. رابطه درو کنیم میاضافه

 شده ینویز پنجرهتا خطای درجه دوم بین  شودمی روزرسانیبهبا استفاده از الگوریتم پس انتشار 

(f (x))  بر  ارندهای که همپوشانی دپنجرهبه کمترین میزان برسد و برای  تصویر تمیز پنجرهو

ها جرهپنملکرد الگوریتم برای هر یک از برای بهبود ع توانمیکه  شودمیمتوسط گیری  هاآنروی 

 وزنی تعیین کرد.

.-9(  𝑚 = (𝑓(𝑥)  − 𝑦)2 

 زیر را انجام داد ترفندهای توانمیبرای بهبود الگوریتم پس انتشار 

 تبدیل ،تصویر را به میانگین صفر و واریانس یک هایپیکسل: تمامی هاداده سازینرمال .9

 شودیم

𝜎ها از یک توزیع نرمال با میانگین صفر و انحراف استاندارد وزن دهی اولیه: وزن .. =

 √𝑁آن  در  ، شوندمیبرداری نمونهN های ورودی لایه مربوطه است.تعداد نرون 

و برای  کنیممیتقسیم  Nیادگیری را بر  نرخرای هر لایه: در هر لایه، تعیین نرخ یادگیری ب .3

 .شودمیدر نظر گرفته  229نرخ یادگیری اولیه 

یشتری بسرعت پردازش و دقت تنک مبتنی بر نمایش نسبت به الگوریتم  ،الگوریتم پیشنهادی

 استفاده کرد. نویزهابرای انواع  توانمیو همچنین از این الگوریتم دارد 

 هاخودرمزنگاربازيابي تصوير با استفاده از 

ها است را برای خودرمزنگارکه مبتنی بر  یمدل یادگیری عمیق [12]کمال باجاج و همکارانش 
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ی یادگیر هاآنهدف که  ها انواعی از شبکه عصبی هستندخودرمزنگارحذف نویز تصویر ارائه کردند. 

و سعی  آموزدمیاست و نویز را از تصاویر آموزشی  هادادهاز  ایمجموعهبازنمایی )رمزگذاری( برای 

  .تولید کند، که تصویر تمیز و نزدیک به ورودی کندمی

 ،9همگشتی توسط باجاج از چهار لایه شدهمطرح، ساختار بینیدمی (.-.شکل )که در  طورهمان

 6ایدستهو نرمال ساز  5سازفعالاست و از تابع  شدهتشکیل 3افزاینده و 3ضدهمگشتیو  .کاهنده

 .است خودرمزنگاریک بلوک است. این  شدهاستفاده

 
 [12]خودرمزنگارساختار شبکه عمیق مبتنی بر  (.-.شکل )

معماری شامل پنج بخش و  این ،استآمده  (3-.شکل )در سپس یک معماری پیشنهاد دادند که 

 استبه شرح زیر 

 لایه ورودی 

 معمولیهمگشتی  لایهیک 

 92 خودرمزنگار شدهطراحی بلوک 

 گردانندبرمیتصویر نویز گیری شده را  دولایه، این ضدهمگشتی دولایه. 

 لایه خروجی 

                                                 
9  Convolution 

.  Pooling 
3 Deconvolution 

3  Upsampling 

5  Activator Function 
6  BatchNormalization 
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 [12]برای حذف نویز تصویر خودرمزنگارمعماری شبکه عمیق مبتنی بر  (3-.شکل )

است و ورودی هر لایه با خروجی همان  شدهاستفادهلایه برای طراحی معماری  95از  درمجموع

و در آخر نیز خروجی لایه اول را به ورودی  دهدمیتشکیل و ورودی لایه بعدی را  جمع شده است لایه

. دو هدف در برقراری شودمیگفته  9که به این نوع اتصالات، اتصالات پرش شودمیلایه چهاردهم وصل 

 شودمیاین نوع اتصالات دنبال 

  شودمیجزئیات تصویر  به استخراج بیشتر ویژگی و منجرافزایش عمق: این کار 

  نیز  کرده و جلوگیریبهبود در آموزش شبکه: در فرایند پس انتشار از ناپدید شدن گرادیان

 .کندمیجزئیات تصویر را برای بازسازی بهتر تصویر تمیز بیان 

معیارهای عملکرد سیستم پیشنهادی نسبت سیگنال به نویز و شاخص تشابه ساختاری در نظر  

 .است شدهگرفته

 FFDNetبا استفاده از  نويزحذف 

با  همگشتیکه یک شبکه کردند معرفی  FFDNet.یک شبکه به نام  [3]کاران باهمکای ژانگ  آقا

 است. هاشبکهسه مزیت نسبت به سایر  و دارایبالا است  پذیریانعطافسرعت و 

 نویزاز سطح  ایگستردهتوانایی کنترل طیف  -9

                                                 
9  Skip 

. Fast and flexible denoising convolutional 

neural network 



9. 

 

 غیریکنواختبا مشخص کردن یک نقشه سطح نویز  9توانایی حذف نویز مختلف فضایی -.

 هایپردازندهدر  حتی ،BM3D[10]دست آمده در مقاله بنتایج به سرعت بالاتر نسبت  -3

 تصاویر ینویز گیرلال در عمل تبدون اخ ،ترضعیف

به چهار  ،.کاهشی بردارینمونهاین صورت است که تصویر اولیه را با استفاده از  هب شدهمطرحشبکه 

دی به آن اضافه کرده و به ورو ،قابل تنظیم است که تصویر تبدیل کرده و نیز یک نقشه سطح نویز

 95لایه و برای تصاویر خاکستری از  .9این شبکه برای تصاویر رنگی از  ،شودمیداده  کانولوشنشبکه 

 Convو  Conv + BN + reluو  Conv + reluکه هر لایه متشکل از سه بخش  کندمیلایه استفاده 

یات عمل هالایهاست و بعد از تمام  شدهاستفادهبرای جلوگیری از تغییر ابعاد در شبکه  padding و از

 ه دستباینکه نویز را  جایبهدر این شبکه  .شودمیبرای تشکیل تصویر بدون نویز انجام  بردارینمونه

 .دهدمینویز را تشکیل بیاورد، تصویر بدون 

 Batch-renormalizationحذف نويز با استفاده از شبكه عميق مبتني بر  

حذف نویز تصویر به خود  یدرزمینهعمیق توجه زیادی را همگشتی های اخیر شبکه هایسالدر 

 بودند: روروبهبا دو مشکل  ،حالبااین اند.جلب کرده

 مشکل است ،برای حذف نویز عمیقهمگشتی آموزش شبکه  -9

احتمال رخ دادن  ،دوشمیاستفاده  پارامترهادر الگوریتم پس انتشار که برای بروز رسانی  -.

 (.دهدنمیرا انجام  روزرسانیبهو  ودرمی)به حالت اشباع  گی گرادیان استپدیده محوشده

 ایسازی دستهنرمال2 یک شبکه جدید به نام شبکه حذف نویز مبتنی بر [4]یانگ و همکارانش 

 را برطرف کردند. بالادر  شدهمطرحطراحی کردند که دو مشکل  3پیوسته

 ایدسته سازینرمالاین معماری، یک الگوریتم جدیدی در  سازیپیادهیانگ و همکارانش برای 

 هادستهرا برای هر یک از  وزنی ،سازینرمالها برای دستهمطرح کردند، این الگوریتم بعد از انتخاب 

                                                 
9  Spatially 

. Downsample 

3 Batch-renormalization denoising network 

(BRDNet) 
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 دستها با ر شدهانتخابکه همبستگی قسمتی از تصویر  شودمیاین به  منجراین کار  ند.گیرمیدر نظر 

ه ندتصویر کمک ک در بازسازی تواندمیبعدی خودش در نظر بگیرد و در نظر گرفتن این همبستگی 

 .باشد

 شده است. کاربردهبهدر ساختار معماری موارد زیر 

بیشتری  هایویژگیشده و  ترراحتافزایش عمق: آموزش شبکه  جایبهافزایش عرض  -9

 .شودمیاستخراج 

 گراییهمافزایش و  دسته: برای ایجاد همبستگی دو [13]پیوسته ایدستهنرمال ساز  ازاستفاده  -.

 در حین آموزش شبکه 

 گرادیانپدیده محوشدگی : برای جلوگیری از 9باقیماندهاستفاده از شبکه یادگیری  -3

را افزایش داده و شبکه  3میدان پذیرا هاشبکه: استفاده از این نوع .گستردهاستفاده از کانولوشن  -3

 .یابدو هزینه محاسباتی کاهش شده سازد تا اطلاعات بافت بیشتری استخراج را قادر می

 است که جزئیات معماری شدهاستفاده همگشتی برای طراحی این معماری از الحاق دو شبکه عصبی

 .استبه شرح زیر  (3-.شکل ) شبکه با توجه به

 

 [4]ایدستهسازی نرمالمعماری شبکه عمیق مبتنی بر  (3-.شکل )

  است. لایه 91شبکه بالایی: شامل 

o ماندهباقیو یادگیری  گستردهن کانولوش 

  لایه است 91شبکه پایینی: شامل 

                                                 
9  Residual learning 

.  Dilated convolutions 

3  Receptive field 
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o  95تا  92و  8تا  .ی هالایه: در ماندهباقیو یادگیری گسترده کانولوشن 

 .شدهاستفاده

o  96،1،9ی هالایه: در ماندهباقیو یادگیری  ایدستهکانولوشن معمولی، نرمال ساز 

 است. شدهاستفاده

o  است. شدهاستفاده 91کانولوشن معمولی: در لایه 

  تفاضل گیر: خروجی هر دو شبکه بالا و پایین نویز تصویر است که این مقدار را از تصویر

 .آیدمیو تصویر تمیز به دست  شودمیاولیه کم 

 با استفاده از الحاق دو شبکه :Concat  کنیممیدو شبکه بالا و پایین را به هم متصل 

 ن معمولیکانولوش 

که در انتها باید از تصویر ورودی کم شود تا به خروجی  دهدمیاین معماری نویز را تشخیص 

ابه : نسبت سیگنال به نویز و میزان تششودمیمطلوب برسد. معیار عملکرد آن نیز به دو شکل سنجیده 

 شهودی.

که  هایمعماریتوسط این معماری نسبت به تمام  آمدهدستبهنتایج  [4](.-.جدول )با توجه به 

 است. ترسریعبودند بهتر بوده و سرعت یادگیری شبکه هم  شدهمطرح حالتابه

 

 [4]ایدسته سازینرمالدر شبکه عمیق مبتنی بر  آمدهدستبهنتایج  (.-.جدول )

به   ).-.جدول )روش مختلف حذف نویز تصویر پرداختیم و در پنج در این فصل ما به بررسی 

 با سه سطح نویز مختلف پرداختیم. BSD68ها بر روی تصاویراین روش PSNRمقایسه عملکرد 

های شبکه همگشتی و الگوریتم و به مباحث تئوری شامل معرفی انواع نویز و لایه 3در فصل 

ای ههای گسترده، یادگیری باقیمانده و شبکهوش پیشنهادی مثل شبکهدر ر شدهاستفادههای شبکه

  پردازیم.می خودرمزنگار
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 مباني نظری – فصل سوم 
  



96 

 

 مقدمه

 هایالگوریتمقبل از ورود به شرح معماری پیشنهادی نیاز است که با بعضی از اصطلاحات و 

ری توضیح مختصو پرداخته به معرفی انواع نویز ادامه  در در روش پیشنهادی آشنا شویم. شدهاستفاده

رای را ب هالایهسپس مفاهیم اساسی هر لایه و نحوه اتصال  .دهیممیکانولوشن ارائه  هایشبکهدر مورد 

 داد. ارائه خواهیم AutoencoderNetایجاد یک معماری شبکه 

 نويزمعرفي انواع  3-1

آید. عملکرد حسگرهای به هنگام تصویربرداری و یا انتقال پدید می نویز در تصاویر دیجیتال،

شرایط جوی، شرایط نوری و کیفیت سنسورهای الشعاع عوامل متفاوتی مثل تصویربرداری تحت

میزان نویز تصویر به سطح  CCDهای برداری با دوربینمثال هنگام عکسعنوانمورداستفاده است. به

ند. توانند دستخوش تغییر شونور و دمای محیط بستگی دارد. همچنین تصاویر هنگام عبور از کانال می

کند حساس به شرایط محیطی مثل انال بیسیم عبور میمثال تصویری که از طریق یک کعنوانبه

 .صاعقه است. با توجه به عواملی که گفته شد نویزهای متنوعی داریم

، ودشمینویز با جمع جبری به سیگنال اضافه  کهطوریبه، استماهیت نویزها جمع شونده  عمدتاً

نال جمع جبری به سیگ صورتبهالبته خود نویز ممکن است مقادیر مثبت یا منفی داشته باشد، ولی 

 .شودمیاضافه 

 9گاوسينويز   

تحلیل  . به دلیلافتدهای الکتریکی اتفاق میحرکت تصادفی حاملاین نوع نویز، بیشتر به خاطر 

 کنند.ریاضی آن در حوزه زمان و فرکانس در عمل نیز از این نوع استفاده می

شدت روشنایی با میانگین  zاست؛ که در آن  (9-3صورت معادله به گاوسیتابع چگالی احتمال نویز 

m  و واریانس𝜎 های مختلف رسم شده با میانگین و واریانس (9-3شکل )دهد. نمودار آن در نشان می

                                                 
9 Gaussian 
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 است.

3-1)  
𝑃(𝑔) =  

1

√2𝜋𝜎
exp(

−(𝑔 − 𝜇)2

2𝜎2
) 

 

 [1]گاوسیتابع چگالی نویز  (9-3شکل )

 9ارلانگ(گاما )نويز  

محاسبه  (.-3(افتد و تابع چگالی احتمال آن طبق معادله ری اتفاق میبرداری لیزاین نویز در عکس

 شود.می

3-2) 
 

𝑃(𝑔) = {

𝑎𝑏𝑔𝑏−1

(𝑏 − 1)!
 𝑒−𝑎𝑔       𝑔 ≥ 𝑎

0                𝑔 ≤ 𝑎

 

𝑚)مقدار میانگین نویز گاما، =
𝑏

𝑎
𝜎2)و واریانس آن برابر ( = 

𝑏

𝑎2
شکل است. تابع آن در   (

 رسم شده است.).-3)

  

 [1]گاما تابع چگالی نویز( 2-3شكل )

                                                 
9  Gamma 
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 9نويز يكنواخت 

تابع چگالی آن در . آیدبه وجود میورودی به تعداد سطوح گسسته  .از کوانتیزه کردناین نویز 

𝑚شده است، این تابع میانگینی برابر با نشان داده (3-3معادله = 
𝑎+𝑏

2
𝜎2  واریانسو    = 

(𝑎+𝑏)2

12
 

 شده است.نمایش دادهیکنواخت تابع چگالی نویز  (3-3شکل )در  .دارد

3-3) 
 

𝑃(𝑔) = {

1

𝑎 − 𝑏
    𝑎 ≤ 𝑔 ≤ 𝑏

سایر مقادیر        0
 

 

 یکنواخت تابع چگالی نویز( 3-3شكل )

 نويز ريلي  

های برای تقریب زدن هیستوگرامست. این تابع ا (3-3صورت معادله )بهنویز رایلی تابع چگالی 

𝑚. میانگین آن برابر با برآمدگی بسیار مناسب استدارای  = 𝑎 + √
𝜋𝑏

4
𝜎2  و واریانس   =

 
𝑏(4−𝜋)

4
 شده است.تابع چگالی نویز ریلی نمایش داده )3-3شکل در  .است

3-4) 
 

𝑃(𝑧) = {
2

𝑏
(𝑧 − 𝑎)𝑒−

(𝑧−𝑎)2

𝑏 , 𝑧 ≥ 𝑎

0, 𝑧 ≤ 𝑎
 

 

                                                 
9 Uniform . quantizing 
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 [1]ریلی تابع چگالی نویز (4-3شكل 

 1نويز فلفل نمكي 

های گذرای سریع مثل کلید زنی ناصحیح در هنگام تصویربرداری تواند ناشی از حالتاین نویز می

نمکی ز فلفلتابع چگالی نوی( 5-3شکل )است. در (5-3 صورت معادلهصورت بگیرد. تابع چگالی آن به

 شده است.نمایش داده

3-5) 

 

𝑃(𝑔) =  

{
 
 

 
 𝑃𝑎        𝑔 = 𝑎 برای 

𝑃𝑏       𝑔 = 𝑏 برای 

  سایر موارد      0

 

 

 [1]فلفل نمکی تابع چگالی نویز (5-3شكل )

 متناوبنويز  

ستند نویزهایی ه گیرد.معمولاً از تداخل الکتریکی یا مغناطیسی در هنگام تصویربرداری صورت می

 ( و روند سیستماتیکی دارند.اندمتناوب) شوندمیکه تکرار 

                                                 
9Salt and Pepper 
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 شبكه عصبي مصنوعي 3-2

شامل سه ( 6-3)شکل شود، با توجه به شبکه عصبی که یک نوع یادگیری ماشین محسوب می

  ،[14]لایه اصلی است

  ورودیلایه 

 لایه مخفی 

 لایه خروجی 

ای هشوند، نرونهای هر لایه برحسب نیاز تنظیم میشده و تعداد نرونها از نرون تشکیلتمام لایه

 9ورخپیشمتصل هستند. برای آموزش از دو عملیات ی بعد های لایههایی به تمام نرونوزنبا  لایههر 

که با توجه به نیاز و نوع خروجی تعیین  3سازفعالکند و شامل یک تابع استفاده می .و پس انتشار

( و لایه خروجی m×1لایه مخفی )( و فقط یکn×1) ورودیلایه شود، است. با فرض داشتن یکمی

 صورت زیر شرح داد.توان آن را به( باشد میc×1شامل )

لایه بعدی نیاز  شود برای اتصال به( است وارد شبکه میn×1که در قالب یک بردار )دی آنولایه ور

کنند و برای اتصال لایه دی و مخفی را به هم متصل میوهای ورتک نرون( وزن است که تکn×mبه )

مختلف داریم. برای تشخیص خروجی مطلوب  یها( اتصال با وزنn×cلایه خروجی نیاز به )به مخفی 

 دهیم.ساز عبور میتا خروجی را از یک تابع فعال cهر یک از 

شود که با توجه به آن در اینجا برای رسیدن به خروجی مطلوب قاعده یادگیری مطرح می

شوند که به نتیجه دلخواه برسیم. این های هر لایه طوری اصلاح میپارامترهای شبکه مثل تعیین وزن

 گیرد.و پس انتشار صورت میخور پیشقاعده یادگیری در دو الگوریتم 

                                                 
9 Feed-forward 
. Backpropagation 

3 Activation function 
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 ساختار شبکه عصبی )6-3)شکل 

 یادگیری عمیق -3-1-6-1

های ماخیراً الگوریت .طور که قبلاً گفته شد این نوع یادگیری زیرمجموعه یادگیری ماشین استهمان

طورکلی یادگیری عمیق را اند. بهشدهیادگیری عمیق زیادی برای حل مسائل هوش مصنوعی مطرح

 :کنیممیندو حوزه آن را بیشتر بررسی  نامهپایانکنند؛ که ما در این در چهار حوزه بررسی می

 9همگشتیهای عمیق شبکه(CNN) 

 خودرمزنگار. 

  3محدودشدهماشین بولتزمن(RBMS) 

 3کدگذاری پراکنده 

 کانولوشن، کاهنده و اتصال کاملاز چندلایه که عمیق است  یهاشبکهترین از مهم شبکه همگشتی

 است. (1-3شکل ) صورت. تصویر کلی از معماری این شبکه بهشودیمتشکیل 

                                                 
9 Convolutional neural networks (CNN) 

. Autoencoders 

3 Restricted Boltzmann Machines (RBMS) 

3 Sparse Coding 
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سگ
گربه
پلنگ

.

.

.
یوزپلنگ

شیر

 یه کانولوشن و  یه کاهنده 

  یه کام  متصل 

 بندیطبقهعميق برای  کانولوشنساختار نوعي يک شبكه )1-3شکل )

که این شبکه الگوهای خاص طوریآن است، به معماری نوع طراحی در CNNراز موفقیت 

اویر ها ابتدا برای تحلیل تصکه این شبکهکند. با توجه به ایندهنده ورودی را برای ما ایجاد میتشکیل

 هستند: شده بودند داری سه خصوصیت کلیدی در معماری خود طراحی

 9محلی اتاتصال: 

 به تغییرات مکانی یتعدم حساس.: 

 3سلسله مراتبی هایویژگی: 

ود بتوانیم شو باعث میکرده سازی شبکه عصبی را بسیار کارآمد استفاده از این سه خصوصیت پیاده

 ها استفاده کنیم.این نوع شبکهاز تر نیز برای تصاویر پیچیده

های کند این است که شبکههای عصبی متفاوت میرا با شبکه همگشتیهای چیزی که شبکه

کند و یک وابستگی مکانی بین این نواحی ی هر لایه، یک ناحیه پذیرا انتخاب میبا ورودهمگشتی 

های مجاور یک پیکسل خاص، دارای مثال در تصاویر طبیعی اکثراً پیکسلعنوانبینند، بهآموزش می

های درون یک تصویر بر اساس فاصله مکانی با یکدیگر مقادیر رنگی مشابه هستند؛ بنابراین ویژگی

 ی دارند.وابستگ

های شبکه کانولوشن با شبکه عصبی، عدم انتخاب و استخراج ویژگی برای یکی دیگر از تفاوت

                                                 
9  Local connectivity 
.  Spatial invariance 

3 Hierarchical features 
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طور که قبلاً اشاره کردیم برای آموزش شبکه عصبی باید استخراج ویژگی همان .آموزش شبکه است

ن کانولوش ایهیهلاو از طریق  استخراج ویژگی نیز بر عهده شبکه است ،هاکرد اما در این نوع شبکه

 .گیردیمصورت 

در اینجا ما به بررسی بعضی از  .شده استهای مختلفی تشکیلاز قسمتهمگشتی عمیق شبکه 

 .پردازیمشده در هر لایه میاصطلاحات و پارامترهای استفاده

 لايه کانولوشن 

 مختلف است. 9پارامترچهار ابر دارای شبکه عصبی هایلایهلایه کانولوشن در مقایسه با 

 فیلتر اندازه 

 تعداد فیلتر 

 گام حرکت. 

 Padding 

( برحسب نیاز استفاده کرد که معمولاً ابعاد n×mتوان از تعداد زیادی فیلتر به ابعاد )در این لایه می

شوند. فیلتر منتخب را بر روی تصویر با گام حرکت مشخصی حرکت ( انتخاب می5×5( و )3×3(، )9×9)

(، 1-3شکل ) گیردانجام می کانولوشنعملیات  ورودی( و در هر بار با تصویر 8-3شکل دهیم )می

که طول و عرض آن به ابعاد فیلتر،  (92-3شکل دهد )می ارائهن عملیات یک نقشه ویژگی خروجی ای

(. در .9-3شکل و  99-3شکل ) و عمق آن به تعداد فیلترها بستگی دارد Paddingگام حرکت و 

، ندتوجهی کاهش پیدا کصورت قابلبه هاییژگیوتعداد ، 9از  تربزرگصورت استفاده از گام حرکت 

 .(.9-3)شکل  شودیممجاور همچنان حفظ  هاییکسلپارتباط بین ضمن اینکه 

                                                 
9  Hyperparameters .  Stride size 
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 [15]( نحوه حرکت دادن فيلتر بر روی ورودی 8-3شكل 

 

 [15]ای ورودی با فيلتر )عمليات کانولوشن(( نحوه ضرب نقطه9-3شكل 

 
 [15]شده در هر فيلتر( ادغام نقشه ويژگي استخراج11-3شكل 

 

 
 [15]2و  1( ايجاد نقشه ويژگي با گام های 11-3شكل 
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 [15]( تأثير استفاده از پدينگ در عمليات کانولوشن و ابعاد نقشه ويژگي12-3شكل 

 9لايه غيرخطي 

 ساز غیرخطی ضروری است، معمولاً پس از محاسبه عملیات لایه کانولوشن استفاده از یک تابع فعال

تقل لایه مسعنوان یکتوان آن را بهشود ولی گاهی اوقات میاین لایه داخل لایه کانولوشن تعریف می

تابع  ترینوبپذیری بیشتری برای ساختار شبکه فراهم شود. محبسازی کرد تا امکان انعطافپیاده

یا  tanhمانند  سازیفعالسایر توابع  در مقایسه با تابعاستفاده از این  است. ReLUغیرخطی، تابع 

sigmoid  ن است که . دلیل این امر ای[16]ببیند آموزش  ترسریععمیق بسیار شبکه  شودیمسبب

ک بسیار نزدی هاآنشیب  و شوندمیاشباع  ،در مقادیر بسیار زیاد یا بسیار کم sigmoidو  tanh توابع

 ReLU. از طرف دیگر، گرادیان تابع کندمیگرادیان را کند مبتنی بر  سازیبهینهکه شود میبه صفر 

 .کندمیکمک  ترسریعو به همگرایی یک است  ،برای هر مقدار مثبت

 کاهندهلايه  

هدف این لایه کاهش ابعاد نقشه ویژگی است، این کار باعث ساده و فشرده شدن اطلاعات 

است که بعد از  (93-3شکل )صورت این  به لایه کاهندهترین شکل متداول. شودشده میآوریجمع

های دیگری روش. شودیمانتخاب عنوان خروجی انتخاب اندازه پنجره مقدار ماکزیمم این پنجره به

 عنوان خروجیکنند و بهجای مقدار ماکزیمم مقدار میانگین این پنجره را حساب میهم هستند که به

 دهند.نمایش می

                                                 
9  Nonlinearity layer 
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 Max pooling[15]( نحوه عملكرد 13-3شكل )

 متصل کاملاًلايه  

موجود در  هایلایههمان  هالایهاین  متصل هستند کاملاً هایلایه CNN هایلایهمعمولاً آخرین 

 و شدهشناسایی هایویژگیبر روی  بندیطبقهانجام  هاآنهستند. وظیفه اصلی  شبکه عصبی

جمع کننده است. برای ورود به  هایلایهکانولوشن و  هایلایهاز  ایمجموعهتوسط  شدهاستخراج

 .ندشوبعدی مییک یک بردار صورتبه هاویژگی هاینقشهمتصل،  کاملاً هایلایه

 ایسازی دستهالگوريتم نرمال 

های قبل، تحت تأثیر قرار شده در لایههای استفادهدر فرآیند آموزش، ورودی هر لایه توسط پارامتر

 طور دائمها بهشود که لایهت باعث میاریاین تغی .دهدهای ورودی را تغییر میگیرد و توزیع دادهمی

شود. این تغییر توزیع با گفته می 9ر توزیعیتغی که به آن ،را با توزیع جدید تطبیق بدهند انخودش

 :شودیمزیر  شده رابطه مستقیمی دارد و باعث بروز مشکلاتعمق شبکه طراحی

 کاهش سرعت همگرایی 

 حساسیت به مقداردهی اولیه 

  سازی که حالت اشباع دارندعدم توانایی استفاده از توابع فعالو 

کند و به این صورت عمل می [17] ای مطرح شدسازی دستهمالنر ،ای برطرف شدن این مشکلاتبر

                                                 
9  Covariate Shift 
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سازی ( نرمالσ( و واریانس )mگین )ها با میانکه قبل از اینکه ورودی به لایه بعدی داده شود، داده

 .شوندمی

و پس انتشار است به این صورت که  خورپیشصورت دو مرحله به CNNهای روند یادگیری شبکه

 .خطا استدارای کند که دریافت می ایخروجی ،هاابتدا ورودی را گرفته و بعد از عبور از تمام لایه

مبتنی بر بعدازآن . شودیمتمام  خورپیششود و مرحله تعیین می 9با یک تابع هزینههزینه میزان 

ه یابی بشود تا پارامترهای جدیدی برای دستمرحله پس انتشار شروع می ،آمدهدستبههزینه میزان 

خروجی مطلوب، در شبکه به وجود بیاورد و این دو مرحله تا رسیدن به یک مقدار مشخصی از خطا 

 کند.ادامه پیدا می

کتاب  93به فصل  یدتوانمیها و معیار انتخاب پارامترها ای بررسی بیشتر، نحوه کار تمامی لایهبر

 مراجعه کنید. [15]یادگیری عمیق 

 2گسترده نکانولوش
مجاور ورودی را در نظر  هایپیکسلدی، ووردر تصویر فیلتر اعمال در کانولوشن عادی برای 

 هایپیکسلکه فقط همبستگی  شودمی، این کار باعث دادیممیرا انجام  عملیاتو این  گرفتیممی

اما اگر خواسته باشیم که رابطه  شود.مجاور را در نظر گرفته و الگوهای مربوط به آن استخراج 

یک نقشه ویژگی جدیدی تولید کند،  تواندیمبیاوریم که خود این  به دستغیر مجاور را  هایپیکسل

این کانولوشن  کار .دهدافزایش  افضای پذیرا ر تواندمیو  [18]شودمیاستفاده  گستردهاز کانولوشن 

 کندمیرا انتخاب  هاپیکسل شودمیبرای آن مشخص ضریبی که به این صورت است که با توجه به 

 .اندشدهانتخاب ضرایب مختلفبا ها پیکسل (93-3شکل ) در

                                                 
9  Loss function .  Dilated convolution 
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 [18]3و 2، 1 هاینرخبا  گستردهکانولوشن  (14-3شكل )

 باقيمانده يادگيری

 ورودی هایدادهبندی طبقه یدرزمینهزیادی  هایموفقیتعمیق توانستند همگشتی  هایشبکه

به الا، بو سطح  سطح پایین، میانهی هاویژگیانواع  توانمی هاشبکهاین با افزایش عمق کسب کنند. 

افزایش عمق اما ؛ باشد برخورداراز اهمیت حیاتی  تواندمیعمق شبکه  ،به همین دلیل .آورد دست

. شودیمشبکه مشکلاتی به دنبال دارد و به دلیل پدیده محوشدگی گرادیان، سبب کاهش دقت شبکه 

 باعث افزایش خطا بشود. تواندمیدید که افزایش عمق  توانمی (96 3شکل ) با توجه به

 
 [19]افزايش عمق بر عملكرد شبكه تأثير (15-3شكل )

 رفع این مشکل برای شود.میافزایش عمق باعث افزایش هزینه محاسباتی و محوشدگی گرادیان 

نشان  (96-3شکل )در  هاشبکهکه معماری این  اندشدهمعرفی [19](ResNetه )باقیماند هایشبکه

 است شدهداده

 
 [19]يادگيری باقيمانده بلوک نمای کلي از (16-3شكل )
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برای افزایش عمق  هالایهاز تعداد زیادی از  توانمیشبکه به این صورت است که  اینطراحی 

را در  Xمثال اگر  طوربهکرد. ضافه بعد ا چندلایهورودی به هر لایه را باید  خروجیاستفاده کرد ولی 

یک  دولایهورودی اصلی شبکه در نظر بگیریم، این ورودی بعد از عبور از  عنوانبه (96-3شکل )

و این  دهیممیو به لایه بعدی انتقال  کنیممیخروجی دارد که این خروجی را با ورودی اصلی جمع 

که یک مسیر مستقیم برگشتی در  شودمی. این عمل باعث ها استفاده شودلایهدر کل  تواندمیروند 

 .گیردیمرا این امر جلوی محوشدگی گرادیان و  داشته باشیم هاوزن روزرسانیبهحالت پس انتشار برای 

 خودرمزنگار

 یادگیری ینهبه کد کردن یاست که برا یمصنوع یاز شبکه عصب ینوع خاص 9خودرمزنگار

ها نقش به سزایی را در یادگیری ماشین ایفا خودرمزنگاردر عین سادگی  .گیردیقرار م مورداستفاده

. مطرح شد PDPو گروه تحقیقاتی  Hintonتوسط  1980برای اولین بار این مفاهیم در سال  کنند.می

 .در نظر گرفتنظارت  یادگیری بدونهای ماشینتوان می را هاخودرمزنگار

، شامل [20]است شدهدادهنشان  (91-3شکل )که در  طورهمان، هاخودرمزنگارساختار اصلی 

یک با استفاده از  . این رمزگذاریشودمینگاشت  y کدبه  ،f است که از طریق یک رمزگذار xورودی 

 .شودمیازسازی ب r، به شودمینشان داده  gتابع  عنوانبهرمزگشایی که 

 
 [20]خودرمزنگارنمای کلي از يک  (11-3شكل )

در نظر یکسان را  rو  x توانمی .استورودی، در خروجی  هایدادهتولید ها، خودرمزنگارهدف 

قرینه  تصوربه هالایهاین  معمولاًباشند که  شدهتشکیلچندین لایه از  توانندمیها خودرمزنگارگرفت. 

 طورهمان .کرد مشاهده (98-3شکل )در  توانمیرا  هاشبکهاین  نوعی معماری .شوددر نظر گرفته می

و برعکس در فاز  یابدیمکاهش  هانرونتعداد  یجتدربهدر فاز رمزگذاری، ، شودیمکه ملاحظه 

                                                 
9  Autoencoder 



32 

 

 ورودی برسد. یهانرونافزایش می یابد تا به تعداد  هانرونرمزگشایی، تعداد 

 

 
 [20]خودرمزنگار هایلايهنحوه اتصال و چينش  (18-3شكل )

های بکههای گسترده، شنوعی، شبکه همگشتی، شبکهدر این فصل با انواع نویزها، شبکه عصبی مص

به شرح معماری روش  فصل بعدیخودرمزنگار، یادگیری عمیق و اجزای هر یک آشنا شدیم در 

 پردازیم.پیشنهادی می
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 روش پيشنهادی - فصل چهارم 
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 مقدمه

 هاهشبکدر این  شدهاستفاده هایالگوریتمعمیق و  هایشبکههای به کاربرددر دو فصل گذشته 

 را بر اساس شبکه کانولوشن برای حذف نویز تصویر AutoencoderNetدر این فصل ما . پرداختم

طراحی شبکه و ، ، آموزش یک مدل کانولوشن عمیق شامل دو مرحلهطورکلیبه. کنیممیپیشنهاد 

 .شودمیآموزشی،  هاینمونهآموزش مدل با 

تا یک شبکه جدید را  ترکیب کردیم باهمکانولوشن عمیق را برای طراحی معماری شبکه، ما دو 

های خودرمزنگار را برای ، شبکهبرای افزایش حوزه پذیرا گستردههای ناز کانولوش ما طراحی کنیم.

برای جلوگیری از محوشدگی گرادیان در طول باقیمانده  یهاکبلواز و  بازسازی ورودی در خروجی

 استفاده کردیم.آموزش 

 شدهطراحيمعماری شبكه 

حذف  یدرزمینههای عصبی کانولوشن عمیق توجه زیادی را اشاره شد شبکه قبلاً که  طورهمان

رای ب شنودو مشکل وجود دارد: آموزش یک شبکه کانول ،حالباایناند نویز تصویر به خود جلب کرده

رادیان گ محوشدگیو  روندمیشبکه به حالت اشباع  های عمیقمشکل است و بیشتر قسمت، حذف نویز

 .دهدمیرخ 

که منجر به  [3] باعث استخراج ویژگی بیشتر بشود تواندمیدانیم افزایش عمق که می طورهمان

 محوشدگیی پدیدههزینه محاسباتی و سبب افزایش افزایش عمق از طرفی شود اما میخروجی بهتر 

 دتوانمیکه  دهیممیشبکه را افزایش  عرض دلیل ما بجای افزایش عمق، ینبه هم .شودیمگرادیان 

 موازی صورتبهشده که تشکیلاز دو زیر شبکه شبکه ما  [21] باعث افزایش استخراج ویژگی هم بشود

 .(9-3شکل )هم هستند 
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Denoising Autoencoder

Denoising Autoencoder

Conv + Relu + BN

 Dilated+ Relu 

Denoising Autoencoder

Denoising Autoencoder

Denoising Autoencoder

 Dilated+ Relu 

Conv + Relu + BN

 Dilated+ Relu 

Conv + Relu + BN

 Conv+ Relu 

Conv + Relu + BN

 Dilated+ Relu 

Concat

Conv + Relu + BN

 

 AutoencoderNet( ساختار کلي شبكه 1-4شكل 
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 راستسمت شبكه  

 شدهتشکیل خودرمزنگارو  BNدو ساختار از که  (3-3شکل ) است 93 سمت راستیعمق شبکه 

 تصویرز انویز را  کنندمیو تلاش ببینند نویزی آموزش  تصویرنویز را از  توانندمیها خودرمزنگاراست. 

بلوک حذف نویز مبتنی  99از بازسازی کنیم  خروجیما برای اینکه تصویر ورودی را در  .حذف کنند

 یمابردهبهره ، هاداده سازینرمالبرای  BNاز تکنیک  .کنیمیماستفاده  (.-3شکل )) خودرمزنگاربر 

 یانگراد محوشدگییری از برای جلوگ. داشته باشندنرمالی یع توز هاییهلاخروجی  شودمیث که باع

 است. شدهمانده استفادهباقییادگیری از  در این شبکه نیز

 

 

 
 خودرمزنگارساختار يک بلوک حذف نويز مبتني بر  (2-4شكل )
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 يه ورودی

- يه کانولوشن  – 1بلوک 
حذف نويز  

مبتني بر اتوانكدر

 يه خروجي

- يه کانولوشن  – 2بلوک 
حذف نويز  

مبتني بر اتوانكدر

- يه کانولوشن  – 3بلوک 
حذف نويز  

مبتني بر اتوانكدر

- يه کانولوشن  – 4بلوک 
حذف نويز  

مبتني بر اتوانكدر

- يه کانولوشن  – 10بلوک 
حذف نويز  

مبتني بر اتوانكدر

- يه کانولوشن  – 11بلوک 
 3 × 3  × 32

Batch Normalization   + Relu 

- يه کانولوشن  – 12بلوک 
3 × 3  × 3 

Batch Normalization   + Relu 

+

+

+

+

 
 سمت راستيشده در شبكه ( ساختار کلي خودرمزنگار استفاده3-4شكل 

 :چپسمت شبكه  

و یادگیری باقیمانده  گستردهو کانولوشن  BNاست که شامل  98برابر با  سمت چپیعمق شبکه 

اطلاعات بیشتری از ورودی به ما  تواندمیاشاره شد افزایش حوزه پذیرا  قبلاًکه  طورهمان ،شودمی
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به همین دلیل ما از کانولوشن  .ر شودهزینه محاسباتی کمت شودمیث و همچنین باع [18]بدهد 

و  [22] و توزیع یکسان سازینرمالرا به دلیل  BNبلوک  .استفاده کردیم .با ضریب انبساط  گسترده

RL9  استفاده کردیم. سمت چپدر شبکه  [19] رادیانگ محوشدگیرا برای جلوگیری از 

 .شوداستفاده می AutoencoderNetدر  چپو  راستدو شبکه  اتصالبرای  "Concat" تابعاز 

 هزينهتابع 

 (MSEمیانگین مربعات ) از خطای شدهطراحیبرای به دست آوردن پارامترهای بهینه در شبکه 

و هنگام آموزش شبکه، مجموعه  باشد نویزیتصویر  yتصویر تمیز و  x اینکه با فرضاستفاده کردیم. 

𝑥𝑗}برابر با هاداده  , 𝑦𝑗}𝑗=1
𝑁

 یک تصویر بینیپیشآوردن  به دستبرای  ماندهباقیاز شبکه ، باشد 

 x = f(y) – y سپس از فرمول . کنیممیاستفاده نویز تصویر است،  دهندهنشانکه  f (y)باقیمانده 

هینه از ب پارامترهایآوردن  به دستنویزی را به یک تصویر تمیز تبدیل کرد. برای  تصویریک  توانمی

آوردن تابع  به دستبرای  .میکنمیاست استفاده  آمده (9-3)معادله که در  Adam [23]تابع هزینه 

تری در صخا هایویژگیکه  شودمیاین کار باعث  .کنیممیتقسیم  .ییهاپنجرههزینه تصویر را به 

 هایهزینهباعث کاهش  تواندمیو همچنین  [24] شودتصویر، استخراج  کلبه، نسبت پنجرههر 

دهنده پارامترهای مدل نشان θو  نویزیتصویر ای هپنجرهتعداد  N ،9-3 محاسباتی بشود. در معادله

  پیشنهادی است.

(4-1) 
 

𝑙(𝜃) =  
1

2𝑁
∑‖𝑓(𝑦𝑗  , 𝜃) − (𝑦𝑗 − 𝑥𝑗)‖

2
𝑁

𝑗=1

 

های خودرمزنگار را مطرح کردیم که در این فصل ما معماری شبکه حذف نویز مبتنی بر شبکه

 :استا زیر را دار هاییژگیوشده شبکه طراحی

 افزایش عمق شبکه جایبههای محاسباتی: افزایش عرض کاهش هزینه •

                                                 
9 Residual Learning .  Patch 
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 ایدسته سازیجلوگیری از تغییر توزیع ورودی: استفاده از نرمال •

 انولوشن گستردهکاستخراج ویژگی بیشتر: استفاده از  •

 گرادیان: استفاده از یادگیری باقیمانده محوشدگیجلوگیری از  •

 های خودرمزنگاربازسازی ورودی در خروجی: استفاده از شبکه •

در فصل بعد ما نتایج حاصل از روش پیشنهادی بر روی تصاویر خاکستری و رنگی را بررسی 

 .کنیممی
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 :نتايج - فصل پنجم 
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 مقدمه

مجموعه  :کنیممیزیر معرفی  هایجنبهرا از  آورده به دستمفصل نتایج  طوربهدر این فصل ما 

 AutoencoderNetبررسی شبکه  و شدهاستفاده الگوریتمبررسی جزئی ، اولیه شبکهداده، تنظیمات 

 .پیشنهادی

 اندازیراهآموزشی و تست را معرفی کرده و سپس تنظیمات اولیه برای  هایدادهابتدا مجموعه 

ا ر شدهمطرحدر معماری  شدهاستفاده هایالگوریتم تأثیردر بخش بعدی  .دهیممیشبکه را، انجام 

و رنگی مورد روی مجموعه تصاویر خاکستری را بر  AutoencoderNetو سپس عملکرد کرده بررسی 

 .دهیممیآزمایش قرار 

، BM3D [10]در مرحله بعد به مقایسه روش پیشنهادی با چند روش حذف نویز تصویر مثل روش 

MLP [11] ،FFDNe [3]  وBRDNet [4] پردازیممی 

 visualدیداری )اثر  ( وPSNRپیشنهادی ما از نسبت سیگنال به نویز )برای تست عملکرد روش 

effectمقدار  کهدرصورتی .کنیم( استفاده میPSNR تر باشد، بزرگ موزشاین روش در مجموعه داده آ

 نویز گیریبر روی تصاویر  اثر دیداریبرای روشن کردن دهد و روش عملکرد بهتری را نشان میاین 

ی شده قسمت بزرگنمای اگر .کنیممی بزرگنمایییک قسمت از تصویر را برای نشان دادن این اثر ، شده

 است. ترمؤثر ،پیشنهادیروش  دهدنشان میباشد،  تمیزتر

حداکثر مقدار پیکسل در هر  MAXکه در آن ید آمی به دست (9-5) طبق معادله PSNRمقدار 

 معادلهاست. میزان خطای بین تصویر اصلی و تصویر بازیابی شده،  MSEو  دهدمیتصویر را نشان 

 دهدمیطریقه محاسبه آن را نشان  (.-5)

(5-1)  
𝑃𝑆𝑁𝑅 = 10 ∗  l𝑜g10( 

(𝑀𝐴𝑋)2

𝑀𝑆𝐸
 ) 

   

(5-2)  
MSE = 

1

𝑛
 ∑ ∑ (𝑥𝑗

𝑖 − 𝑦𝑗
𝑖)2

𝑛

𝑖=1
 

𝑛

𝑗=1
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i,j هایپیکسل دهندهنشانبه ترتیب  در معادله (.-5)معادله  در ( نقطهi ،j ).هستند x  تصویر

 .تصویر بازیابی شده است yاصلی و 

 هادادهمجموعه 

 آموزش هایدادهمجموعه  

رای کاوش واترلو ب پایگاه داده، از تصاویر هاآنبه تصاویر و آموزش  گاوسیما برای اضافه کردن نویز 

برای تصاویر با نویز واقعی، ما  و هستند bmpآموزش مدل استفاده کردیم. تصاویر آموزشی در فرمت 

های توسط دوربین نویزیاین تصاویر  استفاده کردیم. [3] ژانگتصاویر آقای  تصویر مجموعه 922از 

که  Sony A7 و Canon 5D Mark II, Canon 80D, Canon 600D, Nikon D800، مثل متفاوت

 .اندشدهتهگرف متفاوتی دارند هاییکتفکها و درجه سنسور

 تست هایدادهمجموعه  

. [25]استفاده کردیم  BSD68برکلی های اکتشافی مجموعه دادهما از برای تصاویر خاکستری 

 68شامل  BSD68مجموعه داده  .در نظر گرفتیمهای تست داده عنوانبهرا  Set12 یزیرمجموعه

تصویر  .9از  Set12ی که زیرمجموعه است 389 × 3.9یا  3.9 × 389تصویر طبیعی با اندازه 

 .شده استتشکیلخاکستری 

برای  McMasterو  CBSD68، Kodak24 یهامجموعه ، ما ازنویز تصاویر رنگیبرای حذف 

تصویر رنگی است و  68شامل  CBSD68ی مجموعه کنیم.استفاده می یشنهادیپ شبکهآزمایش 

 McMaster و 522×522با ابعاد تصویر طبیعی  3.از  Kodak24 است. BSD68مشابه  هاآن زمینهپس

 .است شدهتشکیل 522×522ابعاد با  تصویر رنگی 98از 



3. 

 

 تنظيمات اوليه

تنظیم  98 رنگی مصنوعیو حذف نویز از تصاویر خاکستری  را برای AutoencoderNetعمق 

 شدهدادهنشان  (9-3) در معادلهکه  طورهمانتصویر باقیمانده  بینیپیشبرای را کردیم. تابع هدف 

 .در نظر گرفتیماست، 

دوره،  32ی پیشنهادی بعد از حدود شبکه نوعاًدر نظر گرفتیم.  52شبکه را  آموزش هایدورهتعداد 

1از نرخ یادگیری. است یکافدوره برای آموزش کامل شبکه  52به حداقل خطا رسیده و لذا  ∗ 10−3 

1گام اول و 35برای  ∗ از  هاوزناولیه  مقداردهیو برای  کنیممیگام بعدی استفاده  95برای  10−4

 .استفاده کردیم [26]روش آقای هی و همکارانش 

را آموزش  AutoencoderNetکنیم تا مدل پیشنهادی استفاده می Kerasکتابخانه ما از بسته 

 Core و بر روی یک کامپیوتر با پردازنده 321 پایتونو  92های ویندوز ها در محیطدهیم. همه آزمایش

i7 9700K  گرافیکی پردازنده رم و حافظه گیگابایت  .3باNvidia Geforce RTX 2080  اجرا

متناظر  cuDNN ماژول و .922کودا بستر از  GPUسرعت بخشیدن به توان محاسباتی  برای شوند.می

 .9 دودح برای تصاویر خاکستریمذکور کامپیوتر بر روی ما پیشنهادی مدل است.  شدهاستفادهبا آن 

 تصاویر نویزی آموزش ببیند.روی تا زمان نیاز دارد ساعت  3. حدودتصاویر رنگی برای ساعت و 

 نتايج 

 AutoencoderNetشده در شبكه های استفادهبررسي تكنيک  

 ،، برای حذف نویز تصویرAutoencoderNetدر  شدهاستفادهاثر هر الگوریتم برای ارزیابی 

 آمده است. (3-5)تا  (9-5) یهاجدولکه نتایج آن در  مختلفی صورت گرفت هاییشآزما

میزان  (9-5جدول با توجه به در اولین آزمایش، اثر استفاده از بلوک باقیمانده را بررسی کردیم. 

نسبت به حالتی که از یادگیری را شبکه  PSNRمعیار  dB 0.59به میزان این بلوک که  دید توانمی

آوردن  تبه دسبرای  ماندهباقیدانیم یادگیری . میبهبود بخشیده است کنیمنمیباقیمانده استفاده 
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ز آن ا آمدهدستبه شده است و دو تصویر کاربردهبه سمت راست و چپ دو شبکهر تمیز در یک تصوی

ر شود به تصوی هایپیکسلمنجر به برجسته شدن بعضی از  تواندمیاین کار  کنیممیترکیب  باهمرا 

 .شودمیاستفاده  بعدازآنهمین دلیل از لایه کانولوشن 

PSNR Method Dataset 

31.19  Without RL 
Set12 

31.73 With RL 

در دو حالت استفاده از يادگيری باقيمانده و عدم استفاده آن در  گاوسينتايج حذف نويز  (1-5جدول 

 σ=25با  Set12تصاوير مجموعه 

ا در شبکه ر گستردهو کانولوشن  خودرمزنگاراستفاده از  تأثیرمیزان  (3-5 جدولو  (.-5جدول  

نسبت به حالت عدم استفاده از این دو برتری  0.71dBو  0.65dBکه به ترتیب  دهدمیبه ما نشان 

 دارند.

PSNR Method Dataset 

30.23 Without Autoencoder 
Set12 

31.88 With Autoencoder 

مجموعه  ریو عدم استفاده آن در تصاو Autoencoder از در دو حالت استفاده یگاوس زیحذف نو جی( نتا.-5جدول 

Set12  باσ=25 

PSNR Method Dataset 

31.17 Without Dilated Conv 
Set12 

31.80 With Dilated Conv 

 ریو عدم استفاده آن در تصاو دهندهدر دو حالت استفاده از کانولوشن توسعه یگاوس زیحذف نو جی( نتا3-5جدول 

 σ=25با  Set12مجموعه 

متفاوتی استخراج  هایویژگی توانندمیمختلف شبکه  هایمعماری اشاره شد قبلاًکه  طورهمان

طراحی  (راست و چپشبکه ) AutoencoderNetبنابراین ما دو معماری شبکه متفاوت را برای ؛ کنند

دید که استفاده دو شبکه  توانمی( 3-5جدول کنیم تا عملکرد حذف نویز را بهبود بخشیم. در می

 برتری دارد. گاوسی برای حذف نویز 0.80dBبه میزان یک شبکه  جایبه

 

 



33 

 

PSNR Method Dataset 

31.08  One networks 
Set12 

31.88 Two sub-networks 

مجموعه  ریدر تصاو شبکه کیو حالت  یدر حالت استفاده از دو شبکه فرع یگاوس زیحذف نو جینتا 3-5جدول 

Set12  باσ=25 

 AutoencoderNetحذف نويز تصاوير رنگي و خاکستری با استفاده از شبكه  

بر  قدرتمند در حذف نویز،و چند روش  AutoencoderNetحذف نویز تصاویر خاکستری، برای 

روش پیشنهادی  (5-5جدول زمایش قرار گرفتند. با توجه به آمورد  BSD68روی مجموعه تصاویر 

 دست آورده است. ها بهرا نسبت به سایر روش PSNRبیشترین مقدار 

Methods CBM3D MLP FFDNet DnCNN BRDNET AutoencoderNet 

𝝈 = 𝟏𝟓 31.07 - 31.62 31.72 31.79 32.49 

𝝈 = 𝟐𝟓 28.57 28.96 29.19 29.23 29.29 30.19 

𝝈 = 𝟓𝟎 25.62 26.03 26.30 26.23 26.36 27.21 

با سطوح نويز  BSD68های مختلف بر روی مجموعه تصاوير روش PSNR ادير( ميانگين مق5-5جدول 

 51و 15،25

های روش پیشنهادی و روش PSNRمقادیر ( 8-5جدول )( و 1-5جدول (، 6-5جدول با توجه به 

برای هر تصویر به ترتیب با  PSNR ریدامقبهترین  .دهدنشان می Set12 تمام تصاویردیگر را بر روی 

کارآمدتر  پیشنهادی ماتوان دید که روش است. با توجه به جداول می شدهمشخصرنگ قرمز و آبی 

 است. هاروشاز سایر 

Images CBM3D FFDNet DnCNN BRDNET AutoencoderNet 

C.mam 31.91 32.43 32.61 32.80 34.35 

House 34.93 35.7 34.97 35.27 36.48 

Peppers 32.69 33.25 33.30 33.47 35.28 

Starfish 31.14 31.99 32.20 32.24 34.17 

Monarch 31.85 32.66 33.09 33.35 34.77 

Airplane 31.07 31.57 31.70 31.85 33.91 

Parrot 31.37 31.81 31.83 32.00 34.08 

Lena 34.26 34.62 34.62 34.75 34.54 

Barbara 33.10 32.54 32.64 32.93 31.97 

Boat 32.13 32.38 32.42 32.55 32.78 

Man 31.92 32.41 32.46 32.50 32.37 

Couple 32.10 32.46 32.47 32.62 32.29 

Average 32.37 32.77 32.86 33.03 33.92 
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با سطح  Set12مجموعه تصاوير  تصوير 12 بر رویمختلف  هایروشبرای  PSNR (dB)مقدار  (6-5جدول 

 15نويز 

 

Images CBM3D FFDNet DnCNN BRDNET AutoencoderNet 

C.mam 29.45 30.10 30.18 31.39 32.35 

House 32.85 33.28 33.06 33.41 35.24 

Peppers 30.16 30.93 3087 31.04 33.30 

Starfish 28.56 29.32 29.41 29.46 31.79 

Monarch 29.25 30.08 30.28 30.50 32.65 

Airplane 28.42 29.04 29.13 29.20 31.58 

Parrot 28.93 29.44 29.43 29.55 31.85 

Lena 32.07 32.57 32.44 32.65 32.61 

Barbara 30.71 30.01 30.00 30.34 30.21 

Boat 29.90 30.25 30.21 30.30 30.56 

Man 29.61 30.11 30.10 30.14 30.17 

Couple 29.71 30.20 30.12 30.28 30.21 

Average 29.97 30.44 30.43 30.61 31.88 

با سطح  Set12مجموعه تصاوير  تصوير 12 بر رویمختلف  هایروشبرای  PSNR (dB)مقدار  (1-5جدول 

 25نويز

 

Images CBM3D FFDNet DnCNN BRDNET AutoencoderNet 

C.mam 26.69 27.05 27.03 27.44 28.79 

House 29.69 30.37 30.00 30.53 31.59 

Peppers 26.68 27.54 27.32 27.67 29.30 

Starfish 25.04 25.75 25.70 25.77 27.52 

Monarch 25.82 26.81 26.78 26.97 28.51 

Airplane 25.10 25.89 25.87 25.93 27.93 

Parrot 25.90 26.57 29.39 29.73 28.38 

Lena 29.05 29.66 29.39 29.73 28.73 

Barbara 27.22 26.45 26.22 26.85 26.04 

Boat 26.78 27.33 27.20 27.38 26.88 

Man 26.81 27.29 27.24 27.27 26.92 

Couple 26.46 27.08 26.90 27.17 26.44 

Average 26.72 27.32 26.90 27.45 28.09 

با سطح  Set12مجموعه تصاوير  تصوير 12 بر رویمختلف  هایروشبرای  PSNR (dB)مقدار  (8-5جدول )

 51نويز 

به ترتیب برای  BSD68تصاویر  روی[ 9مرجع ]روش پیشنهادی ما نسبت به مقاله  PSNRمقدار 
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، 2281به ترتیب  Set12و برای تصاویر  بلدسی 2285و  2212، 2212 اندازهبه 52و  5.، 95 یسیگما

 برتری دارد. بلدسی 2263و  92.1

ها برای حذف نویز تصاویر رنگی، ما از سه برای مقایسه عملکرد روش پیشنهادی با سایر روش

با سطوح نویز مختلف استفاده کردیم. بیشترین  McMasterو  CBSD68 ،Kodak24مجموعه تصاویر 

 به ترتیب با قرمز و آبی نشان دادیم. PSNR مقدار میانگین

بر روی تصاویر رنگی ما از مجموعه تصاویر  AutoencoderNetبرای بررسی عملکرد روش 

CBSD68 ،Kodak24  وMcMaster  های با روشاستفاده کرده و روش پیشنهادی راCBM3D ،

FFDNet ،DnCNN  وBRDNET  تصویر با  گاوسیبرای حذف نویزσ  مختلف مقایسه کردیم. با توجه

 ها برتری داردبر سایر روش CBSD68برای تصاویر  AutoencoderNet( روش 1 5به جدول )

.𝝈 = 𝟕𝟎 𝝈 = 𝟓𝟎 𝝈 = 𝟑𝟓 𝝈 = 𝟐𝟓 𝝈 = 𝟏𝟓 Methods Datasets 

25.74 27.38 28.89 30.71 33.52 CBM3D  

 

CBSD68 

 

 

26.24 27.96 29.57 31.18 33.80 FFDNet 

- 28.01 29.65 31.31 33.98 DnCNN 

26.43 28.16 29.77 31.43 34.10 BRDNET 

26.55 28.48 30.37 32.14 34.72 AutoencoderNet 

26.82 28.46 29.90 31.68 34.28 CBM3D  

 

Kodak24 

 

27.25 28.99 30.56 32.11 34.55 FFDNet 

- 29.02 30.64 32.32 37.73 DnCNN 

27.49 29.22 30.80 32.41 34.88 BRDNET 

26.83 28.65 30.52 32.38 37.02 AutoencoderNet 

26.79 28.51 29.92 31.66 34.06 CBM3D  

 

McMaster 

 

 

27.29 29.14 30.76 32.25 34.47 FFDNet 

- 29.21 30.91 32.47 34.80 DnCNN 

27.72 29.52 31.15 32.75 35.08 BRDNET 

26.85 28.50 30.43 32.47 34.53 AutoencoderNet 

و  CBSD68 ،Kodak24مجموعه تصاوير  بر رویمختلف  هایروشبرای  PSNR (dB)مقدار  (9-5جدول )

McMaster  نويز مختلفبا سطح 

به بررسی عملکرد  ،در افزایش مقدار سیگنال به نویز AutoencoderNetروش  بعد از بررسی عملکرد

ل شک. با توجه به پردازیممیوعه تصاویر رنگی و خاکستری اثر دیداری دو مجم این روش در بهبود

یکی از نتایج عملکرد روش پیشنهادی  عنوانبهبهبود اثر دیداری را  توانمی( .-5شکل و  (5-9)

 کرد.مشاهده 
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 51با سطح نويز  Barbaraتصوير  عملكرد اثر ديداری بر روی بررسي (1-5شكل )

 

 51سطح نويز  با Kodim عملكرد اثر ديداری بر روی تصوير بررسي (2-5شكل 

 بر روی تصاوير با نويز واقعي AutoencoderNetعملكرد  

نویز واقعی که با سه دوربین با مشخصات  دارای د روش پیشنهادی برای تصاویربرای آزمایش عملکر

، CBM3D[10] ،MLP[11] ،TNRD[27] ،CSF[28]های روشبا روش خود را  ،شدهگرفتهمتفاوت 

NC[29] ،WNNM[30] و BRDNet[4] شودیم، مشاهده 92-5جدول  به با توجه .مقایسه کردیم 

 است. که در اکثر موارد، روش پیشنهادی نتایج بهتری تولید کرده

Autoencoder 

Net 

BRDNet WNNM NC CSF TNRD MLP CBM3D Camera 

settings 

39.63 37.63 37.51 38.76 35.68 39.51 39.00 39.76  

Canon 5D 

ISO =320 

37.71 37.28 33.86 35.69 34.03 36.47 36.34 36.40 

39.60 37.75 31.43 35.54 32.63 36.45 36.33 36.37 

39.78 38.28 38.60 38.07 38.36 37.69 37.55 35.05  

Nikon 

D800=3200 

39.76 37.18 36.04 35.72 35.53 35.90 35.91 34.07 

39.23 38.85 39.73 36.76 40.05 38.21 38.15 34.42 

33.96 32.75 33.29 33.49 34.08 32.81 32.69 31.13  

Nikon 

D800=6400 

35.25 33.24 31.16 32.79 32.13 32.33 32.33 31.22 

32.11 32.89 31.98 32.86 31.52 32.29 32.29 30.97 

37.44 36.20 34.84 35.52 34.89 35.75 35.62 34.37 Average 
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توسط  شدهگرفتهمختلف بر روی مجموعه تصاوير  هایروشبرای  PSNR (dB)مقدار ( 11-5جدول 

 های مختلفدوربين

 زمان اجرا 

اهمیت بیشتری دارد، آموزش شبکه در حین آزمایش از سرعت اجرای شبکه در زمان سرعت 

 .ردگییمبرخط صورت  صورتبهولی آزمایش  گیردیمصورت  خطبرون صورتبه باریکآموزش  چراکه

 در شبکه مرتبط دانست شدهاستفاده پارامترهایبه تعداد  توانمیسرعت انجام حذف نویز تصاویر را 

ت نسب AutoencoderNetدر شبکه  شدهاستفاده پارامترهایتعداد  کنیممی مشاهده )99-5جدول در 

( مشاهده کرد که .9-5جدول . میتوان تاثیر کاهش پارامتر را در ها خیلی کمتر استبه سایر روش

 در حالت آزمایش شده است. اجرا این امر منجر به افزایش زمان 

Parameters Methods 

1.11M BRDNET 

0.56M AutoencoderNet 

 AutoencoderNetو   BRDNETشبكه  پارامترهایمقايسه تعداد  )11-5جدول 

1026*1026 512*512 256*256 Device Methods 

10.77 

    19.4 

     0.410 

     0.788 

  0.566 

2.52 

     5.51  

 0.111 

 0.207 

    0.137 

0.59      

1.42 

0.036 

0.062 

0.038 

CPU       

CPU  

GPU      

GPU      

GPU 

BM3D 

MLP 

DnCNN 

BRDNet 

AutoencoderNet 

×  512،  256×  256 یدر اندازه ها يرتصاو برای حذف نويزمختلف  یروشها یزمان اجرا برا( 12-5جدول 

 .1124×  1124و  512

اجرای شبکه تعادل برقرار  زمانمدتو  PSNRو مفید باید بین مقدار  مؤثریک شبکه حذف نویز 

اثبات کرده که روش  توانمیدر این فصل  شدهبررسی هایشکلها و به جدول با توجه. [31]کند

قاله م ازجملهها ر و دقت و سرعت بالاتری نسب به سایر روشپیشنهادی دارای هزینه محاسباتی کمت

 دارد. [4] مرجع
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 گيرینتيجه

یشنهاد پ ،خودرمزنگارشبکه مبتنی بر برای تصاویر، ما یک مدل حذف نویز جدید  نامهپایاندر این 

لاوه بر . عبهبود یابدتا عملکرد حذف نویز کردیم ترکیب  باهمدو شبکه مختلف را دادیم. در این مدل 

 ایتهدس سازینرمال از، کنیمیماستفاده جی روبرای بازسازی تصویر ورودی در خ خودرمزنگاراز که این

 .کندیمسرعت همگرایی شبکه، از محوشدگی گرادیان جلوگیری  برافزایشعلاوه که هم کمک گرفتیم 

ر آوردن تصویر تمیز نهفته در تصوی به دستو برای  گستردهبرای افزایش فضای پذیرا از کانولوشن 

 نویزی از یادگیری باقیمانده استفاده کردیم.

اجرای شبکه تعادل برقرار  زمانمدتو  PSNRو مفید باید بین مقدار  مؤثر یک شبکه حذف نویز

های روش تمامیبهنسبت  که [4] را با مقاله مرجع AutoencoderNetشبکه  هایخروجیکند. نتایج و 

 قبل از آن برتری داشته است، مقایسه کردیم.

زمان اجرا تعداد پارامترهای شبکه را در مقایسه با مقاله مرجع تقریباً نصف مدت برای کاهش ما

هزار پارامتر کاهش دادیم و دقت شبکه را با تلفیق چند شبکه و  562هزار به  92922کردیم؛ یعنی از 

به ترتیب برای  BSD68برای تصاویر خاکستری  PSNRالگوریتم توانستیم بهبود بخشیم. مقدار 

، 2281به ترتیب  Set12بل و برای تصاویر دسی 2285و  2212، 2212اندازه به 52و  5.، 95سیگمای 

به ترتیب برای نویز  PSNRمقدار  CBSD68بل بهبود یافت. برای تصاویر رنگی دسی 2263و  92.1

و تصاویر با نویز  بلدسی .9و  .223، 2232، 22.1اندازه به 12و  52، 35، 5.گاوسی با سیگمای 

توان گفت که روش پیشنهادی دارای هزینه محاسباتی بنابراین می؛ بل بهبود یافتدسی ..92قعی، وا

 ها ازجمله مقاله مرجع است.کمتر و دقت و سرعت بالاتری نسبت به سایر روش

 

 هاپيشنهاد

توان یک شده است که این را میتصاویر طراحی گاوسیشبکه پیشنهادی برای حذف نویز 
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ساب آورد. البته این شبکه ممکن است روی نویزهای دیگر هم پاسخ مناسبی داشته حمحدودیت به

فرصت این کار فراهم نشد. در طراحی  نامهپایانباشد، لیکن نیازمند بررسی و تست است که در این 

 توان از موارد زیر برای افزایش دقت و سرعت حذف نویز تصویر استفاده کرد.شبکه جدید می

ها برای استخراج ویژگی بیشتر توان از این شبکه: میLSTM [32]های شبکهاستفاده از  •

 استفاده کرد.

توان از این نوع ها و افزایش سرعت همگرایی مینرمال کردن داده: برای BRNاستفاده از  •

 شبکه استفاده کرد.

 های محاسباتیتواند هزینهها میدیده: استفاده از این نوع شبکههای آموزشاستفاده از شبکه •

 را کاهش دهد
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Abstract 

Digital images play an important role in our daily lives and can be used for 

a variety of applications such as object recognition, biometric authentication, 

and video surveillance. Noise is an undesirable signal that causes an 

accidental change in the amount of color or brightness in an image. 

Sometimes, images get infected with noise due to many reasons such as 

defects in camera sensors and transmission in a noisy channel. Denoising is 

a basic need to enhance and retrieve hidden and valuable details in an image; 

therefore, an efficient method is needed to image denoising. 

Deep convolution neural networks have attracted a lot of attention in the field 

of image denoising. However, there are two problems: first, it is very 

difficult to train a convolutional network to denoising, and second, that most 

of the deep parts of the network become saturated and a vanishing gradient 

occurs. 

In this dissertation, a new network called AutoencoderNet is designed. 

Instead of increasing the depth to extract the feature, we used increasing the 

bandwidth. In this method, we combine the two networks as an upper and 

lower network, which increases the width instead of increasing the depth. In 

the upper grid, we use an autoencoder to retrieve the input image at the 

output, and in the lower grid, we use the dilated convolutions to extract more 

features to remove noise. Also, to prevent the data distribution from 

changing and not being dependent on the initial value, batch normalization 

is used, and to facilitate training and prevent vanishing gradient, residual 

learning is used in the design of the AutoencoderNet network. Experimental 

results show that the PSNR value has improved by 1.27 dB for gray images 

and 1.22 dB for color images compared to previous methods. 

 

Keywords: 

 Deep Convolution Network, Noise, Autoencoder, Residual Learning, Batch 

Normalization, Dilated convolutions 

 

 

 



 

 

 

 
Shahrood University of Technology 

Faculty of Electrical Engineering 
M.Sc. Thesis in Communication Systems Engineering 

 

 

Image Noise Removal Using Convolutional Neural 

Networks 

By: 

Danial Lotfi 

Supervisor: 

Dr. Hossein Khosravi 

 

 

 

 

 

 

December 2020 


