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ৎقد৤م

زਣඇඖی ام آلام মࡑش آرام آॶما਩ی شان ඼ෙय़ ଒ آฬن ଘ ਗی ঍࣒م ৎقد৤م را ৤୓م آड़و૛঩ه ৮درما॥تماઔअل ඼ෙय़୏ ت૟ൊه گاকم،دণتان اਬࣥوارଌୃن ଘ
ماభم ධසز ೷ࣼمان ز৯دজ࣓م، گاه ن ධසزଌୃن ଘ

඼ෙय़با਩ی หن ඟ໊ان ਟی భیای از ෘ੢ऩه ای بࢆوॵم ଦଽ و آड़و঩࣎م ॷما ࠙࡭ق مࢁࢵب భ آड़و঩࣎م ଦଽ ଒
بࢉو৤م. ಪࣥواৣم ণپاس را

ॷما رضای ঳ࢪു࣎م باغ کൎید ඼່دا و ॷما॥ت اঃید ଘ ام ਠീ঒ی اජ໑وز
ห඼ෙय़୏ن دণتان ୀ ଖوর ୁداید. را ീࣺتඇൡتان ࣆبار ଡوদ ീি࣓م تلاॵم حاલل ଒ با॰د

ସ୍م భما و ৮در

ز



ণپاس و ণتاীش
نعمت های شمردن شمارندگان، و بمانند او ستودن در سخنوران، که را خدای سپاس
خاندان و محمد بر درود و سلام و نتوانند گزاردن را او حق کوشندگان، و ندانند او

است. وجودشان وامدار وجودمان که آنان هم معصوم، طاهران او، پاک
همان به خودم پیش ͬ بخشͬ م مرتبه مرا مردم میان که اندازه ای هر به پروردگارا!
پیش اندازه همان به ͬ سازی م پدیدار برایم که ظاهری عزت هر و کن خوارم مقدار

فرما. عطا باطن خواری من برای نفسم

که فتحعلͬ، دکتر آقای جناب محترم استاد از ͬ دانم م لازم خود بر چیز هر از قبل
خود، دقیق و مفید و ارزنده ͬ های راهنمائ از و داده یاری رساله این نگارش در مرا
غزنوی دکتر آقای جناب گرانقدر استاد از همچنین و نمایم قدردانͬ نمودند، بهره مند

ͬ دارم. م را قدردانͬ و تش΄ر نهایت گرفتند، عهده بر را اثر این مشاوره که
نهایت بوده اند، زندگیم طول در من همراهان بهترین که عزیزم برادران و خواهر از

دارم. را قدردانͬ و سپاس
تقدیر کمال شدند متقبل را رساله این داوری زحمت که محترمͬ اساتید از همچنین

دارم. را تش΄ر و

نورابادی امیدی شاهده
١۴٠٠ تیر

ح



نامه تعهد
ریاضͬ علوم عملیات در تحقیق رشته دکتری دانشجوی نورابادی امیدی شاهده اینجانب
، معکوس متعادل م΄انیابی مسائل بررسͬ عنوان با پایان نامه نویسنده شاهرود، دانش·اه

ͬ شوم: م متعهد فتحعلͬ جعفر راهنمایی تحت
برخوردار اصالت و صحت از و است شده انجام اینجانب توسط پایان نامه این در تحقیقات •

است.
شده استناد استفاده مورد ͽمرج به پژوهش گران، دی·ر پژوهش های نتایج از استفاده در •

است.
مدرک نوع هیچ دریافت برای دی·ری فرد یا خود، توسط کنون تا پایان نامه، این مطالب •

است. نشده ارایه هیچ جا در امتیازی یا
نام با مستخرج مقالات و دارد، تعلق شاهرود صنعتͬ دانش·اه به اثر، این معنوی حقوق •
خواهد چاپ به “ Shahrood University of Technology “ یا “ شاهرود صنعتͬ دانش·اه “

رسید.
بوده اند، تاثیرگذار پایان نامه اصلͬ نتایج آوردن به دست در که افرادی تمام معنوی حقوق •

ͬ گردد. م رعایت پایان نامه از مستخرج مقالات در
آنها) بافت های (یا زنده موجود از که مواردی در پایان نامه، این انجام مراحل تمام در •

است. شده رعایت اخلاقͬ اصول و ضوابط است، شده استفاده
افراد شخصͬ اطلاعات حوزه به که مواردی در پایان نامه، این انجام مراحل تمام در •
شده رعایت انسانͬ اخلاق اصول و رازداری اصل است)، شده استفاده (یا یافته دسترسͬ

است.
نورابادی امیدی شاهده
١۴٠٠ تیر

نشر حق و نتایج مال΄یت
برنامه های کتاب، مستخرج، ( مقالات آن محصولات و اثر این معنوی حقوق تمام •
شاهرود صنعتͬ دانش·اه به متعلق شده) ساخته تجهیزات و نرم افزارها رایانه ای،

شود. ذکر مربوطه علمͬ تولیدات در مقتضͬ، نحو به باید مطلب این ͬ باشد. م
ͬ باشد. نم مجاز منبع ذکر بدون پایان نامه این در موجود نتایج و اطلاعات از استفاده •

ط



چ΄یده
در کرده ایم. ترکیب هم با را متعادل م΄انیابی و معکوس م΄انیابی مسائل رساله این در
بودجه و هزینه کمترین با متغیر یال های طول با معکوس متعادل م΄انیابی مسئله مدل، ΁ی
طول اصلاح هزینه، کمترین با حالت در مسئله هدف گرفته ایم. نظر در درخت روی محدود
مشتری های وزن مینیمم و ماکزیمم بین اختلاف که است گونه ای به هزینه، کمترین با یال ها
بودجه با را مسئله این دی·ر حالت شود. مینیمم سرویس دهنده(میانه)، دو به یافته تخصیص
ماکزیمم بین اختلاف طوری که یال ها طول اصلاح برای را بودجه این گرفتیم. نظر در محدود
در یابد کاهش ام΄ان حد تا سرویس دهنده دو به یافته تخصیص مشتری ها ی وزن مینیمم و

کرده ایم. ارائه O(nlogn) زمانͬ پیچیدگͬ با ال·وریتم دو حالت دو هر برای گرفته ایم. نظر
معرفͬ درخت روی را معکوس متعادل سرویس دهنده تک م΄انیابی مسئله مدل، این بر علاوه
فاصله اختلاف به طوری که دهیم تغییر هزینه کمترین با را یال ها طول داریم قصد و کردیم
در مسئله این برای را حالت دو شود. مینیمم میانه از مشتری نزدی΄ترین و دورترین بین
حالت در باشد. محدود یال ها طول که حالتͬ و نامحدود یال ها طول که حالتͬ گرفتیم نظر
کاهش ستاره ای گراف روی مسئله ΁ی به حل برای ͬ تواند م مسئله که دادیم نشان نامحدود
شد. ارائه بهینه جواب کردن پیدا برای O(nlogn) زمانͬ پیچیدگͬ با ال·وریتم ΁ی سپس یابد.

شد. ارائه O(n٢) زمانͬ پیچیدگͬ با ال·وریتم ΁ی محدود یال های طول حالت برای
میانه. مسئله متعادل، م΄انیابی معکوس، م΄انیابی م΄انیابی، مسئله کلیدی: کلمات

ک



پایان نامه از مستخرج مقالات لیست

1. S. Omidi, J. Fathali and M. Nazari,” Inverse and reverse balanced facility location

problems with variable edge lengths on trees”, OPSEARCH , 57 (2020), 261-273.

2. S. Omidi, J. Fathali,” Inverse single facility location problem on a tree with balancing

on the distance of server to clients”, JOURNAL OF INDUSTRIAL AND

MANAGEMENT OPTIMIZATION, (2020)

معکوس متعادل م΄انیابی ”مسئله ،(٢٠١٩) فتحعلͬ، جعفر نورابادی، امیدی شاهده . ٣
المللͬ بین کنفرانس دوازدهمین درخت”، روی راس وزن و یال وزن همزمان تغییر با

ایران. بابل، مازندران، فنون و علوم دانش·اه عملیات، در تحقیق ایرانͬ انجمن
با معکوس متعادل م΄انیابی ”مسئله ،(٢٠١٨) فتحعلͬ، جعفر نورابادی، امیدی شاهده . ۴
شاهرود، صنعتͬ دانش·اه بهینه سازی، و کنترل ملͬ سمینار دومین یال”، وزن تغییر

ایران. شاهرود،

م



مطالب فهرست
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ق جداول فهرست
ش پیش·فتار
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٩ . . . . . . . . . . . . . . . . . . . . . . . م΄انیابی پرکاربرد مسائل ۴ . ١
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١٨ . . . . . . . . . . . . . . . . . . . . . . . . متعادل م΄انیابی مسئله ۵ . ١

٢٣ معکوس م΄انیابی مسائل بر مروری ٢
٢٣ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . مقدمه ٢ . ١
٢۴ . . . . . . . . . . . . . . . . . . . . . . . اصلاحͬ م΄انیابی مسائل ٢ . ٢
٢۶ . . . . . . . . . . . . . هزینه حداقل با معکوس م΄انیابی مدل ٢ . ٢ . ١
٣۴ . . . . . . . . . بودجه ای محدودیت با معکوس م΄انیابی مدل ٢ . ٢ . ٢
٣۵ . . . . . . . . . . کراندار هدف تابع با معکوس م΄انیابی مدل ٢ . ٢ . ٣
٣۶ . . . . . . . . . . . . . . . . . تنزیل و ترفیع م΄انیابی مدل ۴ . ٢ . ٢

٣٧ معکوس متعادل م΄انیابی مسائل ٣
٣٨ . . . . . . . . متغیر یال های طول با معکوس متعادل م΄انیابی مسائل ٣ . ١
٣٩ . . . . . . . . . . . . . . . . . هزینه حداقل با معکوس مدل ٣ . ١ . ١
۴۶ . . . . . . . . . . . . . . بودجه ای محدودیت با معکوس مدل ٣ . ١ . ٢
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ق



پیش·فتار
بررسͬ را مختلف مسائل از وسیعͬ دامنه که است ارزشمندی و غنͬ حوزه م΄انیابی نظریه
به م΄انیابی علم ͬ کند. م ایفا عملیات در تحقیق در را برجسته ای بسیار نقش و است کرده
مسائل به توجه با نیز و تئوری΄ͬ تکنی΄ͬ، چالش های طریق از عملͬ مسائل حل برای نیاز علت
و تکامل به رو همواره فنͬ و جغرافیا مدیریت، اقتصاد، جمله از دی·ر رشته های از برخاسته
برنامه در مهم بسیار عامل ΁ی تسهیلات م΄ان مورد در تصمیم گیری است. بوده پیشرفت
اکثر در که است عمومͬ و خصوصͬ بخش های در بسیاری کارهای برای ΁استراتژی ریزی های

است. مدت بلند آن اقتصادی تاثیرات و داشته سر وکار سرمایه از زیادی منابع با ͽمواق
تغییر با هم و باشند کارا فعلͬ سیستم لحاظ از هم باید شده انتخاب م΄ان های لحاظ این از
مسائل بنابراین کنند. حفظ را خود کارایی دی·ر عوامل و جمعیت تغییر محیطͬ، عوامل
برای تلاش ها اخیر سال های در هستند. مدت طولانͬ برنامه ریزی افق ΁ی نیازمند م΄انیابی
بسیار حل روش های و مدلسازی تئوری΄ͬ، لحاظ از م΄انیابی مسائل زمینه در پیشرفت و توسعه

است. بوده چشم·یر
اورژانس، واحد های برای بهینه م΄ان های تعیین به ͬ توان م م΄انیابی مسائل کاربرد های جمله از
،΁کلاسی م΄انیابی مدل ΁ی در کرد. اشاره غیره و خانه ها تصفیه فرودگاه ها، آتش نشان  ها،
هدف و شده مستقر بعدی چند حقیقͬ فضای ΁ی یا و گراف ΁ی روی مشتریان از مجموعه ΁ی
برای م΄ان بهترین تصمیم گیرنده توسط شده گرفته نظر در معیار های به توجه با که است این

شود. تعیین سیستم آن روی سرویس دهنده ها تاسیس
شویم مواجه موقعیت هایی یا عمل در است مم΄ن ،΁کلاسی م΄انیابی مدل های با تقابل در
مستقر مطالعه تحت سیستم روی قبل از نیز سرویس دهنده ها مشتریان، بر علاوه آنها در که
طرفͬ از داده اند. دست از را خود کارایی سیستم ͬ های ویژگ تغییر دلیل به زمان گذر با و شده
تصمیم گیرنده حالت، این در ͬ باشد نم ام΄ان پذیر محدودیت ها برخͬ دلیل به آنها کردن جابجا

ͬ نماید: م حل و گرفته نظر در را زیر شب΄ه) (بهبود اصلاحͬ مسائل از ی΄ͬ معمولا
سیستم تاثیر گذار پارامترهای از برخͬ هزینه: حداقل با معکوس م΄انیابی مسئله (الف) •
نقاط مختصات یا نقاط وزن گراف، روی راس ها وزن یا یال ها طول (مانند مطالعه تحت
سرویس دهنده م΄ان اینکه تا شود اصلاح مم΄ن هزینه حداقل با حقیقͬ) فضای روی

گردند. بهینه شده اصلاح پارامترهای به توجه با معین قبل از های
ش



پیش·فتار ت
سیستم پارامترهای از برخͬ بودجه ای: محدودیت با معکوس م΄انیابی مسئله (ب) •
سرویس دهنده های م΄ان  که شود اصلاح طوری شده داده بودجه ΁ی با را مطالعه تحت

یابند. بهبود مم΄ن حد تا شده، اصلاح سیستم در شده تاسیس
هم·ͬ که نمود مطرح را شب΄ه بهبود مسائل این از دی·ری مختلف مدل های ͬ توان م البته،

دارند. قرار معکوس م΄انیابی مسائل حوزه در
مسائل نوع این است. گرفته قرار توجه مورد اخیر سال چند در متعادل م΄انیابی مسائل
نقاط به سرویس دهͬ در تعادل که ͬ کند م انتخاب طوری را سرویس دهنده ها م΄ان م΄انیابی،

برسد. حداکثر به تقاضا
حل به و است معکوس م΄انیابی مسئله با متعادل م΄انیابی مسئله تلفیق رساله این در هدف
ایجاد برای مسئله پارامتر های تغییر در هزینه کمترین شرط هم و تعادل شرط هم که مسائلͬ
حل و بررسͬ دنبال به رساله این در دی·ر عبارتͬ به ͬ کند. م ΁کم است، برقرار بهینه جواب
جدیدی موضوع معکوس متعادل م΄انیابی مسائل هستیم. معکوس متعادل م΄انیابی مسائل
از نامتعادل شدنͬ جواب ΁ی مسائل این در است. گرفته قرار توجه مورد اخیرا که ͬ باشد م
کمترین با مسئله اساسͬ پارامتر های اصلاح با که است این هدف داریم، شده تعیین پیش
شرط مسائل این در شود. بهینه جواب و کنیم متعادل ام΄ان حد تا را نامتعادل جواب هزینه،

است. بهینگͬ شرط تعادل،
١ شماره بانک از که مشتریانͬ تعداد ب·یرید نظر در شهری سیستم در را بانک دو مثال برای
باعث که ͬ گیرند م سرویس ٢ شماره بانک از که است مشتریانͬ تعداد از بیشتر ͬ گیرند م سرویس
در سرویس دهͬ کاهش کل در و طولانͬ صف های و مشتریان و کارمندان برای خستگͬ ایجاد
سیاست ایجاد قبیل از تاثیرگذار پارامترهای از برخͬ اصلاح موثر حل راه ΁ی ͬ شود. م ١ بانک
٢ بانک به خدمات آن افزودن و ١ بانک در خدمات از بخشͬ کردن کم ،٢ بانک در تشویقͬ های
طوری که به ٢ بانک به مشتریان دسترسͬ سهولت برای ونقل حمل بخش در تسهیلات ایجاد و

باشند. متعادل حدی تا ͬ گیرند م سرویس بانک دو هر از که مشتریانͬ تعداد
ͬ باشد: م زیر صورت به رساله این سازماندهͬ

مسائل سپس و ͬ پردازیم م نیاز مورد مقدماتͬ مفاهیم و تعاریف از برخͬ یادآوری به ،١ فصل در
این زمینه در گرفته انجام مطالعات جدیدترین از خلاصه ای و شده معرفͬ ΁کلاسی م΄انیابی
متعادل م΄انیابی مسائل اصلاحͬ، م΄انیابی مسائل انواع با ٢ فصل در ͬ گردد. م ارائه مسائل
متعادل م΄انیابی مسئله جدید مدل ΁ی ٣ فصل در ͬ شوید. م آشنا مسائل این تاریخچه و
زمانͬ پیچیدگͬ با ال·وریتم هایی و شده مطرح ( محدود و نامحدود (بودجه دوحالت با معکوس
تک م΄انیابی مسائل از خاصͬ حالت ۴ فصل در ͬ شود. م ارائه حالت دو این حل برای O(nlogn)

مطرح نامحدود) و محدود یال ها (طول حالت دو در درخت روی معکوس متعادل وسیله ای
ارائه مسائل این حل برای O(nlogn) و O(n٢) زمانͬ پیچیدگͬ با ترتیب به ال·وریتم های و شده

ͬ شود. م



١ فصل
΁کلاسی م΄انیابی مسائل بر مقدمه ای

رساله این بعدی فصل های برای نیاز مورد پایه ای و مقدمات تعاریف فصل، این اول بخش در
است. شده برگرفته [٣٢] و [٢١] ͽمراج از بخش این مطالب ͬ شوند. م بیان

پیچیدگͬ آنالیز از مقدماتͬ مفاهیم ١ . ١
اجرای٢ زمان بیان در که ١ پیچیدگͬ آنالیز به مربوط مفاهیم و تعاریف فصل این ابتدای در

شد. خواهد معرفͬ ͬ روند. م کار به ال·وریتم ها

جای·زینͬ و مقایسه ای حسابی، عملیات تعداد با برابر ال·وریتم ΁ی اجرای زمان .١ . ١ . ١ تعریف
ورودی داده های تعداد نشانگر n اگر ͬ باشد. م مسئله ΁ی حل برای ال·وریتم آن اجرای طول در

ͬ شود. م داده نمایش T (n) با معمولا آن اجرای زمان آنگاه باشد، ال·وریتم

آنها مجانبی رفتار تابع، دقیق رفتار گرفتن نظر در جای به ال·وریتم ها تحلیل بحث در
از آن، پیچیدگͬ میزان و ال·وریتم ΁ی اجرای زمان تخمین برای ͬ گیرد. م قرار بررسͬ مورد
روش طبق که است O نماد ها این از ی΄ͬ ͬ شود. م استفاده مجانبی نماد نام به نماد هایی

دارد. فراوانͬ کاربرد ال·وریتم ها تحلیل در و ͬ شود م محاسبه خاصͬ
1complexity
2running time



΁کلاسی م΄انیابی مسائل بر مقدمه ای ٢
΁ی اگر ،f(n) ∈ O(g(n)) یا f(n) = O(g(n)) گویند ،g(n) مفروض تابع برای .١ . ١ . ٢ تعریف
n ≥ n٠ هر ازای به طوری که به باشد داشته وجود n٠ طبیعͬ عدد ΁ی و β مثبت حقیقͬ مقدار

رابطه
٠ ≤ f(n) ≤ βg(n)

گفت ͬ توان م دی·ر عبارتͬ به باشد. برقرار
lim
n→∞

f(n)

g(n)
̸= ∞ =⇒ f(n) = O(g(n))

تعریف f(n) تابع برای مجانبی بالای کران ΁ی عنوان به βg(n) آنگاه ،f(n) = O(g(n)) اگر
ͬ گردد. م

که ،T (n) = O(nk) هرگاه است جمله ای چند اجرای زمان دارای ال·وریتم ΁ی .١ . ١ . ٣ تعریف
است. ثابت طبیعͬ عدد ΁ی k آن در

زمانͬ پیچیدگͬ هرگاه است جمله ای چند شبه اجرای زمان دارای ال·وریتم ΁ی .۴ . ١ . ١ تعریف
باشد. آن ها بزرگͬ و ورودی داده های اندازه  از جمله ای چند ΁ی آن

سخت −NPو NP ، P کلاس های
خیر و بله جواب دارای همواره اگر ͬ شود م شناخته تصمیم گیری مسئله عنوان به مسئله ΁ی
روی پایین)، یا بالا (کران U کران کردن اضافه با ͬ توان م را بهینه سازی مسئله ΁ی باشد.

کرد: تبدیل تصمیم گیری مسئله ΁ی به زیر سوالات بررسͬ و گردد بهینه باید که مقداری
برای هدف تابع مقدار که دارد وجود شدنͬ جواب ΁ی آیا مینیمم سازی: مسئله برای . ١

باشد؟ U حداکثر آن
برای هدف تابع مقدار که دارد وجود شدنͬ جواب ΁ی آیا ماکزیمم سازی: مسئله برای . ٢

باشد؟ U حداقل آن
مسئله آنگاه کند، حل را تصمیم گیری مسئله بتواند ال·وریتم ΁ی اگر که است ذکر به لازم
زمان در را بهینه سازی مسئله ال·وریتم ΁ی اگر همچنین، کرد. خواهد حل نیز را بهینه سازی
کرد. خواهد حل جمله ای چند زمان در را تصمیم گیری مسئله آنگاه کند. حل جمله ای چند

΁ی هرگاه است پذیر کاهش جمله ای چند زمان در B مسئله ΁ی به A مسئله .۵ . ١ . ١ تعریف
طوری که به باشد موجود R کاهش تابع

ورودی ΁ی R(x) آنگاه باشد، A برای بله ورودی ΁ی x اگر ،x ورودی داده هر ازای به . ١
باشد، A برای خیر ورودی ΁ی x اگر مشابه طور به برعکس. و کند فراهم B برای بله

برعکس. و کند فراهم B برای خیر ورودی ΁ی R(x) آن گاه



٣ پیچیدگͬ آنالیز از مقدماتͬ مفاهیم
گردد. محاسبه چند جمله ای زمان در R مقدار . ٢

΁ی اگر است کاهش پذیر جمله ای چند زمان در B مسئله به A مسئله گویند دی·ر، عبارت به
جواب های با B از نمونه ΁ی به را A از نمونه هر طوری که به باشد موجود چند جمله ای ال·وریتم
باشد، پذیر کاهش B مسئله ΁ی به جمله ای چند زمان در A مسئله اگر نماید. تبدیل ی΄سان

صورت این در
A ≤p B.

چند جمله ای زمان در که است تصمیم گیری مسائل از مجموعه ای ٣ P کلاس .۶ . ١ . ١ تعریف
هستند. حل قابل

در آنها حل برای تضمینͬ که است مسائلͬ از دسته آن  شامل ۴ NP کلاس .١ . ١ . ٧ تعریف
΁ی خیر یا بله ارزش چندجمله ای زمان ΁ی در ͬ توان م ولͬ ندارد وجود جمله ای چند زمان

داد. تشخیص را کاندید جواب

شده تعریف کلاس های مجموعه از تصویری :١ . ١ ش΄ل

داشته Q́ ∈ NP هر برای اگر است ۵ سخت −NP نوع از Q مسئله ΁ی گویند .١ . ١ . ٨ تعریف
باشیم

Q́ ≤p Q.

وارد راس آن بر که است یال هایی تعداد با برابر G گراف در راس ΁ی درجه .١ . ١ . ٩ تعریف
شده اند.

3Deterministic Polynomail
4Nondeterministic Polynomail
5NP-hard



΁کلاسی م΄انیابی مسائل بر مقدمه ای ۴
وجود مسیر ΁ی آن دلخواه راس دو هر بین هرگاه گویند همبند را G گراف .١ . ١ . ١٠ تعریف

باشد. داشته
باشند، متصل هم به مسیر ΁ی با دقیقا دلخواه راس دو هر آن در که گرافͬ .١ . ١ . ١١ تعریف
نامیده درخت ΁ی دور بدون همبند گراف هر دی·ر، عبارت به ͬ شود. م نامیده درخت ΁ی

ͬ شود. م
n−١ درجه دارای آن رئوس از ی΄ͬ که است راس n با درختͬ ستاره ، گراف ΁ی .١ . ١ . ١٢ تعریف

باشند. ١ برابر آن راس n− ١ درجه و بوده

م΄انیابی ١ . ٢
زندگͬ، برای غار بهترین انتخاب نظیر تصمیم گیری هایی در دور گذشته های از م΄انیابی مفهوم
داشته حضور غیره و خانه ها ساختن برای م΄ان بهترین روستاها، احداث برای م΄ان بهترین
توجه باعث عامل چندین ͬ کردند. م حل ابتکاری روش های با را مسائل گونه این انسان ها و
م΄انیابی مسائل اولا، است. شده آن عظیم تاریخچه آمدن وجود به و م΄انیابی مسائل به فراوان
دولتͬ نهادهای تا انبارداری و صنعت از بشری برنامه ریزی های سطوح تمام در مداوم طور به
منابع با آنها اغلب یعنͬ دارند، ΁استراتژی ماهیت م΄انͬ تصمیم گیری های ثانیا، دارند. حضور
اکثر سوما، ͬ باشد. م مدت بلند آنها اقتصادی تاثیرات و داشته سروکار سرمایه از عظیمͬ
پایه ای ترین به مربوط بزرگ نمونه های حتͬ هستند. حل قابل سختͬ به م΄انیابی مدل های

هستند. بالایی محاسباتͬ پیچیدگͬ دارای نیز مدل ها
مسئله نوع به بسته هدف) تابع و قیود (متغیرها، م΄انیابی مدل های ساختاری ش΄ل نهایتا،
وجود م΄انیابی مسائل برای جامعͬ مدل هیچ نتیجه در ͬ شود، م تعریف مطالعه تحت م΄انیابی

ندارد.
م΄ان عنوان به نقاط از ای مجموعه ͬ شود، م شناخته م΄انیابی مسئله عنوان به امروز آنچه در
است سرویس دهنده چندین یا ΁ی برای م΄ان بهترین کردن پیدا هدف، و شده داده مشتریان
کنند. سرویس دهͬ مشتریان به ش΄ل بهترین به بتوانند موجود شرایط به توجه با طوری که به

کرد: اشاره زیر موارد به ͬ توان م م΄انیابی مسائل کاربردهای جمله از
دسترسͬ زمانͬ میانگین مینیمم سازی برای تامین زنجیره ΁ی در انبارها م΄انیابی •

انبارها این به فروش·اه ها
ارائه در تسهیل منظور به اتوبوس ایستگاه های و آموزش مراکز ترمینال ها، م΄انیابی •

عمومͬ خدمات
محصولات فروش از حاصل سود کردن ماکزیمم منظور به خرید مراکز م΄انیابی •



۵ م΄انیابی مسائل انواع
حداقل به برای زباله تخلیه م΄ان و خطرناک شیمیایی مواد کارخانه های م΄انیابی •

منطقه مردم به این ها از ناشͬ ضررهای رساندن
تولیدی کارخانه های و مخابرات سیستم های فرودگاه ها، و هوایی خطوط م΄انیابی •

خدماتͬ دفاتر و بانک ها ادارات، دولت، خدمات مراکز م΄انیابی •
هزینه ها رساندن حداقل به برای تجاری و صنعت موسسات م΄انیابی •

اضطراری مراقبت مراکز و خون انتقال مراکز درمانͬ، بهداشتͬ مراکز م΄انیابی •

م΄انیابی مسائل انواع ١ . ٣
پرداخته پرکاربرد ΁کلاسی م΄انیابی مدل های معرفͬ به ام΄ان حد تا شده سعͬ بخش این در

گردد. ارائه م΄انیابی، مسائل با بیشتر آشنایی برای آنها، حل روی΄رد های از خلاصه ای و

م΄انیابی: مسئله ΁ی اساسͬ مولفه های
سه به سرویس گیرنده ها و سرویس دهنده ها م΄ان برای تصمیم فضای تصمیم: فضای •

ͬ شود: م بندی تقسیم دسته
پیوسته: فضای . ١

متغیر  هایی توسط یعنͬ باشد، پیوسته تقاضا نقاط و تاسیسات م΄ان فضای هرگاه
این در گویند. پیوسته را مدل شود، مشخص ͬ کند م تغییر پیوسته صورت به که
مسائل اکثر ͬ کنیم. م پیدا Rn بعدی n فضای در را سرویس دهنده م΄ان مدل ها
خاطر به بعدی دو مسائل ͬ شوند. م تعریف بعدی دو حداقل فضای در م΄انیابی
ͬ گیرند. م قرار توجه مورد بیشتر آنها بصری ادراک قابلیت و هندسͬ ͬ های ویژگ
از معمولا که تابعͬ (آنالیز آنالیز و هندسه ابزار های از پیوسته مسائل با مواجه در

ͬ گیریم. م بهره ͬ شود) م استفاده تقعر و تحدب ͬ های ویژگ
گسسته: فضای . ٢

م΄ان باید آنها در که هستند مدل هایی گسسته، م΄انیابی مدل های
مدل ها، این در کنیم. پیدا شده تعیین پیش از نقاط روی تنها را سرویس دهندگان
گسسته متغیرهای توسط که است شده داده کاندیدا نقاط از متناهͬ مجموعه ای
گسسته مدل های خلاف بر پیوسته، م΄انیابی مدل های در ͬ شوند. م داده نشان
جهت این از داد. ارائه را دسترس در نقاط از کاملͬ و ͽجام لیست ͬ توان نم
انتخاب مدل های را گسسته مدل های و م΄ان ایجاد مدل های را پیوسته مدل های

ͬ نامند. م نیز م΄ان



΁کلاسی م΄انیابی مسائل بر مقدمه ای ۶
گسسته ایده پیوسته، و بزرگ مسائل با مواجه در ریاضیات در مفید ابزار های از ی΄ͬ
ناحیه ΁ی نماینده نقطه هر حقیقت در گسسته، مدل های در است. فضا سازی
تخمین برای تابع ΁ی باید پیوسته حالت در که است ذکر به لازم است. فضا از
مقالات موضوع مناسب، تابع این انتخاب نحوه که شود. انتخاب نقاط بین فاصله
فاصله گسسته حالت در ͬ که حال در است، بوده پیوسته م΄انیابی زمینه در زیادی

ͬ گیرد. م قرار استفاده مورد شده، محاسبه قبل از یا و شده پیموده واقعͬ
به و ͬ کنند م مدل را عملͬ و واقعͬ موقعیت راحتͬ به پیوسته مدل های بنابراین
تابع از استفاده خاطر به که است ذکر قابل نکته این البته ͬ شوند. م اجرا سرعت
انتخاب البته هستند. برخوردار گسسته انواع به نسبت کمتری دقت از تخمین

دارد. بستگͬ تصمیم گیرنده نظر به مسئله شرایط به توجه با فضا نوع
شب΄ه ای: . ٣

یا رئوس روی سرویس دهندگان آن در که هستند مدل هایی شب΄ه ای مدل های
مسائلͬ شب΄ه ای، فضای با م΄انیابی حوزه در هستند. مستقر شب΄ه ΁ی یال های
مانند خاص گراف های در ولͬ هستند سخت NP کلͬ حالت در که دارد وجود

ͬ باشند. م حل قابل جمله ای چند زمان در درخت ها
سرویس دهندگان: •

ͬ گیریم: م نظر در را P > ١ و P = ١ حالت های باشد. سرویس دهنده تعداد P کنید فرض
شود. مستقر باید سرویس دهنده ΁ی فقط حالت این در ، P = ١ . ١

باید سرویس دهنده ها استقرار محل کردن پیدا بر علاوه حالت این در ، P > ١ . ٢
شود. مشخص نیز سرویس دهندگان به مشتریان تخصیص چ·ونگͬ

بین ارتباط است مم΄ن ͬ کنیم م م΄انیابی را سرویس دهنده چندین که حالتͬ در
برآورده را هدف این که مدل هایی باشد. اهمیت دارای نیز جدید سرویس دهندگان
عنوان به ͬ باشند. م جدید سرویس دهندگان بین وزن دار فاصله شامل ͬ کنند م
شدن پراکنده آن در که کرد اشاره نظامͬ تاسیسات م΄انیابی به ͬ توان م مثال
را پذیری آسیب و خسارت و ضرر میزان جدید سرویس دهندگان داشتن فاصله و
تصمیم گیرنده فودها، فست یا و بنزین پمپ م΄انیابی در همچنین ͬ دهد. م کاهش
ی΄دی·ر با آنها بین مستقیم رقابت ایجاد از تا دارد آنها کردن پراکنده در سعͬ

کند. جلوگیری

دارد: وجود مختلف مدل نوع دو پارامتر، این مبنای بر
است ثابت آن در جدید سرویس دهندگان تعداد که ‐مدل هایی

است. متغیر آن در جدید سرویس دهندگان تعداد که ‐مدل هایی



٧ م΄انیابی مسائل انواع
مشتریان: •

که است لازم لذا است. شده منظور نیز مشتریان نقش م΄انیابی مدل های از تعدادی در
مشتریان کنیم فرض است مم΄ن مثال برای بدانیم. را آنها تقاضای میزان و توزیع نحوه
در مثلا فضا، از مخصوصͬ نقاط در یا و شده اند توزیع ناحیه ΁ی در ی΄نواخت طور به

باشد. فاصله از تابعͬ تقاضا میزان و دارند قرار شب΄ه ΁ی رئوس
انتخاب در است مم΄ن یا و یابند اختصاص سرویس دهنده ΁ی به است مم΄ن مشتریان
مشتریان همیشه آیا که ͬ آید م پیش سوال این صورت آن در که باشند آزاد سرویس دهنده
سرویس دهنده انتخاب در دی·ری عوامل یا ͬ کنند م مراجعه سرویس دهنده نزدی΄ترین به

هستند. دخیل مشتری توسط
فاصله: اندازه •

م΄انیابی، مسائل در است. اشیاء دوری میزان تشخیص برای عددی معیار ΁ی فاصله
و باشد آنها م΄انͬ موقعیت به وابسته مستقیما تاسیسات بین ارتباط که ͬ کنیم م فرض
در محوری نقش فاصله مفهوم بنابراین ͬ شود. م بیان فاصله از تابعͬ ش΄ل به معمولا
برای مختلفͬ اندازه های مسئله شرایط و موقعیت به توجه با دارد. پیوسته م΄انیابی
΁ی در فاصله تخمین تابع عنوان به نرم ها از استفاده ͬ رود. م کار به فاصله ارزیابی
٧نیز وندل و وارد .[۴٩] شد پیشنهاد موریس۶ و لاو توسط بار اولین م΄انیابی، مسئله
بین فاصله اندازه گیری برای . دادند[٧٢] قرار مطالعه مورد را بلوکͬ نرم های از استفاده

ͬ شود: م استفاده زیر متر های از معمولا سرویس دهندگان و مشتریان

١ ≤ p < ∞ که Lp نرم –
تعریف زیر صورت به صفحه در y = (y١, y٢) و x = (x١, x٢) نقطه دو بین فاصله این

ͬ شود: م
Lp(x, y) = (w١|x١ − y١|p + w٢|x٢ − y٢|p)

١
p

شب΄ه ای: فاصله –
فاصله این محاسبه برای است. شب΄ه روی نقطه دو بین مسیر کوتاهترین برابر
ال·وریتم های ͬ توان م جمله آن از که است شده پیشنهاد مختلفͬ ال·وریتم های

. [٨] برد نام فلوید٩را و دای΄سترا٨
همینگ١٠ فاصله –
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΁کلاسی م΄انیابی مسائل بر مقدمه ای ٨
معیار(هدف): تابع •

م΄ان های کیفیت و بوده وابسته سرویس دهنده ها و مشتریان میان فواصل به تابع این
از: عبارتند مهم معیار توابع ͬ کند م معین را سرویس دهنده ها استقرار برای نظر مورد

Minisum تابع ‐
Minimax تابع ‐
Maxsum تابع ‐
Maxmin تابع ‐

Minmax-Minsum تابع ‐
Maxmin-Maxsum تابع ‐

وزن ها: •
مشتری آن اهمیت میزان بیانگر که ͬ شود م داده اختصاص وزن ΁ی مشتری هر برای

ͬ باشد. م م΄انیابی مسئله در

سرویس دهنده: ظرفیت
معینͬ مقدار سرویس دهنده (یعنͬ محدود سرویس ظرفیت با است مم΄ن سرویس دهنده ΁ی
سرویس دهنده (یعنͬ باشد. نامحدود سرویس ظرفیت یا و کند) تامین را مشتری تقاضای از

ͬ کند). م تامین را مشتری تقاضای از مقدار هر
خوشایند سرویس دهنده های نوع دو به م΄انیابی مسئله ΁ی سرویس دهنده های همچنین
سرویس دهنده هایی به ناخوشایند سرویس دهنده های ͬ گردد. م ١١طبقه بندی ناخوشایند و
دور مشتریان از مم΄ن حد تا باید خوشایند سرویس دهنده های برخلاف که ͬ گردد م اطلاق
تصفیه نظامͬ، تجهیزات هسته ای، تاسیسات شامل سرویس دهنده هایی چنین نمونه باشند.
سال در بار اولین م΄انیابی مسائل نوع این ͬ باشند. م غیره و زباله تخلیه م΄ان های خانه ها،
[۵٣] و [٧۴] به زمینه این در بیشتر مطالعات برای شدند. [٣٧]معرفͬ ١٢ گلدمن توسط ١٩٧۵

کنید. مراجعه
از: عبارتند آنها مهم ترین از برخͬ که دارد وجود م΄انیابی مسائل از مختلفͬ انواع بنابراین
ظرفیت، بدون سرویس دهنده م΄انیابی مسئله ، مرکز م΄انیابی مسئله میانه، م΄انیابی مسئله
پشتیبان، م΄انیابی مسئله هاب، م΄انیابی مسئله دوم، درجه تخصیص مسئله پوششͬ، مسئله
م΄انیابی مسئله مراتبی، سلسله م΄انیابی مسئله ناخوشایند، دهنده سرویس م΄انیابی مسئله
مسئله ،ͽبامان م΄انیابی مسئله معیاره، چند م΄انیابی مسئله انبار، م΄انیابی مسئله رقابتͬ،
میانه م΄انیابی مسئله تصادفͬ. م΄انیابی مسئله شرطͬ، م΄انیابی مسئله متعادل، م΄انیابی
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٩ م΄انیابی پرکاربرد مسائل
پرکاربرد و مهم مسائل از متعادل م΄انیابی مسئله همچنین آنها، معکوس و مرکز م΄انیابی و

ͬ پردازیم. م آنها ͽجام معرفͬ به بعدی بخش های در که هستند م΄انیابی

م΄انیابی پرکاربرد مسائل ۴ . ١
مطرح زیر صورت به هفدهم قرن در ١٣ فرما توسط بار اولین تئوری صورت به م΄انیابی مسئله

شد:
مجموع که کنید پیدا طوری را چهارم نقطه است، شده داده صفحه در نقطه سه کنید فرض ”

گردد.” کمینه شده، داده نقطه سه تا آن فواصل
١۶۴٠ سال در ١۴ توریچلͬ توسط بود، شده بیان هندسͬ صورت به که مسئله این جواب اولین
نظر در مثلث ΁ی راس سه را موجود نقطه سه اگر که کرد مشاهده توریچلͬ گردید. مطرح
مثلث اضلاع روی بر که الاضلاعͬ متساوی مثلث های محیطͬ دایره های برخورد محل ب·یریم
معروف نقطه، این دلیل همین به است. مسئله جواب ͬ شوند م ساخته آن بیرون به رو و اصلͬ

ͬ باشد. م توریچلͬ نقطه به
یافته تعمیم وبر١۵ توسط مفروض نقاط به مختلف وزن های اختصاص با مسئله این ادامه، در
زیر صورت به فرما‐وبر مسئله یافت. شهرت فرما‐وبر مسئله به مذکور مسئله دلیل همین به

ͬ باشد. م
با متناظر وزن wj و باشند موجود صفحه در j = ١, . . . , n , pj = (p١j , p٢j) نقطه n کنید فرض
با X نقطه فاصله وزنͬ مجموع طوری که به است X مانند نقطه ای یافتن هدف باشد. pj نقطه
آنگاه دهیم نمایش d(X, pj) با را pj تا X فاصله اگر یعنͬ شود. کمینه صفحه در موجود نقاط

بود. خواهد زیر صورت به مسئله
min

n∑
j=١

wjd(X, pj)

مسئله این هدف تابع گویند. نیز مجموع١٧ کمترین یا وسیله ای١۶ تک مسئله را فوق مسئله
یافتن برای پس است سراسری بهینه جواب ΁ی موضعͬ بهینه جواب هر لذا است. محدب
بیابیم. را موضعͬ مینیمم نقطه و داده قرار صفر برابر را مشتق است کافͬ مسئله این جواب

ͬ کند. م صدق زیر روابط در X = (x, y) نقطه مختصات ترتیب این به

x =

∑n

j=١
wjp١j
d(X,pj)∑n

j=١
wj

d(X,pj)

, y =

∑n

j=١
wjp٢j
d(X,pj)∑n

j=١
wj

d(X,pj)
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΁کلاسی م΄انیابی مسائل بر مقدمه ای ١٠
تکرار روش ΁ی با درنتیجه هستند. وابسته X به y و x که ͬ یابیم م در آمده بدست نتیجه از
΁ی از شروع با ال·وریتم این در است. شده نام·ذاری وایزفیلد ال·وریتم که ͬ شویم م روبرو ساده
ͬ کنیم. م حرکت بهینه جواب سمت به و آورده بدست را مسیر تکراری دنباله  ΁ی اولیه نقطه

کنید. مراجعه [۴٩] به بیشتر مطالعه برای
صفحه در موجود نقطه ی دورترین تا X وزنͬ فاصله که باشد قسمͬ به X نقطه یافتن هدف اگر

ͬ باشد. م زیر صورت به مسئله آنگاه شود مینیمم
min max

j=١,...,n wjd(X, pj)

ͬ نامند. م کمینه‐بیشینه وسیله ای تک مسئله را فوق مسئله
برای م΄ان چند یعنͬ باشیم نقطه چند یافتن دنبال به نقطه ΁ی کردن پیدا جای به اگر حال
دهیم نسبت وسیله نزدی΄ترین به را نقطه نزدی΄ترین که کنیم پیدا به گونه ای جدید وسایل
کمترین با وسیله١٨ چند مسئله را مسئله کنیم، مینیمم را فواصل وزنͬ مجموع بخواهیم و

گویند. کمینه‐بیشینه وسیله ای چند مسئله را آن دی·ر حالت در و مجموع
و شود م΄انیابی باید که باشد جدید وسایل مجموعه X = {x١, . . . , xn} اگر یعنͬ

d(X, p) = min
xi∈X

d(xi, p)

ͬ شود. م نوشته زیر صورت به ترتیب به فوق مسائل هدف تابع آنگاه
min

n∑
j=١

wjd(X, pj)

و
min max

j=١,...,n wjd(X, pj)

تخصیص مسئله وسایل، م΄ان کردن پیدا بر علاوه وسیله ای چند حالت در که است ͹واض
است. نظر مورد نیز جدید وسایل به نقاط

را مسئله آنگاه ب·یرد، قرار صفحه از نقطه ای هر در بتواند جدید وسایل م΄ان اگر فوق بحث در
یعنͬ فاصله تابع که زمانͬ برای راه حل هایی حالت این برای گویند. پیوسته م΄انیابی مسئله
است. شده ارائه [٣٠] در ͬ باشد م چپیشف و اقلیدسͬ خطͬ، نرم های از ی΄ͬ صورت به d(X, p)

از خاصͬ حالت و گیرند قرار موجود نقاط در ͬ تواند م جدید وسایل م΄ان گسسته حالت در
نقطه ای باید نیز جدید وسایل م΄ان و داشته قرار شب΄ه ΁ی روی موجود نقاط که است وقتͬ آن
کمینه‐بیشینه یا و مجموع کمترین صورت به هدف تابع وقتͬ حالت این در باشد. شب΄ه از
م΄ان کردن پیدا هدف اگر همچنین ͬ نامند. م مرکز و میانه مسئله را مسئله ترتیب به است،
ͬ شوند. م نامیده مرکز −p و میانه −p مسئله ترتیب به مسائل این آنگاه باشد، جدید وسیله p
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١١ م΄انیابی پرکاربرد مسائل

p−میانه م΄انیابی مسئله ١ . ۴ . ١
شب΄ه های مراکز م΄انیابی به ͬ توان م جمله آن از که دارد فراوانͬ کاربردهای میانه −p مسئله

کرد. اشاره نظامͬ و اداری مراکز کالا، توزیع مراکز کامپیوتری،
باشد. مینیمم نقطه، آن تا نقاط سایر وزن دار فواصل مجموع که است شب΄ه از نقطه ای میانه،
حالت این در که شوند، انتخاب شب΄ه از نقطه ای هر ͬ توانند م میانه ها میانه، −p مسئله در
راس ها روی تنها میانه نقاط کردن پیدا هدف اگر اما گویند. محض میانه −p مسئله را مسئله
زیر صورت به میانه −p مسئله کلͬ حالت در نامند. راسͬ میانه −p مسئله را مسئله باشد

ͬ شود. م تعریف

عنوان به موجود م΄ان n بین از م΄ان p انتخاب p−میانه، م΄انیابی مسئله .١ . ۴ . ١ تعریف
موجود م΄ان های سایر تا م΄ان p این فاصله وزن دار مجموع که گونه ای به است سرویس دهنده

گردد. کمینه

k ≥ ١, Rk فضای در میانه −p مسئله که کردند ثابت ١٩٨۴ سال در ٢٠ سوپویتز ١٩و م·یدو
ال·وریتم درزنر٢١ کار، این ادامه در .[۵٢] است NP−سخت مسئله ΁ی خطͬ و اقلیدسͬ متر با
م΄انیابی مسئله .[٢۴] داد ارائه اقلیدسͬ نرم تحت صفحه روی ٢−میانه مسئله برای کارایی
همچنین وی گرفت. قرار توجه مورد ح΄یمͬ مقاله انتشار با ١٩۶۴ سال در شب΄ه روی میانه
رأس های شامل تنها که دارد وجود میانه −p مسئله برای بهینه جواب ΁ی حداقل که داد نشان

.[۴٠] ͬ باشد م شب΄ه
تنها و است درخت یال های طول از مستقل درخت روی ١−میانه م΄ان که داد نشان گلدمن
نمود ارائه مسئله این برای خطͬ ال·وریتم ΁ی آن مبنای بر و ͬ باشد م وابسته رأس ها وزن به
اجرای زمان با ال·وریتم ΁ی درختͬ شب΄ه های روی میانه −٢ مسئله برای علاوه به .[٣۶]

.[٣۵] گردید ارائه هم΄اران ٢٢و گاویش توسط O(nlogn)

p−میانه مسئله ریاضͬ مدل
،Ai نقطه هر است. موجود صفحه در تقاضاها استقرار م΄ان عنوان به نقطه n کنید فرض
مجموعه ΁ی پیداکردن هدف ͬ باشد. م wi وزن و Ai = (ai, bi) مختصات دارای i = {١, . . . , n}

گردد. کمینه زیر هدف تابع که است گونه ای به ها Ai نقاط از عضوی p

min F (X) =

n∑
i=١

wid(Ai, X)

19Megiddo
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΁کلاسی م΄انیابی مسائل بر مقدمه ای ١٢
و است سرویس دهنده ها م΄ان مجموعه X = {x١, x٢, . . . , xp} که

d(Ai, X) = min d(Ai, xj) j = ١, . . . , p

بود. خواهد فاصله ها وزنͬ مجموع کردن کمینه هدف حالت این در عبارتͬ به

شب΄ه روی م΄انیابی مسئله
دارای (i, j) یال و wi وزن دارای Vi راس که شده داده G = (V,E) گراف ΁ی کنید فرض
روی سرویس دهنده ها م΄ان کردن پیدا هدف گراف روی م΄انیابی مسائل در است. dij وزن

شود. کمینه یال ها فاصله و رئوس وزن با مرتبط هدف تابع که به گونه ای ͬ باشد م گراف
میانه −p جواب های مجموعه که ͬ کند م بیان شد، ارائه [۴٠] ح΄یمͬ توسط که زیر قضیه

است. راسͬ میانه −p جواب ΁ی شامل

که دارد وجود V رئوس از X∗
p چون زیرمجموعه ای همواره G = (V,E) شب΄ه در .١ . ۴ . ١ قضیه

است. شب΄ه میانه −p م΄ان

کنیم حل شمارشͬ روش به را مسئله بخواهیم اگر راسͬ بهینگͬ خاصیت از استفاده با
انتخاب n به p = ١ برای مثلا داریم. انتخاب (np) به نیاز راس n بین از میانه p انتخاب برای
که ͬ باشد. م نیاز ،O(n٢) زمان به یعنͬ کنیم محاسبه را F (x) باید راس هر برای که است نیاز
مسئله و شده زیاد روش این زمانͬ پیچیدگͬ بزرگتر های p برای کلͬ حالت در .|V | = n آن در

ͬ باشد. م [٣٢] سخت −NP

کرد. تبدیل ΁ی و صفر برنامه ریزی مسئله ΁ی به زیر صورت به ͬ توان م را میانه −p مسئله
تعریف زیر صورت به را xij و yj متغیر های j = ١, . . . , n و i = ١, . . . , n ازای به کنید فرض

کنید.

xij =

 ١ شود. سرویس j سرویس دهنده توسط i مشتری اگر
٠ صورت این غیر در

yj =

 ١ شود انتخاب دهنده سرویس عنوان به Aj اگر
٠ صورت این غیر در

بود: خواهد زیر صورت به مسئله بنابراین



١٣ م΄انیابی پرکاربرد مسائل

min

n∑
i=١

n∑
j=١

wid(Ai, Aj)xij

s.t.

n∑
j=١

xij = ١, i = ١, . . . , n (١ . ١)
n∑

j=١
yj = p (١ . ٢)

xij ≤ yj , i, j = ١, . . . , n (١ . ٣)
xij , yj ∈ {٠, ١}, i, j = ١, . . . , n (۴ . ١)

سرویس دهنده ΁ی از فقط و فقط مشتری هر که هستند این بیانگر (١ . ١) قیود مجموعه
باید شده تاسیس سرویس دهنده های تعداد که ͬ دهد م نشان (١ . ٢) قید ͬ گیرد. م سرویس
از ͬ تواند م تنها مشتری هر که هستند این بیانگر (١ . ٣) قیود مجموعه باشد. p مساوی

باشد. شده تاسیس که ب·یرد سرویس سرویس دهنده ای
جمله آن از که است شده برده کار به میانه −p مسئله حل برای مختلفͬ تقریبی روش های
روش های و گراف ها از استفاده با روش هایی خطͬ، برنامه ریزی بر مبتنͬ روش های ͬ توان م

برد. نام را ابتکاری
است شده ارائه [۵٠] مارنزانا٢٣ توسط که میانه −p مسئله برای ابتکاری روش های از ی΄ͬ
یعنͬ مسئله، برای شدنͬ جواب ΁ی از روش این در ͬ باشد. م ٢۴ همسای·ͬ جستجوی روش
نسبت وسیله نزدی΄ترین به را تقاضا نقاط و کرده شروع وسیله p م΄ان شامل مجموعه ای
وسیله آن اطراف همسای·ͬ ΁ی وسیله هر به شده داده نسبت گره های مجموعه ͬ دهیم. م
م΄ان این به را وسیله و کرده حل را ١−میانه مسئله همسای·ͬ، هر در ͬ دهند. م تش΄یل
دوباره وسایل م΄ان ͬ ها همسای· تمام برای که هنگامͬ سپس ͬ دهیم. م م΄ان تغییر جدید
دی·ر که زمانͬ تا ͬ کنیم م تکرار را عمل و آورده دست به را جدید ͬ های همسای· شدند، پیدا

نگیرد. صورت وسایل م΄ان یا ͬ ها همسای· در تغییری
م΄ان تغییر برای آن در که [٧٠] کردند ارائه ال·وریتمͬ نیز بارت٢۶ و تیتز٢۵ فوق، روش براساس
تغییر یافت بهبود هدف تابع که صورتͬ در و شده بررسͬ ترتیب به راس ها دی·ر وسیله، ΁ی
با ͬ یابد. م ادامه نشود حاصل جواب در بهبودی دی·ر که زمانͬ تا روند ͬ گیرد. م انجام م΄ان
جدید م΄ان های انتخاب نحوه البته بخشید. بهبود را شده داده جواب ΁ی ͬ توان م روش این

است. موثر ال·وریتم سرعت در اولیه جواب و
23Maranzana
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΁کلاسی م΄انیابی مسائل بر مقدمه ای ١۴
حل متغیر همسای·ͬ جستجوی روش با را میانه −p مسئله [۴٣] ملادنویچ٢٨ و هانسن٢٧
نظر در همسایه عنوان به دارند اختلاف عضو k (k ≤ p) در که جواب دو آن در که کرده اند

ͬ شوند. م گرفته
وسایل م΄ان تغییر روش براساس و حریصانه٢٩ ال·وریتمͬ صورت به که نیز ابتکاری روش ΁ی
جواب مجموعه در و آمده دست به میانه −١ نقطه ابتدا آن در که است آمده [٢٠] در ͬ باشد، م
آیا که ͬ شود م بررسͬ و شده اضافه مجموعه این به راس ΁ی گام هر در سپس ͬ گیرد. م قرار
خیر. یا یابد کاهش هدف تابع تا کرد شده انتخاب راس های جای·زین را دی·ری راس ͬ توان م
پس ͬ شود. م انجام بررسͬ عمل دوباره و کرده جای·زین را راس جواب، بودن مثبت صورت در

ͬ آید. م دست به مسئله برای تقریبی جواب ΁ی گام p از
΁ژنتی ال·وریتم روش های است رفته کار به میانه −p مسئله برای که ابتکاری روش های دی·ر از
به میانه −p مسئله برای را ΁ژنتی ال·وریتم که کسانͬ اولین است. ٣١ ممنوع جستجوی و ٣٠
٣۶ ارکوت ، [٢٣] دشام٣۵ و ٣۴ دیبل سپس بودند. [۴۵] در گودچایلد٣٣ و ٣٢ͷهاس بردند، کار
برای ΁ژنتی ال·وریتم های از استفاده با روش هایی [٢٢] هم΄اران و کورا٣٧ و [٢٩] هم΄اران و

کردند. ارائه میانه −p مسئله
روش هایی [۶۵] هم΄اران و رلند٣٩ و [۵۵] در هم΄اران مورنو٣٨ نیز تابو جستجو از استفاده با

کرده اند. ارائه میانه −p مسئله برای
زمانͬ پیچیدگͬ با دقیق ال·وریتم [۴٨] ح΄یمͬ و ۴٠ کریو درخت، روی میانه −p مسئله برای
بهبود O(pn٢) زمانͬ پیچیدگͬ با ال·وریتم به [۶٩] ۴١ تمیر را آن که کرده اند ارائه O(p٢n٢)

است. بخشیده

درختͬ شب΄ه روی ١ ‐میانه مسئله
|V | = n که E یال  مجموعه و V رئوس مجموعه با درخت ΁ی T = (V,E) کنید فرض

زیر مسئله جواب از است عبارت ͬ دهیم، م نشان µ با که T درخت ١−میانه  باشد.
F (µ) = minf(x) =

n∑
i=١

wid(x, vi)

27Hansen
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١۵ م΄انیابی پرکاربرد مسائل
W (T١) با را T١ روی رئوس وزن مجموع باشد، T از درختͬ زیر T١ کنید فرض .٢ . ۴ . ١ تعریف

دی·ر عبارت به ͬ دهیم. م نمایش
W (T١) =

∑
vi∈T١

wi (۵ . ١)

و T١
∪
T٢ = T که قسمͬ به باشند T از درخت زیر دو T٢ و T١ کنید فرض .١ . ۴ . ١ لم

اگر تنها و اگر µ ∈ T١ .T١
∩
T٢ = ∅

W (T١) ≥ W (T٢) (۶ . ١)
ͬ گویند. م وزنͬ اکثریت خاصیت [٣۶] است کرده ثابت گلدمن که را فوق خاصیت

درخت در (s, t) یال حذف از حاصل درخت زیر دو T و S که W (T ) ≤ W (S) اگر .٢ . ۴ . ١ لم
NS که NS درخت روی ١ ‐میانه یافتن با است متناظر ١ ‐میانه یافتن آنگاه هستند، اصلͬ

w(s) + w(T ) با است برابر s راس وزن که تفاوت این با است S درخت همان
درخت میانه ‐ ١ م΄ان باشد. Tمفروض درخت از درخت زیر ΁ی T١ کنید فرض .١ . ۴ . ١ نتیجه

اگر تنها و اگر دارد قرار T١ درخت زیر روی T

W (T١) ≥ W (T )/٢
با ͬ باشد. م درخت شب΄ه های روی معکوس ١‐میانه مسائل حل کار اساس نتیجه این
است مشهور (گلدمن) ۴٢ اکثریت ال·وریتم به که زیر ال·وریتم نتیجه، و فوق لم دو از استفاده

.[٣۶] گردید ارائه ١ ‐میانه مسئله برای

گلدمن ال·وریتم
به و است ١ ‐میانه م΄ان راس همان است، راس ΁ی فقط شامل T درخت اگر گام١: •

دهید. خاتمه ال·وریتم اجرای
vi آنگاه ،w(vi) ≥ W (T )/٢ اگر کن انتخاب vi مانند انتهایی(برگ) راس ΁ی گام٢: •

بروید. ٣ گام به اینصورت غیر در بروید. ۴ گام به و است T درخت ١ ‐میانه م΄ان
دهید قرار باشد، vi به متصل راس vj کنید فرض گام٣: •
w(vj) := w(vj) + w(vi)

به و کرده جای·زین T با را جدید درخت و کرده حذف T درخت از را e = (vi, vj) یال و
بروید. ١ گام

42Majority



΁کلاسی م΄انیابی مسائل بر مقدمه ای ١۶
است. میانه −١ vi توقف، :۴ گام •

است. O(n) با برابر ال·وریتم اجرای زمان که است ͹واض

درختͬ شب΄ه روی ٢ ‐میانه مسئله
تخصیص نحوه شود، انتخاب باید سرویس دهنده ها م΄ان اینکه بر علاوه میانه −٢ مسئله در
درخت روی میانه −٢ م΄ان یافتن برای شود. مشخص باید نیز سرویس دهنده به مشتری ها
توجه با بنابراین شده است. مطرح یال حذف روش و شمارش روش قبیل از مختلف روش های
را شب΄ه روی میانه −٢ مسئله بخواهیم اگر که ͬ شود م ملاحظه شد گفته قبلا که مطالبی به
مسئله حل برای ساده ال·وریتمͬ زیر در داریم. نیاز O(n٣) زمان به کنیم حل شمارشͬ روش به

ͬ گردد. م ارائه یال حذف روش بر مبتنͬ T درخت روی میانه م΄انیابی٢−

[۴٨] یال حذف ال·وریتم
افراز T٢ و T١ درخت زیر دو به را درخت (i, j) مانند یال هر ازای به یال حذف روش در
ͬ یابیم. م درخت ها زیر از کدام هر روی را ١ ‐میانه گلدمن، ال·وریتم از استفاده با و ͬ کنیم م
حال است. T٢ و T١ روی ١ ‐میانه مسئله هدف تابع مجموع برابر کلͬ مسئله هدف تابع مقدار
بدست هدف تابع مقدار کمترین بهینه، جواب ͬ دهیم. م انجام را عمل این یال ها تمام ازای به

است. آنها بین از آمده
١ ‐میانه م΄ان تکرار هر در و ͬ شود م تکرار e ∈ E یال هر ازای به ال·وریتم اینکه به توجه با
یال حذف ال·وریتم اجرای زمان لذا آید. مͬ دست به O(n) زمان در T٢ و T١ درخت های زیر

ͬ باشد. م O(n٢) با برابر
بخشیدند. بهبود خاصͬ حذف یال های با تنها آدجیت[۵۴] و میرچندانͬ را فوق روش

p−مرکز م΄انیابی مسئله ٢ . ۴ . ١
عنوان به موجود م΄ان n بین از م΄ان p انتخاب مرکز، −p م΄انیابی مسئله .٣ . ۴ . ١ تعریف
گردد. کمینه سرویس دهنده p تا تقاضا نقطه دورترین فاصله که گونه ای به است سرویس دهنده
نموده ثابت میانه مسئله برای قبلا که راسͬ بهینگͬ خاصیت که نمود ثابت [۴٠] در ح΄یمͬ
روی p−مرکز مسئله که کردند ثابت ح΄یمͬ و کریو ͬ باشد. نم برقرار مرکز مسئله برای بود،
یالͬ طول های با غیروزن دار ͹مسط نظر مورد شب΄ه اگر حتͬ است، NP−سخت کلͬ شب΄ه های
زمان با شمارشͬ ال·وریتم ΁ی ح΄یمͬ و کریو [۴٨] باشد ٣ آن راسͬ درجه ماکزیمم و واحد
.|E| = m و |V | = n آن در که کردند ارائه وزن دار شب΄ه های برای O(mpn٢p−١logn)اجرای



١٧ م΄انیابی پرکاربرد مسائل
تامیر ادامه، در کردند. ارائه O(mpn٢p−١) اجرای زمان با ال·وریتمͬ غیروزن دار حالت برای
وزن دار حالت برای O(mpnplog٢n) یافته بهبود زمان در را کلͬ شب΄ه های روی p−مرکز مسئله
شب΄ه های روی p−مرکز مسئله برای .[۶٨] نمود حل وزن بدون حالت برای O(mpnplogn) و

.[۴٨] داد ارائه O(np−١) اجرای زمان با ال·وریتمͬ ح΄یمͬ ،p > ١ با وزن دار غیر درختͬ

مرکز −p مسئله ریاضͬ مدل
Ai نقطه هر است. موجود صفحه در تقاضاها استقرار م΄ان عنوان به نقطه n کنید فرض
در را سرویس دهنده p استقرار م΄ان ͬ خواهیم م است. wi وزن و Ai = (ai, bi) مختصات دارای
گردد. کمینه سرویس دهنده p تا تقاضا نقطه دورترین فاصله تا کنیم تعیین گونه ای به صفحه

min max
i=١,...,n wid(Ai, X)

و است سرویس دهنده ها م΄ان مجموعه X = {x١, x٢, . . . , xp} که

d(Ai, X) = min d(Ai, xj), j = ١, . . . , p

مسئله ΁ی صورت به را p−مرکز مسئله ͬ توان م میانه، −p مسئله مدل بندی با مشابه به طور
صورت به را Z متغیر کار این برای کرد. مدل بندی صحیح خطͬ برنامه ریزی

Z = max
i=١,...,n widijxij

تعریف زیر صورت به را yj و xij متغیر های j = ١, . . . , n و i = ١, . . . , n ازای به ͬ گیریم م نظر در
ͬ کنیم. م

xij =

 ١ شود. سرویس j سرویس دهنده توسط i مشتری اگر
٠ صورت این غیر در

yj =

 ١ شود انتخاب دهنده سرویس عنوان به Aj اگر
٠ صورت این غیر در

بود: خواهد زیر صورت به مسئله مدل بنابراین



΁کلاسی م΄انیابی مسائل بر مقدمه ای ١٨

min Z

s.t.

n∑
j=١

xij = ١, i = ١, ..., n
n∑

j=١
yj = p

widijxij ≤ Z, i, j = ١, . . . , n
xij ≤ yj , i, j = ١, . . . , n
xij , yj ∈ {٠, ١}, i, j = ١, . . . , n

متعادل م΄انیابی مسئله ۵ . ١
م΄انیابی در تعادل یا عدالت بحث است، شده مطرح م΄انیابی در اخیرا که موضوعاتͬ از ی΄ͬ
سرویس دهͬ در برابری به طوری که سرویس دهنده ها دادن قرار با م΄انیابی مسائل نوع این است.
بر مختصر مروری ابتدا بخش این ابتدای در دارند. سروکار باشد، حداکثر تقاضا نقاط به
اختصار به [٩] و [۵١] مقالات از بخش هایی سپس و ͬ کنیم م متعادل م΄انیابی مسائل تاریخچه

ͬ دهیم. م توضیح
باره، این در شده ارائه مقاله اولین که است مطرح مشتری ها برای عدالت پژوهش ها از برخͬ در
چارچوب ΁ی و داد قرار مطالعه مورد مشتری ها برای فاصله در عدالت که است ۴٣ ایرکوت مقاله
منتشر رابطه این در زیادی مقالات آن از بعد .[٢٨] داد ارائه نابرابری ها به بخشیدن تعادل برای
از ی΄ͬ دادند. قرار بررسͬ مورد سرویس دهنده ها برای را عدالت نیز پژوهش ها از پاره ای در شد.
سرویس دهنده ها منظر از را عادلانه جواب ΁ی که است هم΄اران ۴۴و برمن مقاله مقالات، این
گردد متعادل سرویس دهنده هر به یافته تخصیص بار مقدار که صورت بدین ͬ کند م بررسͬ
شد مطرح نیز عدالت با مرتبط مقالات از دی·ر دسته اما .[٩] پرداخت خواهیم آن به بعدا که
مد سرویس دهنده ها برای عدالت هم و ͬ شود م رعایت مشتری ها برای عدالت هم آن در که
قرار بحث مورد موضوع این شد، مطرح ۴۵ مارین توسط که مقاله ای در ͬ گیرد. م قرار نظر
برای آنتن ها م΄انیابی در جمله از دارد زیادی کابردهای متعادل م΄انیابی .[۵١] گرفته است
توزیع باشد، ΁کوچ جغرافیایی مناطق که جایی منطقه، طراحͬ در یا همراه تلفن ارتباطات

... و نیافته توسعه کشورهای در خدماتͬ مراکز در کار نیروی و تجهیزات عادلانه

43Erkut
44Berman
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١٩ متعادل م΄انیابی مسئله
مشتری ها برای شده ارائه مجموعه های ترتیب به A = {١, . . . ,m} و B = {١, . . . , n} کنید فرض
ماتریس C = (cij)i∈B,j∈A کنید فرض و باشد سرویس دهنده  p استقرار برای کاندید مجموعه و
). نیست C ماتریس در اضافͬ محدودیت هیج باشد. فاصله) نقل، و حمل (هزینه های هزینه ها
X ⊂ A مجموعه ΁ی صورت به متعادل م΄انیابی مسئله جواب باشند) منفͬ ͬ توانند م هزینه ها
یعنͬ ͬ یابد. م تخصیص سرویس دهنده نزدی΄ترین به مشتری هر به طوری که |X| = p که است
به ͬ کند، م دریافت سرویس j ∈ X سرویس دهنده از i ∈ B مشتری هر که ͬ کنیم م فرض
تعداد ماکزیمم و مینیمم بین اختلاف کردن مینیمم هدف، .cij = mink∈X{cik} که قسمͬ

است. X در سرویس دهنده هر به شده داده تخصیص مشتری های
متعادل م΄انیابی مسئله جواب :١ . ١ جدول

(x١, x٢) ٠ ٣ ۴ ١٠ (l, u) هدف تابع مقدار
(١,٢) ١ ٢ ٢ ٢ (١,٣) ٢
(١,٣) ١ ٣ ٣ ٣ (١,٣) ٢
(١,۴) ١ ١ ١ ۴ (١,٣) ٢
(٢,٣) ٢ ٢ ٣ ٣ (٢,٢) ٠
(٢,۴) ٢ ٢ ٢ ۴ (١,٣) ٢
(٣,۴) ٣ ٣ ٣ ۴ (١,٣) ٢

مجموعه با متناظر حقیقͬ محور روی نقطه ۴ ،{٠,٣,۴, ١٠} مجموعه کنید فرض .١ . ۵ . ١ مثال
فاصله cij کنید فرض باشد. سرویس دهنده ها استقرار برای کاندید م΄ان های و مشتریان
۶ مثال این در است. سرویس دهنده ها تعداد p = ٢ و j م΄ان و i مشتری بین اقلیدسͬ
بیشترین جدول در شده است. داده نشان ١ . ١ جدول در که دارد وجود X برای مختلف حالت
این از تا ۵ در است. شده داده نشان l, u با x١, x٢ به شده داده تخصیص مشتری کمترین و
سرویس دهنده به مشتری ٣ و یافته اختصاص سرویس دهنده ΁ی به مشتری ΁ی انتخاب ها،
دی·ر حالت در است. ٣ − ١ = ٢ حالات این  برای هدف تابع مقدار ͬ یابد. م تخصیص دی·ر
داده تخصیص مشتری ٢ سرویس دهنده هر به زیرا ͬ شود. م ٠ هدف تابع مقدار ،(٢,٣) یعنͬ

است. تعادل حالت در کاملا جواب و ͬ شود م

است. زیر صورت به هزینه ماتریس و n = m = ٣ که ب·یرید نظر در را حالتͬ .٢ . ۵ . ١ مثال

C =


١ ٢ ٣
١ ٢ ٣
١ ٢ ٣





΁کلاسی م΄انیابی مسائل بر مقدمه ای ٢٠
ͬ یابد. م اختصاص سرویس دهنده ΁ی به مشتری ها همه سرویس دهنده ها، تعداد به توجه با
باقͬ و ͬ دهد م سرویس مشتری ها همه به سرویس دهنده ΁ی ،p ≥ ٢ اگر دی·ر عبارتͬ به
خواهد ٣ مثال، این برای بهینه جواب ͬ دهند. نم سرویس مشتری هیچ به سرویس دهنده ها

است. نامتعادل کاملا بهینه جواب و بود
ارائه متعادل م΄انیابی مسئله نوع این برای صحیح عدد برنامه ریزی فرمول ΁ی ادامه در
به علاوه p−میانه مسئله استاندارد فرمول از زیرا ͬ شود م نامیده استاندارد فرمول این ͬ شود. م
سرویس دهنده). هر به شده داده تخصیص مشتری ماکزیمم و (مینیمم ͬ شود م ساخته دی·ر متغیر دو

ͬ باشد. م زیر صورت به آن ریاضͬ مدل بندی لذا

xij =

 ١ شود. سرویس j سرویس دهنده توسط i مشتری اگر
٠ صورت این غیر در

yj =

 ١ شود. انتخاب سرویس دهنده عنوان به Aj اگر
٠ صورت این غیر در

min u− l

s.t.

m∑
j=١

yj = p (١ . ١)
m∑
j=١

xij = ١ ∀i ∈ B (١ . ٢)

xij ≤ yj ∀i ∈ B, j ∈ A (١ . ٣)
u ≥

n∑
i=١

xij ∀j ∈ A (۴ . ١)

l ≤
n∑

i=١
xij + n(١ − yj) ∀j ∈ A (۵ . ١)

∑
a∈A

ciaxia + (Mi − cij)yj ≤ Mi ∀i ∈ B, j ∈ A (۶ . ١)
xij , yj ∈ {٠, ١} ∀i ∈ B, j ∈ A

. Mi = maxj∈A{cij}, ∀i ∈ B بالا مدل در که
و (۴ . ١) محدودیت است. میانه −p مدل محدودیت های همان (١ . ٣) تا محدویت(١ . ١)
بدست l, u برای قبولͬ قابل مقادیر محدودیت ها این هستند. هدف تابع با ارتباط در (۵ . ١)
سرویس دهنده نزدی΄ترین به مشتری تخصیص ͬ توانند نم (۵ . ١) تا (١ . ١) محدودیت های ͬ آورند. م



٢١ متعادل م΄انیابی مسئله
(۶ . ١) محدودیت با شده است. اضافه (۶ . ١) محدودیت شرایط این ایجاد برای کنند تضمین را

ͬ یابد. م اختصاص سرویس دهنده نزدی΄ترین به مشتری هر
گرفته نظر در مسئله شده[٩]، ارائه ٢٠٠٨ سال در هم΄اران و برمن توسط که مقاله ای در
که است گونه ای به سرویس دهنده p برای م΄ان p کردن پیدا هدف آن، در که است شده
این باشند. ΁نزدی ی΄دی·ر به ام΄ان حد تا سرویس دهنده هر به شده داده تخصیص وزن های

ͬ شود. م مدل بندی زیر صورت به مسئله
V = {v١, v٢, . . . , vn} رئوس مجموعه با همبند و جهت بدون گراف ΁ی G = (V,E) کنید فرض
تقاضای وزن دارای vi ∈ V راس هر و مثبت طول دارای یال هر است. E یال های مجموعه و
کوتاه ترین طول dij = d(vi, vj) کنید فرض vj , vi راس های از جفت هر برای است. wi نامنفͬ

است. vj viو بین مسیر
V́ ⊂ V و vi راس هر برای

d(vi, V́ ) = d(V́ , vi) = minvj∈V́ {d(vj , vi)}

کنید فرض vi راس هر برای باشد. راس p شامل مجموعه زیر ΁ی S ⊂ V کنید فرض
Si = {vj ∈ S : d(vj , vi) = d(vi, S)}

Si در راس تعدادی به vi راس هر آن در که است تخصیصͬ ΁ی ،(π) شدنͬ، −S تخصیص ΁ی
یابد. تخصیص

به شده داده تخصیص (وزن) نهایی بار و π(i) = j داریم یابد، تخصیص vj ∈ Si به vi اگر
ͬ شود. م تعریف زیر صورت به vj

Lπ
S(j) =

∑
i:π(i)=j

wi.

ͬ شود. م تعریف زیر صورت به π بار حداکثر
Lπ
S = m

vj∈S
ax{Lπ

S(j)}.

ماکزیمم کوچ΄ترین دارای آن اگر است بهینه −S تخصیص ΁ی ،π∗ شدنͬ −S تخصیص ΁ی
ͬ دهند. م نشان L∗

S با و باشد شدنͬ S تخصیص های میان در بار

است: شده گرفته نظر در حالت دو مسئله این برای
ماکزیمم مینیمم طوری که به |S| = p و S ⊂ V کردن پیدا هدف :(P١) گسسته حالت . ١

باشد. L∗
S وزنͬ

حالت در که است این دارد گسسته حالت با پیوسته حالت که تفاوتͬ :(P٢)پیوسته حالت . ٢
پیدا هدف و شود توزیع Si در راس های میان در ͬ تواند م vi راس wi تقاضای پیوسته

باشد. L∗
S وزنͬ ماکزیمم مینیمم طوری که به |S| = p و S ⊂ V کردن



΁کلاسی م΄انیابی مسائل بر مقدمه ای ٢٢
: گسسته حالت در ابتدا ͬ شود. م فرمول بندی صحیح برنامه ریزی صورت به بالا مسئله

xij =

 ١ یابد تخصیص ام j دهنده سرویس به vi اگر
٠ صورت این غیر در

yj =

 ١ باشد. j م΄ان در دهنده سرویس اگر
٠ صورت این غیر در

P١ min{z}

s.t.

n∑
i=١

xijwi ≤ z j = ١, ..., n (١ . ٧)
n∑

i=١
yj = p (١ . ٨)

xij ≤ yj i, j = ١, . . . , n (١ . ٩)
n∑

j=١
xij = ١, i = ١, . . . , n (١ . ١٠)

n∑
k=١

dikxik + (F − dij)yj ≤ F i, j = ١, . . . , n (١ . ١١)
xij , xj = {٠, ١} i, j = ١, . . . , n (١ . ١٢)

F ≥ maxi,j{dij} که است بزرگ خیلͬ عدد ΁ی F که
محدودیت جای به فقط است P١ مانند دقیقا مسئله مدل ( P٢ ) پیوسته حالت برای

ͬ نویسیم. م yij ≥ ٠ محدودیت yij ∈ {٠, ١}
تا (١ . ٨) محدودیت ͬ کند. م تضمین را ماکس مینͬ شرط (١ . ٧) محدودیت و هدف تابع
قبل(برای مدل مانند (١ . ١١) محدودیت است. میانه −p مسئله محدودیت های همان (١ . ١٠)

ͬ دهد. م اختصاص سرویس دهنده نزدی΄ترین به را مشتری هر ( P٢ و P١ مسئله های
سخت −NP درخت روی P١ مسئله که دادند نشان مقاله این [٩]در هم΄ارانش و برمن

دادند. ارائه O(nlogn) زمانͬ پیچیدگͬ با ال·وریتمͬ ΁ی p = ٢ و P٢ مسئله برای و است



٢ فصل
معکوس م΄انیابی مسائل بر مروری

مقدمه ٢ . ١
ورودی پارامترهای بودن معلوم فرض با ΁کلاسی م΄انیابی مسئله ΁ی در شد بیان که همانطور
مجموعه ΁ی یافتن دنبال به ... و مشتریان تقاضای مقدار ظرفیت ها، هزینه ها، مانند مسئله
΁ی معکوس مسئله ΁ی در ،΁کلاسی بهینه سازی مسائل برخلاف اما هستیم. بهین جواب
مسئله پارامترهای تغییر هدف است. مفروض مطالعه تحت بهینه سازی مسئله شدنͬ جواب
با شده تعیین پیش از سرویس دهنده های م΄ان طوری که به است هزینه کمترین صرف با
دارای معکوس م΄انیابی مسائل یابند. بهبود مم΄ن حد تا یا و شوند بهینه جدید پارامترهای

هستند. عملͬ مسائل در فراوانͬ کاربردهای
مم΄ن زمان گذر با ب·یرید. نظر در را شهری سیستم ΁ی در خرید مرکز ΁ی مثال برای
از آن بودن مختلف(دور دلایل به خرید مرکز این به مراجعه برای (مشتریان) مردم اقبال است
شده عرضه کالاهای کیفیت بودن پایین اجناس، قیمت بودن بالا شهروندان، س΄ونت محل
فروش از حاصل سود (کاهش شده خارج بهینگͬ از آن فعلͬ م΄ان و کرده پیدا کاهش (... و
΁ی حالتͬ چنین در نیست. صرفه به مقرون دی·ر م΄ان به آن انتقال ͬ که حال در محصولات)
نقل و حمل بخش در تسهیلات ایجاد قبیل از تاثیرگذار پارامترهای از برخͬ اصلاح موثر راه حل
تخفیف های مانند تشویقͬ سیاست های ایجاد خرید، مرکز به مشتریان دسترسͬ سهولت برای
هزینه کم ترین صرف با ... و محصولات کیفیت افزایش شده، عرضه کالاهای برای مناسب



معکوس م΄انیابی مسائل بر مروری ٢۴
تا یا و شود بهینه جدید پارامترهای به توجه با خرید مرکز این فعلͬ م΄ان به طوری که ͬ باشد م

یابد. بهبود مم΄ن حد
تعدادی و ( اورژانس مرکز (مانند سرویس دهنده ΁ی و جاده ای شب΄ه ΁ی کنید فرض یا
مانند شب΄ه پارامترهای که است این هدف باشد. مفروض آن در بیمارستان ها) مشتری(مانند
تا سرویس دهنده فاصله مجموع که کنیم اصلاح طوری هزینه کمترین با را جاده ها طول
بعدی بخش در که است معکوس ١ ‐میانه مسئله ΁ی مسئله این شود. مینیمم مشتری ها
را معکوس م΄انیابی مسائل از کلͬ بیان ΁ی ابتدا فصل، این در ͬ گیرد. م قرار بررسͬ مورد
گرفته صورت مهم کارهای از خلاصه ای و معکوس م΄انیابی مسائل انواع سپس ͬ کنیم. م ارائه

ͬ شوند. م معرفͬ نوع هر به مربوط

برای تحقیقͬ کار اولین توینت٢ ١و بورتن ١٩٩٢ درسال معکوس بهینه سازی حوزه در
مطالعات تاکنون زمان آن از .[١٨] ، [١٧] کردند ارائه معکوس مسیر کوتاه ترین مدل های
انجام معکوس م΄انیابی مدل های به ویژه بهینه سازی، مسائل معکوس مدل های روی متعددی

کرد. مراجعه [١۴]،[۶] ،[۴۴] به ͬ توان م زمینه این در بیشتر مطالعات برای است. گرفته

اصلاحͬ م΄انیابی مسائل ٢ . ٢
جمله از اصلاحͬ م΄انیابی مسائل اخیر، سال های در شده، ارائه ΁کلاسی مدل های با تقابل در
بخش، این در اند. گرفته قرار توجه مورد بسیار ترفیع/تنزیل مدل های و معکوس مدل های
م΄انیابی مسائل انواع سپس ͬ گردد. م ارائه اصلاحͬ م΄انیابی مسئله از کلͬ بیان ΁ی ابتدا
قرار بررسͬ مورد آنها برای شده ارائه جواب روی΄ردهای آخر، در و ͬ شود م معرفͬ اصلاحͬ
سیستم(از ورودی پارامترهای برخͬ اصلاح هدف معکوس، م΄انیابی مدل ΁ی در ͬ گیرد. م
(... و حقیقͬ فضای روی نقاط مختصات یا وزن ها گراف، راسͬ وزن های یا یالͬ طول های قبیل
پارامترهای تحت شده تعیین قبل از تسهیلات م΄ان به طوری که است هزینه کمترین صرف با
ابتدا ترفیع/تنزیل م΄انیابی مدل ΁ی در همچنین یابد. بهبود ام΄ان حد تا یا شده بهین جدید
تسهیلات سپس و ͬ شوند م اصلاح معین بودجه ΁ی تحت سیستم ورودی پارامترهای از برخͬ
بهبود مم΄ن حد تا متناظر هدف مقدار طوری که به ͬ شوند م م΄انیابی جدید پارامترهای تحت

شود. یابد/بدتر
باشد. زیر فاصله تابع با ΁متری فضای ΁ی (X, d) کنید فرض

d : X −→ R+

1Burton
2Toint
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کنید فرض همچنین باشد. Rk حقیقͬ فضای ΁ی یا شب΄ه ΁ی ͬ تواند م ΁متری فضای این
مسئله پارامترهای بردار θ ∈ Rn و باشد ΁متری فضای این روی م΄انیابی مسئله ΁ی (LOC)

بوده θ پارامتر بردار (LOC)تحت مسئله شدنͬ جواب های مجموعه S به علاوه باشد. (LOC)

ͬ توان م مفروضات این با باشد. s ∈ S شدنͬ جواب برای (LOC) مسئله هدف تابع f(θ, s) و
نوشت: زیر صورت به را (LOC)م΄انیابی مسئله

(LOC) min f(θ, s)

s.t. s ∈ S

(LOC) م΄انیابی مسئله برای شده تعیین پیش از جواب ΁ی s∗ ∈ S کنید فرض به علاوه
برخͬ به توجه با θ̃ به θ پارامتر بردار اصلاح از است عبارت معکوس م΄انیابی مسئله هدف باشد.
شدنͬ جواب طوری که به مم΄ن) روش (پرسودترین مم΄ن روش ارزان ترین به محدودیت ها
بهبود مم΄ن حد تا یا شده بهینه θ̃ جدید پارامتر بردار (LOC)تحت مسئله برای s∗ مفروض
تغییر (LOC) ΁کلاسی م΄انیابی مسئله متناظر ،تنزیل) ترفیع م΄انیابی( مسائل هدف یابد.
برای بهینه جواب ΁ی یافتن سپس و معین بودجه محدودیت به توجه با θ̃ به θ پارامتر بردار
مم΄ن حد تا متناظر هدف مقدار طوری که به است θ̃ جدید پارامتر بردار (LOC)تحت مسئله
مولفه امین i افزایش از حاصله) سود p+i ) شده متحمل هزینه c+i کنید فرض شود. بهتر(بدتر)
به θ کاهش از حاصله) سود p−i ) شده متحمل هزینه c−i و بوده واحد ΁ی اندازه به θ بردار θiاز
بردار اصلاح سود) ,g(pتابع θ̃))هزینه تابع g(c, θ̃) کنید فرض همچنین باشد. واحد ΁ی اندازه
به قادر است مم΄ن θبردار که این به توجه با p)باشد. سود c(بردار هزینه بردار با θ̃ به θ پارامتر
بردار که باشد محدودیت هایی مجموعه β کنید فرض رو این از نباشد، دلخواه طور به اصلاح
ارزیابی مورد مختلفͬ نرم های تحت g(c, θ̃) هزینه تابع کند. صدق آنها در باید θ̃ جدید پارامتر
هزینه تابع برای τ = c بصورت τ پارامتر کنید فرض کلͬ روی΄رد ΁ی ارائه برای ͬ گیرد. م قرار
مسائل در شده برده به کار هزینه توابع رایج ترین از برخͬ شود. تعریف سود تابع برای τ = p و

است: زیر شرح به اصلاحͬ م΄انیابی

خطͬ: نرم تحت g(τ, θ̃) هزینه تابع •

g(τ, θ̃) =

n∑
i=١

(τ+i max{٠, θ̃i − θi}+ τ−i max{٠, θi − θ̃i})

چپیشف: نرم تحت g(τ, θ̃) هزینه تابع •

g(τ, θ̃) = maxi=١,...,nmax{τ+i max{٠, θ̃i − θi}, τ−i max{٠, θi − θ̃i}}
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جمعͬ: همینگ فاصله تحت g(τ, θ̃) هزینه تابع •

g(τ, θ̃) =

n∑
i=١

(τ+i H(θ̃i − θi) + τ−i H(θi − θ̃i))

تنگنا: همینگ فاصله تحت g(τ, θ̃) هزینه تابع •
g(τ, θ̃) = maxi=١,...,nmax{τ+i H(θ̃i − θi), τ

−
i H(θi − θ̃i)}

ͬ شود: م تعریف زیر صورت به همینگ فاصله طوری که به

H(ν) =

 ١ ν > ٠
٠ ν ≤ ٠

شود. تعریف زیر صورت به ͬ تواند م کلͬ حالت در β مجموعه علاوه به و
β = {θ̃, u− ≤ θ̃ ≤ u+, u+, u− ∈ Rn}

صدق u− پایین کران و u+ بالا کران محدودیت در باید شده اصلاح پارامترهای بردار آن در که
از عبارتند معکوس م΄انیابی مدل های از برخͬ کند.

٣ هزینه حداقل با معکوس م΄انیابی مدل •
۴ بودجه ای محدودیت با معکوس م΄انیابی مدل •

۵ دار هدف‐کران تابع با معکوس م΄انیابی مدل •
۶ تنزیل و ترفیع م΄انیابی مدل •

هزینه حداقل با معکوس م΄انیابی مدل ٢ . ٢ . ١
مجموعه ،θ پارامتر بردار ,X)با d) ΁متری فضای در (LOC) مفروض م΄انیابی مسئله برای
م΄انیابی مسئله ،s∗ ∈ S مفروض شدنͬ جواب ΁ی و f(θ, s) هدف تابع ،S شدنͬ جواب های

ͬ گردد: م فرمول بندی زیر صورت به متناظر هزینه حداقل با معکوس
min g(c, θ̃)

s.t. f(θ̃, s∗) ≤ f(θ̃, s) ∀s ∈ S

θ̃ ∈ β

3minimum cost inverse location problem
4Reverse location problem or Budget-Contrained Inverse location problem
5Objective-Bounded Inverse location problem
6Up-and Downgrading location problem
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مجموعه β و بوده θ̃ به θ از پارامتری بردار تغییر به مربوط هزینه تابع g(c, θ̃) آن در که
نحوه به بسته مسئله این کند. صدق آنها در باید θ̃ شده اصلاح بردار که است محدودیت هایی
خطͬ بهینه سازی مسئله ΁ی (LOC) ΁کلاسی م΄انیابی مسئله نوع و g(c, θ̃) هزینه تابع تعریف

است. غیرخطͬ یا
در شدند. معرفͬ قبلا که است مرکز −p و میانه −p مسائل معروف، م΄انیابی مسائل از مدل دو
سرویس دهندگان و مشتریان بین فاصله و مشتریان وزن به سرویس دهنده ها م΄انیابی مسائل این

ͬ باشند. م وابسته
شده  منطبق گراف رئوس روی بر مشتریان موقعیت گراف ها، در م΄انیابی مسائل برای
طول نسبت به گراف در نقطه دو آن بین مسیر کوتاه ترین ͽواق در نقطه، دو بین فاصله و است
l١ نرم وسیله به معمولا فاصله صفحه، در م΄انیابی مسائل مورد در و ͬ باشد م شده داده یال ها

ͬ شود. م اندازه گیری l∞ یا l٢ یا
پارامترهایی گراف ها، روی مسائل مورد در ب·یریم، نظر در را معکوس نگرش ΁ی اگر بنابراین
مسائل مورد در و هردو) یا یال ها(و طول یا مشتریان وزن شوند، اصلاح ͬ توانند م بین این در که

ͬ باشد. م هردو) (ویا موقعیت ها یا مشتریان وزن صفحه، روی
پارامتر های کردن اصلاح هدف گراف ها، روی معکوس میانه −p مسئله در شد، بیان که همانطور
مسئله میانه −p شده، تعیین پیش از راس p که ͬ باشد م یال ها) طول یا و مشتریان (وزن مسئله

شوند.

رئوس وزن تغییر با معکوس p−میانه ١ ‐مسئله
که p١, p٢, . . . , pn مشتری نقطه n و باشد d متر تابع با ΁متری فضای ΁ی (X, d) کنید فرض
،΁کلاسی مورد در (که باشد شده داده ͬ باشند، م w١, w٢, . . . , wn وزن های دارای ترتیب به
را s١, s٢, . . . , sp نقطه p ،X ΁متری فضای در هستند). مثبت wi, i = ١,٢, . . . , n وزن های
پیش از نقاط این مجموعه مشتریان، وزن اصلاح با که است این هدف و ͬ کنیم م مشخص

شود. مسئله میانه −p شده، تعیین
c+i نامنفͬ هزینه متحمل دهیم، افزایش واحد ΁ی اندازه به را wi وزن اگر که کنید فرض
نامنفͬ هزینه متحمل دهیم، کاهش واحد ΁ی اندازه به را wi وزن اگر مشابه طور به و ͬ شویم م
دلخواه طور به ͬ تواند نم مشتریان وزن کاهش و افزایش این که داریم توجه البته و ͬ شویم م c−i

ͬ کند. م تبعیت پایین کران ΁ی و بالا کران ΁ی از و ͬ باشد م کراندار مشتریان وزن و شود انجام
کران های بین در شده اصلاح وزن که ب·یرد صورت طوری مشتریان وزن اصلاح این باید پس
صورت به رئوس وزن تغییر با معکوس میانه −p مسئله بنابراین باشد. داشته قرار شده داده

ͬ کنیم: م بیان زیر
داده کران های در ∗wکه

i , i ≤ ١ ≤ n جدید وزن های کردن پیدا از است عبارت مسئله
شده تعیین پیش از نقاط مجموعه که گونه ای به wi ≤ w∗

i ≤ wi : یعنͬ دارند، قرار شده
تغییر برای کل هزینه و شوند مسئله میانه −p ΁ی جدید وزن های نسبت به {s١, s٢, . . . , sp}
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معکوس میانه −p مسئله ͬ توان م گراف ها) (مثلا گسسته مسائل مورد در شود. مینیمم وزن ها

کنیم. توصیف خطͬ ریزی برنامه ΁ی وسیله به را
مشتری ها آن عناصر که باشد متناهͬ مجموعه ΁ی U = {u١, u٢, . . . , un} کنید فرض
مجموعه که کنید فرض به علاوه، ͬ باشد. م wi وزن دارای ui مشتری هر باشند.
d(u, v) و باشد مم΄ن سرویس دهندگان تمام شامل متناهͬ مجموعه ΁ی V = {v١, v٢, . . . , vm}

p مجموعه های زیر تمام مجموعه φ اگر حال باشد. v سرویس دهنده و u مشتری بین فاصله
وزن های نسبت به {s١, s٢, . . . , sp} مجموعه اینکه برای کافͬ و لازم شرط باشد. V از عضوی

که: است این شود مسئله میانه −p ΁ی wi , i = ١, . . . , n
n∑

i=١
wi min

k=١,...,p d(ui, sk) ≤
n∑

i=١
wi min

vk∈S
d(ui, vk) ,∀S ∈ φ

طور به و pi برابر ͬ یابد م افزایش wi یعنͬ ام i مشتری وزن که مقداری کنید فرض حال
معکوس میانه −p مسئله آنگاه باشد qi برابر ͬ یابد م کاهش ام i مشتری وزن که مقداری مشابه

است. زیر صورت به

min
n∑

i=١
(cipi + diqi)

s.t.

n∑
i=١

(wi + pi − qi)aiS ≤ ٠ ∀S ∈ φ (٢ . ١)
wi − qi ≥ wi i = ١, ..., n (٢ . ٢)
wi + pi ≤ wi i = ١, ..., n (٢ . ٣)
pi ≥ ٠, qi ≥ ٠ i = ١, ..., n (۴ . ٢)

فوق مدل در که
aiS = min(d(ui, s١), . . . , d(ui, sp))−min d(ui, vk) vk ∈ S

یعنͬ شوند، اصلاح وزن ها اگر که ͬ کند م بیان ͽواق در (٢ . ١) عبارت فوق، برنامه ریزی مدل در
پیش از مجموعه جدید، وزن های این نسبت به کند، پیدا تغییر wi + pi − qi به ام i راس وزن

یعنͬ: ͬ شوند. م معرفͬ مسئله میانه −p عنوان به {s١, s٢, . . . , sp} شده تعیین
n∑

i=١
(wi + pi − qi) min

k=١,...,p d(ui, sk) ≤
n∑

i=١
(wi + pi − qi) min

vk∈S
d(ui, vk)

اصلاح از بعد کراندارند، وزن ها چون همچنین است. (٢ . ١) رابطه همان ͽواق در عبارت این که
داریم: پس کنند، تبعیت کران ها این از جدید وزن های باید وزن ها

wi ≤ wi − qi ≤ wi wi ≤ wi + pi ≤ wi
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معکوس میانه −p مسائل بنابراین ͬ شود. م نتیجه (٢ . ٣) و (٢ . ٢) عبارت راحتͬ به فوق روابط از
قابل جمله ای چند زمان در نباشد، ورودی پارامتر ΁ی و باشد معلوم p اینکه بر مشروط گسسته
مسائل برای بنابراین و دارد محدودیت O

((
n
p

)) مدل فوق، برنامه ریزی به توجه با ͬ باشد. م حل
ͬ باشد. م استفاده قابل ΁کوچ نسبتا میانه −p

مقادیر از ی΄ͬ بهینه، جواب های از ی΄ͬ در ،ci و di بودن نامنفͬ فرض با که باشید داشته توجه
وزن که زمانͬ برای ͬ تواند م فوق مدل بالا، ملاحظات به توجه با ͬ باشد. م صفر برابر qi و pi

معکوس ناخوشایند میانه −p مسئله یا و (آمیخته) منفͬ و مثبت صورت به یا منفͬ، مشتریان
داریم: خلاصه طور به حل باشد. قابل جمله ای چند زمان در شود، گرفته کار به

وزن هر است مم΄ن مشتریان که گسسته، معکوس میانه −p مسئله . [١٣] .٢ . ٢ . ١ گزاره
چند زمان در نباشد، ورودی پارامتر ΁ی و باشد ثابت p اینکه بر مشروط باشند، داشته حقیقͬ

ͬ باشد. م حل قابل جمله ای

متغیر یال های طول  با معکوس میانه −p ٢ ‐مسئله
مجموعه و V = {v١, v٢, . . . , vn} رئوس مجموعه با همبند گراف ΁ی G = (V,E) کنید فرض
΁ی دارای e ∈ E یال هر .(p ≤ n) باشد شده داده p ثابت ΁ی و |E| = m که باشد E یال های
vj ∈ V به vi ∈ V از مسیر کوتاه ترین طول کننده مشخص dl(vi, vj) و ͬ باشد م le مثبت طول
وزن ΁ی دارای v ∈ V راس هر که کنید فرض علاوه به باشد. l بردار طول به نسبت G گراف در
ͬ باشد م سرویس دهنده p م΄انیابی هدف ΁کلاسی میانه −p مسئله در باشد. w(v) مثبت راسͬ
سرویس دهنده نزدی΄ترین به راس هر از وزنͬ فاصله مجموع که یال ها) یا و رئوس روی (یعنͬ
شد بیان (١ . ۴ . ١) قضیه در ͬ شود. م نامیده میانه −p ΁ی آن بهینه جواب که شود مینیمم
راسͬ بهینگͬ خاصیت خاصیت، این که دارد، قرار رئوس مجموعه میان بهینه جواب ΁ی که

ͬ شود. م نامیده
مینیمم با یال ها طول اصلاح ͽواق در متغیر یال های طول با معکوس میانه −p مسئله در هدف
مسئله میانه −p ΁ی {s١, s٢, . . . , sp} شده تعیین پیش از رئوس مجموعه که ͬ باشد. م هزینه
ͬ شویم م c+e نامنفͬ هزینه متحمل دهیم، افزایش واحد ΁ی اندازه به را le اگر کنید فرض شود.
ͬ شویم. م c−e نامنفͬ هزینه متحمل دهیم، کاهش واحد ΁ی اندازه به را le اگر مشابه طور به و
کاهش یا افزایش le یال طول که باشد مقادیری با برابر ترتیب به x−e و x+e کنید فرض همچنین
و شود انجام دلخواه طور به ͬ تواند نم کاهش و افزایش این که داریم توجه البته ͬ کند( م پیدا
فرض حال ͬ کنند). م تبعیت u−e و u+e بالا کران های از ترتیب به x−e و x+e که است این بر فرض
مسئله ͬ توانیم م باشد. |S| = p اندازه با S ⊆ V مجموعه های زیر همه ی مجموعه φ اگر کنید

کنیم: بیان زیر صورت به را G گراف روی متغیر یال های طول با معکوس میانه −p

کند: برقرار را زیر خاصیت سه که l̃e = le + x+e − x−e به le, e ∈ E یال های طول اصلاح
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یعنͬ: شود، مسئله میانه −p ΁ی {s١, s٢, . . . , sp} مجموعه ،l̃e به نسبت G گراف در •

n∑
i=١

wi min
k=١,...,p dl̃e(vi, sk) ≤

n∑
i=١

wi min
vk∈S

dl̃e(vi, vk) ∀S ∈ φ

است. u, v بین جدید فاصله dl̃(u, v) آن در که
باشیم: داشته e ∈ E هر برای یعنͬ باشد، برقرار محدودیت ها کران •

٠ ≤ x−e ≤ u−e ٠ ≤ x+e ≤ u+e

شود. مینیمم زیر خطͬ هزینه تابع •
min

∑
e∈E

(c+e x
+
e + c−e x

−
e )

ͬ توان م که است خطͬ غیر کلͬ حالت در فوق مدل است. گراف یال های مجموعه E آن در که
کرد. تبدیل خطͬ مدل به حالات بعضͬ در

است. شده ارائه مسئله این برای خطͬ مدل ΁ی باشد، درخت ΁ی گراف اگر [٧] در البته

هزینه حداقل با معکوس میانه مسائل بر مروری
را نقاط به مربوط وزن تغییرات با معکوس ١−میانه مسئله هم΄ارانش و ٧ بورکارد ٢٠٠۴ سال در
(X, d) ΁متری فضای در را معکوس  گسسته میانه −p مسئله ابتدا آنها دادند. قرار مطالعه مورد
قیود تعداد بودن متناهͬ به توجه با و کردند فرمول بندی خطͬ برنامه ریزی مدل ΁ی صورت به
که هزینه، حداقل با گسسته معکوس p−میانه مسئله که گرفتند نتیجه مدل این متغیر های و
حل قابل جمله ای چند زمان در باشند، حقیقͬ وزن هر دارای است مم΄ن مشتریان آن در
مسئله ادامه در و نباشد ورودی پارامتر ΁ی عنوان به و بوده ثابت p که شرط این با است،
در حریصانه شبه ال·وریتم ΁ی و داده قرار بررسͬ مورد صفحه و درخت روی معکوس ١−میانه
تغییرات با معکوس ١−میانه مسئله ٩ ژنگ ٨و گوان .[١۴] داد ارائه آنها برای O(nlogn) زمان
که دادند نشان آنها دادند. قرار مطالعه مورد همینگ فاصله تحت را درخت روی راسͬ وزن
نتیجه در و بوده ΁ی و صفر پشتͬ کوله مسئله ΁ی با معادل همینگ فاصله تحت مسئله این
چپیشف و تنگنا همینگ نرم های تحت مذبور مسئله برای همچنین .[٣٩] است NP−سخت

دادند. ارائه خطͬ اجرای زمان با ال·وریتم هایی
غیر  درخت های روی را معکوس مرتب میانه −١ مسئله چاسین١١ و ١٠ نگوین ٢٠١۵ سال در
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٣١ اصلاحͬ م΄انیابی مسائل
سخت −NP جمعͬ همینگ نرم تحت مسئله این که نمودند ثابت آنها کردند. مطالعه وزن دار
زمان در دودویی جستجوی روش از استفاده با تنگنا همینگ و چپیشف نرم های تحت ولͬ بوده
گراف های روی راسͬ وزن تغییرات با معکوس میانه −١ مسئله .[۶٢] ͬ شود م حل O(n٢logn)
نظر در ی΄سان گراف، بلوک هر یال های طول که حالتͬ برای و شده بررسͬ [۶١] در بلوکͬ
و نگوین اخیرا گردید. پیشنهاد O(nlogn) اجرای زمان با ترکیبیاتͬ ال·وریتم ΁ی شوند گرفته
داده قرار مطالعه مورد درخت روی قطعͬ غیر هزینه های با را معکوس میانه −١ مسئله چ١٢ͬ
مدل ΁ی α ∈ [٠, ١] اطمینان ͹سط هر بهینه هزینه مورد در اطلاعات آوردن دست به برای و

.[۶٣] دادند ارائه
بهینه سازی مسائل زمینه در جدید مبحث ΁ی معکوس م΄انیابی نظریه که این به توجه با
اشاره مورد ادامه در که است اندک ایران در زمینه این در گرفته صورت تحقیقات تعداد است.
وزن تغییرات با معکوس ١−میانه مسئله خود پایان نامه در گلوی ٢٠٠٨ سال در ͬ گیرد. م قرار
شده ارائه O(nlogn) ال·وریتم آن برای هم΄اران و بورکارد توسط قبلا که درخت  روی راسͬ
در مسئله این که داد نشان و کرده فرمول بندی پیوسته پشتͬ کوله مدل ΁ی صورت به بود،
٢٠١٠ سال ١٣در گسنر و بورکارد هم΄اری با همچنین وی .[٣١] است حل قابل خطͬ زمان
قرار بررسͬ مورد ی΄سان هزینه حالت در را نقاط وزن تغییرات با معکوس فرما‐وبر مسئله
دادند نشان هم΄ارانش و باروقͬ ٢٠١١ سال در .[١۶] داد ارائه خطͬ ال·وریتمͬ آن برای و داده
لذا است. NP−سخت کلͬ شب΄ه های روی یالͬ طول تغییرات با معکوس p−میانه مسئله که
چند ال·وریتم های و گرفته نظر در را ستاره گراف های و درخت ها چون خاصͬ شب΄ه های آنها
زمینه در مقاله ای هم΄ارانش با دی·ر تحقیقͬ در مولف این .[٧] دادند ارائه آنها برای جمله ای
صورتͬ در که نمود ثابت آن در که داد ارائه نقطه ای مختصات تغییر با معکوس ١−میانه مسئله
همچنین آنها است. NP−سخت مسئله این شود، اندازه گیری خطͬ نرم با نقاط بین فواصل که
مسئله d به معکوس ١−میانه مسئله باشند، ی΄سان نقاط وزن این که فرض با که کردند ثابت
ثابت ایشان ضمن در است. حل قابل O(nd) زمان در نتیجه در و یافته کاهش پشتͬ کوله
زمان در اقلیدسͬ نرم با و بوده NP−سخت صفحه در چبیشف نرم تحت مسئله این که نمودند
طول از مستقل درخت میانه −١ م΄ان ͬ دانیم، م که طور همان .[۶] است حل قابل O(nd)

یافته تغییر درخت توپولوژی ͬ یابد، م کاهش صفر به درخت از یالͬ طول وقتͬ اما است.  یال ها
٢٠١٣ سال در ب·یرد. قرار الشعاع تحت درخت میانه −١ م΄ان است مم΄ن طریق این از و
درخت روی معکوس ١−میانه مسئله و کردند استفاده جالب خاصیت این از رهبرنیا و سپاسیان

.[۶۶] نمودند حل O(nlogn) زمان در یال ها طول و راسͬ وزن همزمان تغییرات با را

رئوس وزن تغییر با درخت معکوس میانه ١ ٣ ‐مسئله
رئوس وزن تغییر با s راس ͬ خواهیم م است. شده داده T = (V,E) درخت کنید فرض
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معکوس م΄انیابی مسائل بر مروری ٣٢
.m ̸= s و باشد فعلͬ درخت ١−میانه ،m راس کنید فرض شود. درخت ١−میانه به تبدیل

یال های حذف از ماکسیمال درخت زیر K بنابراین باشد. K درجه از s راس کنید فرض
ͬ نامیم. م T١, T٢, . . . , TK آنها که ͬ شود، م تولید s به متصل

باتوجه باشد. TK درخت زیر درون m کنید فرض است. m شامل درخت ها زیر این از ی΄ͬ
داریم. وزنͬ اکثریت خاصیت به

W (Ti) < w/٢ i = ١, . . . ,K − ١
W (TK) ≥ w/٢

فرض است. Ti درخت رئوس وزن مجموع W (Ti) و است درخت کلͬ وزن w آن در که
ͬ کنیم م تعریف باشد. s راس فعلͬ w٠وزن کنید

H =
K∑
i=٠

W (Ti)/٢ = w/٢

است. s راس شامل تنها درختͬ T٠ آن در که
تغییر را Ti , i = ١, . . . ,K درخت های زیر و s وزن باید شود ١−میانه نقطه s اینکه برای

یابد. افزایش درخت ها زیر سایر وزن و شود کم TK درخت وزن باید حقیقت در دهیم
ͬ کنیم: م تعریف زیر صورت به را بهینگͬ ش΄اف

D = W (TK)−H

تنها و اگر است ١−میانه ،s راس آنگاه W (T١) ≤ w/٢, . . . ,W (TK−١) ≤ w/٢ اگر .٢ . ٢ . ١ لم
.[١٣] باشد صفر مساوی D بهینگͬ ش΄اف اگر

ال·وریتم این در که دادند ارائه را ال·وریتمͬ [١٣] هم΄ارانش و بورکارد بالا، لم اساس بر
با و شده مرتب صعودی صورت به افزایش یا کاهش متناظر هزینه اساس بر رئوس وزن ابتدا
رو این از ͬ شود. م بهینگͬ ش΄اف رساندن صفر به در سعͬ راسͬ وزن هزینه ترین کم  از شروع
استفاده با ͬ توان م را درخت روی هزینه حداقل با معکوس ١−میانه مسئله که گرفتن نتیجه آنها
از دی·ری انواع حل برای بالا لم از نمود. حل O(nlogn) زمان در حریصانه شبه ال·وریتم از

است. شده استفاده درخت روی معکوس ١−میانه مسائل

درخت روی معکوس ١−میانه ال·وریتم
کنید. محاسبه را w =

∑n
i=١ wi یعنͬ درخت کل وزن . ١

T١, . . . , TK تمام اگر .(T١, . . . , TK (یعنͬ کنید محاسبه را ،s ریشه ی با درخت های زیر وزن . ٢
است. بهینه s کنید. توقف هستند، w/٢ مساوی یا کمتر وزن دارای

ب·یرید. درنظر w٠ را آن وزن و ͬ نامیم T٠م را وزن بیشترین با درخت زیر اینصورت غیر در



٣٣ اصلاحͬ م΄انیابی مسائل
ri = ci دهید قرار است، T٠ از خارج راس یا s راس خود vi راس اگر i = ١, . . . , n ازای به . ٣

. ri = di دهید قرار اینصورت غیر در
. R = {r١, r٢, . . . , rn} و D = w٠ − w/٢ دهید قرار . ۴

باشد. ri ،R عضو کوچ΄ترین کنید فرض ،R ̸= ϕ اگر و ندارد جواب مسئله ،R = ϕ اگر . ۵
که D = D − pi/٢ دهید قرار آنگاه ri = ci اگر . ۶

pi = min{٢D, wi − wi}

Dکه = D − qi/٢ دهید قرار صورت این  غیر در
qi = min{٢D, wi − wi}

بروید. ۵ گام به اینصورت غیر در آمده، بدست بهینه جواب کنید، توقف D = ٠ اگر . ٧
هزینه حداقل با معکوس مرکز مسائل بر مروری

١٩٩٩ سال در گرفت، صورت هزینه حداقل با معکوس مرکز مسائل زمینه در که کاری اولین
یالͬ طول تغییرات با معکوس مرکز −١ مسئله که کردند ثابت هم΄اران و ١۴ کای آن در که بود
مسئله این سختͬ −NP همچنین .[١٩] است سخت −NP وزن بدون جهتدار شب΄ه های روی
توجه با است. شده ثابت [۶٠] در چاسین و نگوین توسط اخیرا نیز جهت بدون شب΄ه های روی
درخت مانند خاصͬ شب΄ه های روی را مسئله این بعد سال های در محققان دی·ر نکته، این به
ح΄یمͬ شد، اشاره نیز ΁کلاسی به مربوط بخش در که همانطور دادند. قرار مطالعه مورد
مسئله بررسͬ در لذا ͬ باشد. نم برقرار مرکز مسائل برای راسͬ بهینگͬ خاصیت که نمود ثابت
نظر در جداگانه طور به معکوس مطلق مرکز و معکوس راسͬ مرکز دوحالت باید معکوس مرکز
یالͬ طول تغییرات با معکوس راسͬ مرکز مسئله ژانگ و ١۵ یانگ ٢٠٠٨ سال در شوند. گرفته
اصلاح یال های تمام طول که حالتͬ برای و [٧٣] گرفته نظر در وزن بدون درخت های روی را
روش ΁ی نباشد، مجاز درخت توپولوژی تغییر آن در که حالتͬ یعنͬ بمانند، باقͬ مثبت شده
درخت توپولوژی تغییر که حالتͬ در که دادند نشان همچنین آنها دادند. ارائه O(n٢logn) حل
و زاده علͬ محقق دو این کار ادامه در است. حل قابل O(n٣logn) زمان در مسئله باشد، مجاز
زمان و [٣] داده قرار مطالعه مورد را معکوس مرکز مسئله مطلق و راسͬ حالت دو هر بورکارد
در O(n٣) و توپولوژی تغییر بدون حالت در O(n٢) به را ژانگ و یانگ توسط شده ارائه اجرای
و شده بررسͬ [۴] در ی΄سان هزینه ضرایب با معکوس مرکز مسئله دادند. بهبود دی·ر حالت
مرکز مسئله که است ذکر قابل شد. حل O(nlogn) زمان در آن مطلق و راسͬ حالت دو هر
هم΄اران و ͬ زاده عل توسط قبلا دلخواه هزینه های با یالͬ طول افزایش حالت در فقط معکوس
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معکوس م΄انیابی مسائل بر مروری ٣۴
و نگوین اخیرا بود. شده ارائه O(nlogn) حل روش آن برای و گرفته قرار بررسͬ مورد [٢] در
چپیشف نرم تحت وزن دار درخت های روی را هزینه حداقل با معکوس مرکز مسئله سپاسیان
در توپولوژی تغییر بدون مسائل این که دادند نشان و [۵٩] داده قرار مطالعه مورد همینگ و
کلͬ حالت برای O(n٢) زمان با حل روش های همچنین آنها هستند. حل قابل O(nlogn) زمان
تغییرات با هزینه حداقل با معکوس مرکز −١ مسئله برای ١۶ آن و نگوین سپس دادند. ارائه

.[۵٨] کردند طراحͬ O(n٢) ال·وریتم ΁ی درخت ها روی راسͬ وزن

بودجه ای محدودیت با معکوس م΄انیابی مدل ٢ . ٢ . ٢
اصلاح هزینه برای B معین بودجه ΁ی بودجه، محدودیت با معکوس م΄انیابی مسئله ΁ی در
برای شده تعیین پیش از شدنͬ جواب ΁ی s∗ ∈ S کنید فرض ͬ شود. م گرفته نظر در θ پارامتر
جواب ازای به ΁کلاسی م΄انیابی مسئله هدف ,f(θتابع s∗) و (LOC)باشد م΄انیابی مسئله
محدودیت βمجموعه و باشد θ̃ به θ پارامتر اصلاح با متناظر هزینه تابع g(c, θ̃) و بوده s∗ شدنͬ
م΄انیابی مسئله ΁ی بنابراین کنند. صدق آنها در باید شده اصلاح پارامتر های که باشد هایی

ͬ گردد: م فرمول بندی زیر صورت به بودجه محدودیت با معکوس
min f(θ̃, s∗)

s.t. g(c, θ̃) ≤ B

θ̃ ∈ β

بل΄ه نیست، s∗ مفروض جواب کردن بهینه هدف بودجه محدودیت با معکوس مسئله در
بودجه محدودیت به توجه با s∗ شدنͬ جواب ازای به مسئله هدف تابع مقدار که است این هدف

یابد. بهبود مم΄ن حد تا شده تعیین

بودجه ای محدودیت با معکوس میانه مسائل بر مروری
بودجه ای محدودیت با معکوس میانه −١ ١٩٩٢مسئله سال در بار اولین برای هم΄ارانش و برمن
ارائه خطͬ ال·وریتم ΁ی درختͬ شب΄ه های روی مسئله این برای و داده قرار بررسͬ مورد را
با معکوس ١−میانه مسئله که کردند ثابت ٢٠٠۶ سال در هم΄ارانش و بورکارد .[١١] کردند
ارائه خطͬ ال·وریتم دورها برای و است NP−سخت یالͬ طول تغییرات با بودجه ای محدودیت
و بورکارد توسط درخت ها روی بودجه ای محدودیت با معکوس ٢−میانه مسئله .[١٣] دادند
.[١۵] است شده ارائه O(nlogn) ال·وریتم ΁ی آن برای و گرفته قرار مطالعه مورد هم΄ارانش
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٣۵ اصلاحͬ م΄انیابی مسائل
دور ها روی بودجه ای محدودیت با معکوس میانه −٢ مسئله ١٨ بای و ١٧ ونگ ، ٢٠١٠ سال در
این از و کرده تبدیل مسیر ΁ی روی بودجه ای محدودیت با معکوس میانه −٣ مسئله به را
میانه −١ مسئله .[٧١] است حل قابل جمله ای چند زمان در مسئله این که دادند نشان طریق
٢٠ ژان و ١٩ فن ژانگ توسط درخت ها روی اضافͬ قید ΁ی با بودجه ای محدودیت با معکوس
این و بوده معادل مسئله زیر دو به تقسیم قابل مدل این که شد ثابت و گرفته قرار بررسͬ مورد
حل حریصانه ال·وریتم و برش مینیمم ال·وریتم ΁ی توسط ترتیب به ͬ توان م را مسئله ها زیر

.[۴۶] نمود

بودجه ای محدودیت با معکوس مرکز مسائل بر مروری
شب΄ه های روی یالͬ طول تغییرات با معکوس مرکز مسئله که کرد ثابت برمن ،١٩٩۴ سال در
درخت ها روی را معکوس مرکز مسئله هم΄اران و ژانگ .[١٠] است سخت −NP وزن، بدون
[٧۵] کردند طراحͬ آن برای O(n٢logn) محاسباتͬ پیچیدگͬ با روشͬ و داده قرار مطالعه مورد
توسط بعد سال ها در هم΄اران و ژانگ توسط شده ارائه جواب روی΄رد که است ذکر شایان .
مطالعه تحت درخت از ریشه دار درخت زیر ΁ی ارتفاع کاهش برای [٣] در بورکارد و علیزاده
مسئله این که دادند نشان ،N شب΄ه خاص ساختار به توجه با آنها گرفت. قرار استفاده مورد
مسئله حل برای O(n٢) زمان با ال·وریتم ΁ی نگوین اخیرا، است. حل قابل O(n٢) زمان در
یالͬ طول تغییرات با وزن دار درخت های روی بودجه ای محدودیت با معکوس مرکز م΄انیابی

.[۵] شده اند گرفته نظر در ی΄سان عدد ΁ی هزینه ضرایب تمام آن در که داد ارائه

کراندار هدف تابع با معکوس م΄انیابی مدل ٢ . ٢ . ٣
از جواب ΁ی s∗ کنید فرض ب·یرید. نظر در را f(θ, s) هدف تابع با (LOC) م΄انیابی مسئله
روی بالا کران ΁ی λ ∈ R+ کنید فرض علاوه به باشد. (LOC) مدل برای شده تعیین پیش
هدف کراندار، هدف تابع با معکوس م΄انیابی مسئله ΁ی در است. (LOC) مسئله هدف مقدار
متناظر هدف مقدار و گردد مینیمم g(c, θ̃) هزینه تابع طوری که به است θ̃ به θ پارامتر اصلاح
صورت به مسئله این شود λ برابر حداکثر θ̃ شده اصلاح پارامتر بردار تحت s∗ مفروض جواب با

ͬ گردد: فرمول بندی م زیر

min g(c, θ̃)

s.t. f(θ̃, s∗) ≤ λ

θ̃ ∈ β
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معکوس م΄انیابی مسائل بر مروری ٣۶

تنزیل و ترفیع م΄انیابی مدل ۴ . ٢ . ٢
مسئله ΁ی در باشد. θ پارامتر بردار اصلاح برای یافته تخصیص بودجه B ∈ R+ کنید فرض
است θ̃ به θ پارامتر بردار اصلاح هدف ،(LOC) ΁کلاسی م΄انیابی مسئله متناظر ترفیع(تنزیل)
بودجه محدودیت به توجه با و θ̃ جدید پارامتر بردار تحت (LOC) مسئله هدف مقدار طوری که به
کرد: فرمول بندی زیر صورت به را مسئله این ͬ توان م بنابراین شود. بهتر(بدتر) مم΄ن حد تا

min(max) f(θ̃, s)

s.t. g(c, θ̃) ≤ B

θ̃ ∈ β , s ∈ S

و کند صدق آن در باید θ̃ شده اصلاح بردار که است محدودیت هایی مجموعه β آن در که
است. θ̃ جدید پارامترهای (LOC)تحت مسئله شدنͬ جواب های مجموعه S

م΄انیابی مسئله در شده، عنوان معکوس م΄انیابی مسائل برخلاف که است ذکر به لازم
پارامترهای اصلاح هدف و ͬ شود نم مشخص شده ای تعیین پیش از جواب هیچ (تنزیل) ترفیع
نوع این است. شده اصلاح پارامترهای تحت مسئله برای بهینه جواب یافتن سپس و شب΄ه
بهبود مسائل حوزه در اینکه دلیل به ولͬ داشته معکوس مسائل با ضعیف تری ارتباط مسائل،

کرد. محسوب معکوس مسائل نوع از را آنها ͬ توان م ͬ گیرند، م قرار شب΄ه

تنزیل و ترفیع م΄انیابی مسائل بر مروری
و گرفته نظر در شب΄ه ها روی راسͬ وزن تغییرات با را ١−میانه تنزیل و ترفیع مسئله گسنر
مسئله که نمود ثابت همچنین وی نمود. ارائه O(n٢) ال·وریتم ΁ی ١−میانه ترفیع مسئله برای
درخت، خاص گراف برای ضمن در ͬ باشد. م حل قابل جمله ای چند زمان در ١−میانه تنزیل
تحت صفحه روی میانه −١ تنزیل مسئله .[٣٣] نمود ارائه O(nlogn) اجرای زمان با ال·وریتمͬ
بر O(nlog٢n) اجرای زمان با ال·وریتمͬ آن برای و گرفته قرار مطالعه مورد [٣۴] در خطͬ نرم
فضای روی را میانه −١ تنزیل و ترفیع مسئله پلاستریا٢١ شد. پیشنهاد بازی ها نظریه مبنای
ال·وریتم های آن برای و داده قرار مطالعه مورد ٢٠١۴ سال در قطعͬ غیر وزن های با اقلیدسͬ
p−میانه ترفیع مسئله که کردند ثابت رهبرنیا و سپاسیان .[۶۴] نمود طراحͬ جمله ای چند
ضمن در ͬ باشد م حل قابل چندجمله ای زمان در کلͬ گراف های روی راسͬ وزن تغییرات با
.[۶٧] دادند ارائه خطͬ ال·وریتم ΁ی ی΄سان هزینه های با مسیر ΁ی روی مسئله همین برای
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٣ فصل
معکوس متعادل م΄انیابی مسائل

G گراف رئوس مجموعه ،V به طوری که باشد. جهت بدون گراف ΁ی G = (V,E) کنید فرض
نامنفͬ وزن ΁ی دارای vi راس هر باشد. |E| = m و |V | = n ،G گراف یال های Eمجموعه و

نمود. تعبیر زیر حالت دو به ͬ توان م را wi این که ͬ باشد م wi

باشد. م΄انیابی مسئله در vi راس اهمیت میزان بیانگر wi •
به را wi ͬ توان م دی·ر عبارت به گرفت نظر در vi راس مشتریان تعداد ͬ توان م را wi •

دانست. vi راس تقاضای میزان عنوان
هزینه، فاصله، صورت به ͬ تواند م یال وزن این که است، dij وزن دارای eij ∈ E یال هر طرفͬ از
متعادل مسائل در گفتیم، قبل از که همان طور شود. گرفته نظر در راس دو بین ... و سفر زمان
که مسئله پارامترهای تغییر با که است این هدف داریم. نامتعادل شدنͬ جواب ΁ی معکوس،
حد تا را جواب هزینه، کمترین با دو، هر هم زمان تغییر یا و یال ها وزن یا راس ها وزن اینجا در

کنیم. متعادل ام΄ان
مسئله بود، موضوع این شروع برای ما ایده و شده انجام زمینه این در که کارهایی از ی΄ͬ
این بر فرض مسئله در است. رئوس وزن تغییر با همراه درخت روی معکوس متعادل ٢−میانه
(بهینه تعادل به رسیدن برای بنابراین هستند. معلوم m٢ و m١ سرویس دهنده ی دو که است
واحد هر کاهش) یا (افزایش تغییر طرفͬ از کند. تغییر گراف رئوس وزن باید مسئله) شدن
این مسئله این در هدف داشت. بر خواهد در را c−i یا c+i معادل هزینه های ما برای wi وزن

٣٧



معکوس متعادل م΄انیابی مسائل ٣٨
رئوس کلͬ وزن های اختلاف طوری که به شود اصلاح هزینه کمترین با رئوس وزن که است

شود. کمینه ام΄ان حد تا سرویس دهنده دو هر به شده داده تخصیص
ترتیب به q−i و q+i اگر بنابراین نماید. تغییر wi رئوس وزن باید تعادل به رسیدن برای
از رسیدن تعادل به از بعد رئوس نهایی وزن باشند، رئوس وزن در کاهش و افزایش مقدار
به ترتیب به که ͬ باشند م رئوسͬ مجموعه V٢ و V١ ͬ آید. م بدست ŵi = wi + q+i − q−i رابطه
کاهش و افزایش از شده متحمل هزینه های ترتیب به c−i و c+i شده اند. داده تخصیص x٢ و x١

دهیم قرار هستند. wi یعنͬ vi راس وزن واحد هر
Q+ = {q+١ , q+٢ , . . . , q+n }, Q− = {q−١ , q−٢ , . . . , q−n }

دنبال به حاضر، رئوس وزن تغییر با معکوس متعادل میانه −٢ مسئله ΁ی در صورت این در
هستیم: زیر توابع کردن کمینه

 
f١(Q+, Q−) =

n∑
i=١

(c+i q
+
i + c−i q

−
i ). (٣ . ١)

f٢(Q+, Q−) = |
∑
i∈V١

ŵi −
∑
i∈V٢

ŵi|. (٣ . ٢)

برای خطͬ، نرم تحت رئوس وزن کاهش یا افزایش از ناشͬ کل هزینه بیانگر (٣ . ١) رابطه
این در است. سرویس گیرنده ها وزنͬ تعادل شرط بیانگر (٣ . ٢) رابطه و است تعادل به رسیدن
ال·وریتم هایی و گرفتند نظر در محدود) بودجه و هزینه کمترین ) مدل دو با را مسئله مقاله

کنید. مراجعه [۵۶] به بیشتر اطلاعات برای است. شده ارائه مدل دو این حل این برای

یال های طول با معکوس متعادل م΄انیابی مسائل ٣ . ١
متغیر

کنید فرض
V١ = {vi ∈ V | d(vi,m١) ≤ d(vi,m٢)}

اختصاص m٢ و m١ سرویس دهنده های به که هستند رئوسͬ مجموعه ترتیب به V٢ = V \V١ و
داریم قصد هزینه، حداقل با معکوس متعادل میانه −٢ م΄انیابی مسئله در ͬ شوند. م داده
و V١ در رئوس کلͬ وزن های اختلاف طوری که به کنیم اصلاح هزینه کمترین با را یال ها طول
هر کاهش هزینه و c+i ،li واحد هر افزایش هزینه کنید فرض ،ei یال هر برای شود. کمینه V٢
این است. li یال طول کاهش و افزایش مقادیر ترتیب به q−i و q+i همچنین است. c−i ،li واحد



٣٩ متغیر یال های طول با معکوس متعادل م΄انیابی مسائل
q−i و q+i که است این بر فرض و ͬ شود نم انجام دلخواه طور به ei یال طول کاهش و افزایش

دهیم قرار ͬ کنند. م تبعیت u−i و u+i بالا کران های از ترتیب به
Q+ = {q+١ , q+٢ , . . . , q+m}, Q− = {q−١ , q−٢ , . . . , q−m}.

یال ها، طول تغییر با که کنید توجه .l̂i = li+ q+i − q−i دهید قرار ،i = ١, . . . ,m برای همچنین
با ترتیب به را یافته تغییر V٢ و V١ بنابراین کند. تغییر است مم΄ن V٢ و V١ در رئوس مجموعه

ͬ دهیم. م نشان V̂٢ و V̂١
نظر در را زیر هدف دوتابع کردن کمینه طول، تغییر با هزینه حداقل با معکوس مدل در

ͬ گیریم. م

f١(Q+, Q−) =
m∑
i=١

(c+i q
+
i + c−i q

−
i ). (٣ . ١)

f٢(Q+, Q−) = |
∑
i∈V̂١

wi −
∑
i∈V̂٢

wi|. (٣ . ٢)

هر کردن کمینه برای را یال ها طول ͬ توانیم نم داشتیم، بودجه محدودیت مدل، این در اگر
به که ͬ گیریم م نظر در محدود بودجه با را مسئله حالت این در دهیم، تغییر بالا هدف دوتابع
ال·وریتم های و مدل ها بعدی بخش های در ͬ گویند. م بودجه ای محدودیت با معکوس مدل آن

است. شده ارائه بودجه ای محدودیت و هزینه کمترین با معکوس مسئله حل

هزینه حداقل با معکوس مدل ٣ . ١ . ١
حداقل با معکوس مدل دی·ر عبارت به است، نامحدود بودجه ͬ کنیم م فرض بخش این در
با را یال ها طول داریم قصد هزینه حداقل با معکوس مدل در ͬ گیریم. م نظر در را هزینه
سرویس دهنده های به شده داده تخصیص رئوس وزن طوری که دهیم، تغییر هزینه کمترین

باشند. تعادل حالت در m٢ و m١
تغییر یال ها طول و هستند تعادل حالت در سرویس دهنده ها پس ، W (V١) = W (V٢) اگر
پس .W (V١) > W (V٢) کنید فرض کلیت، دادن دست از بدون صورت این غیر در ͬ کنند. نم
به که رئوسͬ مجموعه یال ها، از بعضͬ طول تغییر طریق از شدنͬ، جواب آوردن بدست برای
ͬ یابند م تخصیص m٢ به که رئوسͬ مجموعه یا شوند، کم باید V١ یعنͬ ͬ یابند م تخصیص m١
و m١ بین مسیر از خارج یال های طول اصلاح با که کردیم مشاهده شوند. زیاد باید V٢ یعنͬ

بود. خواهند تغییر بدون W (V٢) و W (V١) ،m٢



معکوس متعادل م΄انیابی مسائل ۴٠
شامل یال ez =

[
vj , vj+١

] و باشد m٢ و m١ بین مسیر در میانͬ نقطه ΁ی z کنید فرض
و vj ∈ T١ طوری که ،ez یال حذف از آمده دست به درخت زیر دو T٢ و T١ همچنین است. z
کنید فرض هستند. T٢ و T١ در رئوس مجموعه ترتیب به V٢ و V١ ͽواق در باشد. vj+١ ∈ T٢
زیر صورت به P١, P٢ و باشد m٢ و m١ بین مسیر روی یال های P = {eh١ , . . . , ehz , . . . , eht}

شده اند. تعریف
P١ = P ∩ T١, P٢ = (P ∩ T٢) ∪ ez

است. برقرار زیر خاصیت پس ،W (V١) > W (V٢) کردیم فرض چون

P١ مسیرهای در یال ها طول کافیست متعادل، تخصیص ΁ی آوردن دست به برای .٣ . ١ . ١ لم
دهیم. کاهش و افزایش ترتیب به را P٢ و

یا و افزایش P١ در یال ها طول هزینه، کمترین با متعادل تخصیص ΁ی یافتن برای پس
m٢ به را vj راس هستیم تلاش در دی·ر عبارت به ͬ دهیم. م کاهش را P٢ در یال ها طول
ب·یرید نظر در i = ١, . . . , t برای هزینه کمترین با هدف این به رسیدن برای دهیم. اختصاص

ri =


c+hi

if ehi
∈ P١

c−hi
if ehi

∈ P٢
(٣ . ٣)

D = {r١, r٢, . . . , rt} (۴ . ٣)
طوری که است c−hi

یا c+hi
فوق عبارت در ri که

r١ ≤ r٢ ≤ r٣ ≤ · · · ≤ rt

بیافتد: اتفاق است مم΄ن زیر حالت های ͬ کنیم. م شروع r١ با

ehk
یال طول پس ،( ehk

∈ P١ (یعنͬ r١ = c+hk
اگر . ١

مثبت ΁کوچ خیلͬ مقدار ϵ که q+hk
= min{|d(vj ,m١) − d(vj ,m٢)| + ϵ, u+hk

} اندازه به
یابد افزایش باید است،

ehk
یال طول پس ،( ehk

∈ P٢ یعنͬ ) r١ = c−hk
اگر . ٢

یابد. کاهش باید ، q−hk
= min{|d(vj ,m١)− d(vj ,m٢)|+ ϵ, u−hk

} اندازه به
m١ و vj بین جدید فاصله که زمانͬ تا ͬ دهیم م ادامه rt نهایت در و r٣ و r٢ برای را روش این
یال دو ez, ez١ ∈ P که کنید فرض یابد. اختصاص m٢ به vj بنابراین و شود m٢ و vj از بیشتر



۴١ متغیر یال های طول با معکوس متعادل م΄انیابی مسائل
راس که ͬ آید م بدست ez١ و ez یال حذف از که T از درختͬ زیر Tvj و است P روی vj مجاور

ͬ دهیم م قرار ببینید). را ٣ . ١ (ش΄ل ͬ شود م شامل را vj

T̂١ = T١\Tvj , T̂٢ = T٢ ∪ Tvj .

اگر ͬ کنیم. م تعریف T̂٢ و T̂١ در رئوسͬ مجموعه ترتیب به V̂٢ و V̂١ و
|W (V̂١)−W (V̂٢)| < |W (V١)−W (V٢)|

تغییر با ͬ کنیم م تلاش و ͬ دهیم م ادامه T١ در بعدی راس با و ͬ یابد م بهبود متعادل هدف تابع
صورت این غیر در دهیم. اختصاص m٢ به را بعدی راس طریق، همین به P در یال ها طول
استفاده ͬ توانیم م توقف) (شرط ال·وریتم پایان برای زیر لم از نتیجه در ͬ یابد. م پایان ال·وریتم

کنیم.
m١ به یافته اختصاص رئوس شامل درخت های زیر ترتیب به T٢ و T١ کنید فرض .٣ . ١ . ٢ لم
نظر در T٢ و T١ در رئوس مجموعه ترتیب به را V٢ و V١ همچنین است. فعلͬ تکرار در m٢ و

اگر . V̂٢ = V٢ ∪ {v}, V̂١ = V١\{v} و است T٢ با مجاور راس v ∈ T١ ب·یرید.
|W (V̂١)−W (V̂٢)| ≥ |W (V١)−W (V٢)|

یافت. نخواهد بهبود V٢ و V١ مجموعه های تغییر با متعادل هدف تابع بنابراین
گرفتیم. نظر در را زیر ال·وریتم،ملاحظه تکرار هر در

١ ملاحظه
ͬ تواند نم بعدی تکرارهای در یال آن طول پس یافت افزایش تکرار ΁ی در یال ΁ی طول اگر
بعدی تکرارهای در یال آن طول پس یابد کاهش تکرار ΁ی در یال ΁ی طول اگر و یابد کاهش

ez1 ezm1 vj vj+1 m2

T2

T1

Tvj

Tvj و T١, T٢ درخت های زیر و T درخت :٣ . ١ ش΄ل



معکوس متعادل م΄انیابی مسائل ۴٢
یابد. افزایش ͬ تواند نم

دادند. سوق زیر ال·وریتم به را ما ایده ها این
IB٢FLP ال·وریتم

ورودی:
طوری که سرویس دهنده ها م΄ان عنوان به T درخت از m٢ و m١ راس دو ،T وزن دار درخت
هستند. m٢ و m١ به یافته اختصاص رئوس مجموعه ترتیب به V٢ و V١ که W (V١) > W (V٢)

است. شده داده یال ها وزن کاهش و افزایش هزینه همچنین
خروجͬ:

به که رئوسͬ وزن تعادل برای êi یال های جدید طول  و f١ هدف تابع بهینه مقدار
است. شده داده یافته اند، اختصاص m٢ و m١ سرویس دهنده های

اولیه: مقداردهͬ
باشد. m٢ و m١ بین مسیر Pm١,m٢ = {va١ = m١, . . . , vat+١ = m٢} کنید فرض •

ب·یرید. نظر در را z شامل یال ehz =
[
vaj , vaj+١

] و m٢ و m١ بین میانͬ نقطه z •
و P١ = P ∩ T١ ، Pm١,m٢ روی یال ها از مجموعه ای را P = {eh١ , . . . , ehz , . . . , eht} •

ب·یرید. نظر در P٢ = (P ∩ T٢) ∪ ehz

T̂١ در رئوسͬ مجموعه ترتیب به V̂٢ و V̂١ کنید فرض و T̂٢ = T٢ ∪ Tvaj , T̂١ = T١\Tvaj •
باشند. T̂٢ و

صورت به و ͬ شوند م تعریف (٣ . ٣) صورت به i = ١, . . . , t, ri که D = {r١, r٢, . . . , rt} •
شده اند. مرتب صعودی دنباله

دهید. قرار f١ := ٠ , b := aj •
تکراری: گام

دهید. انجام را زیر کارهای ،|W (V̂١)−W (V̂٢)| < |W (V١)−W (V٢)| که زمانͬ تا
S = s٢ − s١ و s٢ := d(vb,m٢), s١ := d(vb,m١), i := ١ . ١

دهید. انجام را زیر کارهای S > ٠ که زمانͬ تا . ٢
دهید. قرار ،ehk

∈ P١ و ri = c+hk
اگر (a)

q+hk
:= min{S + ϵ, u+hk

} .i

ˆlhk
:= lhk

+ q+hk
.ii

f١ := f١ + riq
+
hk

.iii

. S = S − u+hk
دهید قرار ، q+hk

= u+hk
اگر .iv



۴٣ متغیر یال های طول با معکوس متعادل م΄انیابی مسائل
کنید. حذف لیست از را c+hk

و S = ϵ صورت غیراین در
یافت. خاتمه حلقه ∗

یافت. خاتمه حلقه
دهید. قرار ،ehk

∈ P٢ و ri = c−hk
اگر (b)

q−hk
:= min{S + ϵ, u−hk

} .i

ˆlhk
:= lhk

− q−hk
.ii

f١ := f١ + riq
−
hk

.iii

.S = S − u−hk
دهید قرار ،q−hk

= u−hk
اگر .iv

کنید. حذف لیست از را c−hk
و S = ϵ صورت این غیر در

یافت. خاتمه حلقه ∗

یافت. خاتمه حلقه
i := i+ ١ (c)

است. یافته خاتمه حلقه
j = j − ١ و دهید قرار D در c−hz

، P٢ = P٢ ∪ {ehz}, P١ = P١\{ehz}, V٢ = V̂٢, V١ = V̂١ . ٣
کنید. اضافه V̂٢ به را همه و کرده حذف V̂١ از را Tvb در ،رئوس b = aj , hz = hz − ١ . ۴

ال·وریتم. پایان
ال·وریتم پیچیدگͬ

Tvb درخت زیر از راس ها همه که کنید توجه ال·وریتم، زمانͬ پیچیدگͬ محاسبه برای
از تعدادی در خطͬ زمان در مجدد تخصیص چون و ندارند قرار pm١,m٢ مسیر در ( vb جز (به

به اجرا زمان بنابراین ͬ شود م انجام Tvb در راس ها
∑

(vi,vt)∈Pm١,m٢
O(|V (Tvi)|) = O(n),

زمان حالت بدترین در همچنین هستند مجزا V (Tvt) مجموعه های چون و ͬ شود م محدود
بنابراین است n = m + ١ درخت ΁ی در و است نیاز یال ها کردن مرتب برای O(mlogm)

است. O(nlogn) ال·وریتم زمانͬ پیچیدگͬ
یال های طول با هزینه کمترین با معکوس متعادل میانه −٢ م΄انیابی مسئله .٣ . ١ . ١ قضیه

شود. حل ͬ تواند م O(nlogn) زمان در درخت روی متغیر
ب·یرید. نظر در را زیر مثال ال·وریتم این توضیح برای
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راس ١٩ با T درخت :٣ . ٢ ش΄ل

مشخص را یال طول یال ها روی عدد ب·یرید. نظر در را ٣ . ٢ ش΄ل در T درخت .٣ . ١ . ١ مثال
فرض مثال این در ،m٢ = v١۴ و m١ = v٣ است. شده داده ٣ . ١ جدول در راس ها وزن ͬ کند. م
شده گرفته نظر در ٣ یال ها طول تغییر برای بالا کران و صفر یال ها طول حداقل است شده

پس است.
V١ = {v١, v٢, . . . , v١٣}

V٢ = {v١۴, v١۵, . . . , v١٩}

مسیر روی یال ها طول کاهش و افزایش هزینه های است. W (V٢) = ١۶ و W (V١) = ۴١ که
بنابراین است. شده داده ٣ . ٢ جدول در m٢ و m١ بین

و P١ = {e١ = (v٣, v۶), e٢ = (v۶, v٧), e٣ = (v٧, v٨), e۴ = (v٨, v١٠), e۵ = (v١٠, v١٣)}
یال ها طول اصلاح هزینه های کردن مرتب با است. ez = e۶ و P٢ = {e۶ = (v١٣, v١۴)}

داشت خواهیم
r١ = c+۴ ≤ r٢ = c+١ ≤ r٣ = c+٢ ≤ r۴ = c−۶ ≤ r۵ = c+۵ ≤ r۶ = c+٣ . (۵ . ٣)

m١ بین مسیر روی یال های از بعضͬ طول تغییر با را Tv١٣ در رئوس باید گام اولین در
مقدارهای و ͬ کنیم م شروع r١ = c+۴ با هزینه ها به توجه با دهیم. انتقال V٢ به V١ از m٢ و
تخصیص m٢ به Tv١٣ در رئوس پس ͬ آید. م دست به f١ = ٠٫۶(١+ ϵ)و l+۴ = ٢+ ϵ, q+۴ = ١+ ϵ

ͬ یابد. م

T درخت در راس ها وزن :٣ . ١ جدول
i ١ ٢ ٣ ۴ ۵ ۶ ٧ ٨ ٩ ١٠ ١١ ١٢ ١٣ ١۴ ١۵ ١۶
wi ۶ ٣ ٣ ۴ ۵ ٣ ٢ ٢ ۴ ٢ ٣ ٣ ١ ١ ٣ ۵
i ١٧ ١٨ ١٩
wi ٣ ٢ ٢



۴۵ متغیر یال های طول با معکوس متعادل م΄انیابی مسائل
T درخت در یال ها طول اصلاح هزینه :٣ . ٢ جدول

ei li c+i c−i

e١ = (v٣, v۶) ٢ ٠٫٨ ١٫٢
e٢ = (v۶, v٧) ١ ١٫٠ ٠٫۴
e٣ = (v٧, v٨) ١ ٢٫٠ ١٫۴
e۴ = (v٨, v١٠) ١ ٠٫۶ ١٫١
e۵ = (v١٠, v١٣) ١ ١٫٣ ٠٫۵
e۶ = (v١٣, v١۴) ٧ ٠٫٩ ١٫٠

v١٠ راس بایستͬ تعادل ایجاد برای پس ،W (V١) = ۴٠,W (V٢) = ١٧ که دیدیم دوم گام در
با بهینه جواب تکرار سه از بعد نهایت در بیابد. تخصیص m٢ به P در یال ها طول تغییر با
V٢ = {v٨, v٩, . . . , v١٩} و V١ = {v١, v٢, . . . , v٧} که W (V٢) = ٣١ و W (V١) = ٢۶, f١ = ٣٫١+٧ϵ

ͬ آید. م دست به
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بودجه ای محدودیت با معکوس مدل ٣ . ١ . ٢
بودجه این ͬ گیریم. م نظر در را است B > ٠ مساوی و محدود بودجه که را حالتͬ بخش این در
m١ به یافته تخصیص رئوس وزن بین اختلاف طوری که ͬ شود م صرف یال ها طول اصلاح برای

شود. ΁کوچ ام΄ان حد تا m٢ و
میانͬ نقطه z کنید فرض ب·یرید. نظر در را هزینه حداقل با معکوس حالت با مشابه نماد های
طوری که ez یال حذف از که درختͬ زیر دو T٢, T١ و z شامل یالͬ ez = [vj , vj+١] ،m٢ و m١ بین
یال ها طول با T از درخت زیر دو T̂٢, T̂١ همچنین باشد. آمده دست به vj+١ ∈ T٢ و vj ∈ T١
توجه ͬ یابند. م اختصاص m٢ و m١ به ترتیب به که هستند رئوسͬ شامل و هستند شده اصلاح
مجموعه است مم΄ن بنابراین ͬ یابد. م اختصاص سرویس دهنده نزدی΄ترین به راس هر که کنید
مم΄ن نیز T٢ و T̂٢ برای خاصیت این باشد. داشته تفاوت T١ در رئوس مجموعه با T̂١ در رئوس

باشد. برقرار است
شود: نوشته زیر صورت به ͬ تواند م بودجه ای محدودیت با مدل بنابراین

P٢ : minf٢ = |
∑
i∈T̂١

wi −
∑
i∈T̂٢

wi|

s.t.

m∑
i=١

(c+i q
+
i + c−i q

−
i ) ≤ B.

٠ ≤ q+i ≤ u+i , i = ١, ...,m.

٠ ≤ q−i ≤ u−i , i = ١, ...,m.

یعنͬ یال ها طول اصلاح کلͬ هزینه مینیمم هزینه، حداقل با معکوس مدل در که کنید توجه
مدل این در که صورتͬ در گرفتیم. نظر در هدف تابع عنوان به هم را ،(٣ . ١) در f١ مینیمم

ͬ گیریم. م نظر در هدف تابع عنوان به (٣ . ٢) در f٢ یعنͬ تعادل تابع
زمانͬ پیچیدگͬ با ال·وریتمͬ هزینه، حداقل با معکوس مدل با مشابه حالت در ادامه، در

ͬ شود. م ارائه O(nlogn)

پس W (V١) = W (V٢) اگر است. T٢ و T١ در رئوس مجموعه ترتیب به V٢ و V١ کنید فرض
ͬ مانند. م باقͬ تغییر بدون یال ها وزن بنابراین و بهینه i = ١, . . . ,m برای q−i = ٠،q+i = ٠ جواب
برای بنابراین .W (V١) > W (V٢) کنید فرض کلیت، دادن دست از بدون صورت این غیر در
با یابد. کاهش باید T٢ در یال ها طول یا افزایش T١ در یال ها طول بهینه، جواب ΁ی یافتن
یال های P = {eh١ , . . . , ez, . . . , eht} کنید فرض قبل، قسمت در مشابه نمادهایی نظرگرفتن در
ترتیب به s٢, s١ همچنین .P٢ = (P ∩ T٢) ∪ ez, P١ = P ∩ T١ و باشد m٢ و m١ بین مسیر روی

است. m٢ و vj , m١ و vj بین فاصله
بودجه به توجه با ام΄ان حد تا را W (V١)−W (V٢) مقدار بنابراین ،W (V١) > W (V٢) کنید فرض



۴٧ متغیر یال های طول با معکوس متعادل م΄انیابی مسائل
روی یال ها طول کاهش یا P١ روی یال های طول افزایش با قبل حالت مانند ͬ دهیم. م کاهش

ͬ دهیم م قرار دوباره یابد. اختصاص m٢ به vj ͬ کنیم م تلاش P٢

D = {r١, r٢, . . . , rt}

و است شده تعریف (٣ . ٣) صورت به ri, i = ١, . . . , t برای که
r١ ≤ r٢ ≤ r٣ ≤ · · · ≤ rt

ͬ گیریم. م نظر در را زیر حالت های و ͬ کنیم م شروع r١ با
اندازه به ehk

یال طول پس ehk
∈ P١ ،r١ = c+hk

اگر . ١
ͬ یابد. م افزایش q+hk

= min{|d(vj ,m١)− d(vj ,m٢)|+ ϵ, u+hk
, B
c+hk

}

اندازه به ehk
یال طول پس ehk

∈ P٢ ،r١ = c−hk
اگر . ٢

ͬ یابد. م کاهش q−hk
= min{|d(vj ,m١)− d(vj ,m٢)|+ ϵ, u−hk

, B
c−hk

}

یابد. اختصاص m٢ به vj راس تا ͬ دهیم م ادامه rt نهایت در و r٢, r٣ برای را روش این
راس های با و یابد بهبود ͬ تواند م هدف تابع |W (V̂١) −W (V̂٢)| < |W (V١) −W (V٢)| اگر پس
یال ها طول تغییر با ͬ کنیم م تلاش و ͬ دهیم م ادامه دارد، بیشتری وزن که درختͬ زیر در بعدی
ایده این ͬ رسد. م پایان به ال·وریتم صورت این غیر در دهیم. تخصیص m٢ به را رئوس P در

داد. سوق زیر ال·وریتم به را ما
[RB٢FLP] ال·وریتم

ورودی:
آن در که سرویس دهنده ها م΄ان عنوان به T درخت از m٢ و m١ راس دو T وزن دار درخت
هستند. m٢ و m١ به یافته اختصاص رئوس مجموعه ترتیب به V٢, V١ و W (V١) > W (V٢)

است. شده داده B کلͬ بودجه و یال ها طول کاهش و افزایش هزینه همچنین
خروجͬ:

رئوس وزن اختلاف کردن مینیمم برای êi یال های جدید طول های و f٢ هدف تابع بهینه مقدار
ͬ شود. م داده m٢ و m١ سرویس دهنده های به یافته تخصیص

اولیه: مقداردهͬ

دهید. قرار m٢ و m١ بین مسیر Pm١,m٢ = {va١ = m١, . . . , vat+١ = m٢} •
ب·یرید. نظر در را z شامل یال ehz =

[
vaj , vaj+١

] و m٢ و m١ بین میانͬ نقطه z •
و P١ = P ∩ T١, Pm١,m٢ روی یال ها از مجموعه ای را P = {eh١ , . . . , ehz , . . . , eht} •

ب·یرید. نظر در P٢ = (P ∩ T٢) ∪ ehz



معکوس متعادل م΄انیابی مسائل ۴٨
T̂١ در رئوسͬ مجموعه ترتیب به V̂٢ و V̂١ کنید فرض و T̂٢ = T٢ ∪ Tvaj , T̂١ = T١\Tvaj •

باشند. T̂٢ و
دنباله صورت به را شده، تعریف (٣ . ٣) صورت به i = ١, . . . , t, ri که D = {r١, r٢, . . . , rt} •

کنید. مرتب صعودی
b := aj •
تکراری: گام

دهید. انجام را زیر کارهای B > ٠ و |W (V̂١)−W (V̂٢)| < |W (V١)−W (V٢)| که زمانͬ تا
.S = s٢ − s١ و i := ١, s١ := d(vb,m١), s٢ := d(vb,m٢) . ١

دهید انجام را زیر کارهای B > ٠ و S > ٠ که زمانͬ تا . ٢

دهید. قرار ،ehk
∈ P١ و ri = c+hk

اگر (a)

q+hk
:= min{S + ϵ, u+hk

,
B

c+hk

} .i

B := B − c+hk
q+hk

.ii

بنابراین ،(B = ٠ and q+hk
= S + ϵ) یا (B ̸= ٠) اگر .iii

ˆlhk
:= lhk

+ q+hk
.A

. S = S − u+hk
دهید قرار ،q+hk

= u+hk
اگر .B

کنید. حذف لیست از را c+hk
و S = ϵ صورت غیراین در

یافت خاتمه حلقه ⋆

یافت. خاتمه حلقه
است. یافته خاتمه حلقه

دهید. قرار ،ehk
∈ P٢ و ri = c−hk

اگر (b)

q−hk
:= min{S + ϵ, u−hk

,
B

c−hk

} .i

B := B − c−hk
q−hk

.ii

بنابراین ، (B = ٠ and q−hk
= S + ϵ) یا (B ̸= ٠) اگر .iii

ˆlhk
:= lhk

− q−hk
.A

. S = S − u−hk
دهید قرار ،q−hk

= u−hk
اگر .B

کنید. حذف لیست از را c−hk
و S = ϵ صورت غیراین در



۴٩ متغیر یال های طول با معکوس متعادل م΄انیابی مسائل
یافت. خاتمه حلقه ⋆

است. یافته خاتمه حلقه
یافت. خاتمه حلقه

i := i+ ١ (c)

است. یافته خاتمه حلقه
.j = j − ١ و دهید قرار D در c−hz

, P٢ = P٢ ∪ {ehz}, P١ = P١\{ehz}, V٢ = V̂٢, V١ = V̂١ . ٣
کنید. اضافه V̂٢ به را همه و کرده حذف را V̂١ از Tvb در رئوس و hz = hz − ١, b = aj . ۴

ال·وریتم. پایان
طول با بودجه ای محدودیت با معکوس متعادل ٢ ‐میانه م΄انیابی مسئله .٣ . ١ . ٢ قضیه

است. حل قابل O(nlogn) زمان در درخت روی متغیر یال های

ͬ شود. م ثابت هزینه، کمترین حالت مشابه برهان.
هزینه و یال ها طول و راس ها وزن ب·یرید. نظر در ٣ . ٢ ش΄ل در را T درخت .٣ . ١ . ٢ مثال

است. ٣ . ١ . ۴ مثال با مشابه یال ها طول اصلاح
ترتیب به V٢ = {v١۴, . . . , v١٩} و V١ = {v١, v٢, . . . , v١٣}, ϵ = ٠٫٢, B = ٢, m٢ = v١۴, m١ = v٣
و W (V٢) = ١۶ ،W (V١) = ۴١ همچنین ͬ یابند. م تخصیص m٢ و m١ به که رئوسͬ مجموعه

کنید. مرتب (۵ . ٣) صورت به را یال ها طول اصلاح هزینه است. f٢ = ٢۵
و r١ = c+۴ انتخاب با دهیم. انتقال V٢ به V١ مجموعه از را v١٣ راس بایستͬ گام، اولین در

مقدارهای q+۴ = ١ + ϵ = ١٫٢ جای·ذاری
راس پس ͬ آوریم. م دست به l̂۴ = ٢+ ϵ = ٢٫٢, f١ = ٠٫۶(١+ ϵ) = ٠٫٧٢, B = ٢− f١ = ١٫٢٨

ͬ شود. م f٢ = W (V١)−W (V٢) = ٢٣ و ͬ یابد م تخصیص m٢ به v١٣
ͬ دهیم. م تخصیص m٢ به l۴ یال طول افزایش و l۵ یال طول کاهش با v١٠ راس دوم گام در
ͬ  آوریم. م بدست q−۵ = ١, l̂۵ = ٠, q+۴ = ١٫٢, l̂۴ = ٣٫۴, f١ = ١٫٩۴, B = ٠٫٠۶ بنابراین

ͬ یابد. م پایان f٢ = ١٩ با ال·وریتم و نداریم مسئله ادامه برای کافͬ بودجه سرانجام





۴ فصل
با معکوس ١−میانه م΄انیابی مسائل

فاصله تعادل

مسئله تعریف ١ . ۴
وضعیتͬ با که است زمانͬ معکوس م΄انیابی مدل های کاربرد شد اشاره قبلا که همانطور
ͬ توانیم نم ... و اقتصادی دلایل به و است موجود سرویس دهنده م΄ان که ͬ شویم م روبرو
یال ها طول یا راس ها وزن است مم΄ن حالت این در دهیم. تغییر را سرویس دهنده م΄ان
حالتͬ در شود. بهینه سرویس دهنده م΄ان طوری که دهیم تغییر ام΄ان حد تا شب΄ه روی را
و جاده ای شب΄ه ای ΁ی که وضعیتͬ در ͬ تواند م کردیم بررسͬ فصل این در که مدلͬ خاص
است این مسئله این حل از هدف باشد. داشته کاربرد است، شده داده سرویس دهنده م΄ان
گردد. متعادل ام΄ان حد تا مشتریان به سرویس دهͬ طوری که کنیم اصلاح را ΁ترافی شب΄ه که



فاصله تعادل با معکوس ١−میانه م΄انیابی مسائل ۵٢
هر برای ب·یرید. نظر در E یال ها مجموعه و |V | = n , V رئوس مجموعه با را T درخت
نشان d(vi, vj) با را T درخت در vj و vi بین مسیر طول است ei یال طول li ≥ ٠ , ei ∈ E

م΄انیابی مسئله در است. T درخت در سرویس دهنده م΄ان x ∈ V همچنین ͬ دهیم. م
فاصله تفاوت طوری΄ه دهیم تغییر هزینه کمترین با را یال ها طول داریم قصد معکوس متعادل
هزینه کنید فرض شود. مینیمم سرویس دهنده از سرویس گیرنده نزدی΄ترین و دورترین بین
و q+i مقدارهای است. c−i ≥ ٠ , ei یال واحد هر کاهش هزینه و c+i ≥ ٠ , ei یال واحد هر افزایش
.l̂i = li+q+i −q+i دهید قرار ،ei ∈ E هر برای است. li طول کاهش و افزایش مقادیر ترتیب به q−i
q−i ≤ li یا l̂i ≥ ٠ یعنͬ است نامنفͬ یال جدید طول ،ei ∈ E یال هر برای که است شده فرض

است.
کنید فرض

f١ =
∑
ei∈E

(c+i q
+
i + c−i q

−
i ). (١ . ۴)

f٢ = max
vi∈V

d̂(vi, x)−min
vi∈V

d̂(vi, x). (٢ . ۴)
باید ͬ کند، م مینیمم را f٢ تابع که شده اصلاح یال هایی طول بین از مدل، این در بنابراین

کنیم. پیدا ͬ کند، م مینیمم را f١ تابع که اصلاحاتͬ
است. شده اصلاح یال ها طول گرفتن نظر در با x و u راس بین مسیر طول d̂(u, x) بالا توابع در

نامحدود یال های طول با مسئله ٢ . ۴
ͬ گیریم. م نظر در نامحدود را l̂i ≥ ٠ یعنͬ را یال ها طول ،ei ∈ E هر برای بخش این در
مقدار حالت این در که است ͹واض ب·یرید. نظر در را هزینه کمترین با f٢ مینیمم هم زمان
مدل بنابراین هستند. برابر رئوس بقیه تا x از مسیر ها همه طول یعنͬ است، صفر ،f٢ بهینه

ب·یریم. نظر در ͬ توانیم م را زیر
min f١ =

∑
ei∈E

(c+i q
+
i + c−i q

−
i ) (١ . ۴)

s.t.

max
vi∈V

d̂(vi, x)−min
vi∈V

d̂(vi, x) = ٠. (٢ . ۴)
l̂i ≥ ٠ ei ∈ E (٣ . ۴)

هستیم. مسئله مدل این برای بهینه جواب ΁ی یافتن دنبال به ما بنابراین
در راس نزدی΄ترین و دورترین به x از مسیر ها همه مجموعه ترتیب به P٢ و P١ کنید فرض



۵٣ نامحدود یال های طول با مسئله
خواهند تغییر مرتبا ال·وریتم طول در و نیستند ثابت P٢ و P١ که کنید دقت باشند. T\{x}

کرد.
ب·یرید. نظر در را زیر ملاحظات

یا و P١ در مسیرهایی روی یال ها از بعضͬ طول کاهش با شدنͬ جواب ΁ی .٢ . ١ . ۴ ملاحظه
آید. دست به ͬ تواند م P٢ در مسیرهایی روی یال ها از بعضͬ طول افزایش

باشد pj شامل pi طوری΄ه باشد، داشته وجود pj ∈ P٢ و pi ∈ P١ مسیر دو اگر .٢ . ٢ . ۴ ملاحظه
بخشد. بهبود را شدنͬ جواب ͬ تواند نم pj یال ها روی تغییری هر آنگاه

اگر که ͬ دهیم م نشان زیر، لم در باشد. x مجاور یال های از مجموعه ای Adj کنید فرض
یال های همه طول بهینه جواب در بنابراین باشد، P١ در مسیر ΁ی از بخشͬ P٢ در مسیر ΁ی

است. صفر x مجاور غیر
جواب در آنگاه باشد، P٢ در مسیری شامل که باشد داشته وجود P١ در مسیری اگر .٢ . ١ . ۴ لم

است. صفر با برابر e /∈ Adj یال هر طول بهینه
و ٢ . ١ . ۴ ملاحظات گرفتن نظر در با پس باشد. pj ∈ P٢ شامل pi ∈ P١ کنید فرض برهان.
شدنͬ، جواب آوردن دست  به برای آنگاه دهیم. کاهش را pi\pj درون یال ها طول باید ٢ . ٢ . ۴

ͬ دهیم. م قرار صفر مساوی را x مجاور غیر یال های همه طول
ب·یریم. نتیجه ͬ توانیم م نیز را زیر لم همچنین

جواب ΁ی آوردن دست به برای آنگاه باشید. یال ها طول کاهش به مجاز فقط اگر .٢ . ٢ . ۴ لم
دهید. قرار کافیست بهینه

l̂i =


٠ if ei /∈ Adj

Lm if ei ∈ Adj

(۴ . ۴)

صورت به بهینه جواب ΁ی کردن پیدا هزینه حالت این در است. P٢ در مسیر هر طول Lm که
f١ =

∑
ei∈Adj

c−i (li − Lm) +
∑

ei /∈Adj

c−i li. (۵ . ۴)

ͬ شود. م محاسبه
جواب در باید ٢ . ١ . ۴ لم مشابه بنابراین هستیم یال طول کاهش به مجاز فقط چون برهان.
مجاور که یال هایی طول همچنین باشد. صفر مساوی x مجاور غیر یال های همه طول بهینه

بیابند. کاهش Lm به باید نیستند، P٢ در و هستند x



فاصله تعادل با معکوس ١−میانه م΄انیابی مسائل ۵۴
جواب ΁ی آوردن بدست برای آنگاه باشید. یال ها طول افزایش به مجاز فقط اگر .٢ . ٣ . ۴ لم

دهیم. افزایش را x مجاور یال های طول کافیست درخت روی شدنͬ
را مسئله این کافیست درخت، روی مسئله این حل برای که ͬ دهیم م نشان زیر قضیه در

کنیم. حل کوچ΄تر درخت زیر ΁ی روی
که درختͬ زیر روی بهینه جواب ΁ی کردن پیدا با درخت ΁ی روی مسئله این حل .۴ . ٢ . ۴ لم

است. ارز هم باشد، شده القا مجاورش راس های و x از
شدنͬ جواب ΁ی آوردن دست به برای که ͬ شود م نتیجه گیری واقعیت این با برهان این برهان.
نهایت در دهیم. افزایش و کاهش ترتیب به P٢ و P١ در مسیر ها روی یال ها از بعضͬ طول باید
استفاده با بنابراین رسید. خواهیم است، P١ در مسیر ΁ی از بخشͬ که P٢ در مسیری ΁ی به

شود. صفر x مجاور غیر یال های همه طول باید بهینه جواب در ٢ . ١ . ۴ لم از

در باشد. شده القا مجاورش راس های و x از که باشد T از درخت زیر ΁ی Tx کنید فرض
بهینه جواب ΁ی کردن پیدا روی بعدی بخش در بنابراین است. ستاره ای گراف ΁ی Tx ͽواق
O(nxlognx) زمان در بهینه جواب ͬ دهیم م نشان و ͬ شویم م متمرکز ستاره ای گراف ΁ی روی

است. Tx یال ها تعداد nx که ͬ شود م پیدا
ͬ شود. م نتیجه درخت روی مسئله این برای زیر قضیه

معکوس میانه −١ م΄انیابی مسئله آنگاه باشد. T درخت در x درجه d کنید فرض .٢ . ١ . ۴ قضیه
ͬ شود. م حل ͬ تواند م O(dlogd) زمان در سرویس دهنده به مشتری ها از فاصله تعادل با

است. درخت روی پیچیدگͬ بالای کران O(nlogn) بنابراین ،d ≤ n چون که کنید توجه

ستاره ای گراف روی فاصله تعادل ٣ . ۴
علت، این به باشد. ١ از بزرگتر درجه با T گراف از راسͬ x و ستاره ای گراف ΁ی T کنید فرض
روی مسئله این حل ۴ . ٢ . ۴ لم طریق از که گرفتیم نظر در ستاره ای گراف روی را مدل این

است. هم ارز لم، در شده اشاره ستاره ای گراف روی مسئله این حل با درخت
برای ب·یرید. نظر در P۴ و P٣ با ترتیب به T در را یال ها کوتاه ترین و ͬ ترین طولان از مجموعه

کنید فرض ، T روی بهینه جواب ΁ی آوردن بدست
d١ < d٢ < · · · < dr

از شدنͬ جواب ΁ی به رسیدن برای است. x و T رئوس بین فاصله از صعودی ترتیب ΁ی
کرد. استفاده ͬ توان م زیر اقدامات



۵۵ ستاره ای گراف روی فاصله تعادل
برای حالت این در دهیم. کاهش را n١ = |P٣| که j = ١, . . . , n١, ej ∈ P٣ یال هر طول . ١
بمانند، باقͬ T در یال ͬ ترین طولان بعدی، تکرار در P٣ در یال  ها همه اینکه تضمین
یال هر طول که کنید دقت دهیم. کاهش را آن ها همه ی طول همزمان طور به بایستͬ
اندازه به را بودن شدنͬ کاهش، این دهیم. کاهش dr−١ به باید که است dr ، P٣ در

از کاهش این هزینه ͬ  دهد. م بهبود K١ = dr − dr−١

C١ =
∑
ej∈P٣

c−j K١. (١ . ۴)

ͬ شود. م محاسبه
d١ با برابر که ei ∈ P۴ یال هر طول حالت این در یابد. افزایش P۴ در یال ها همه طول . ٢

اندازه به بودن شدنͬ بنابراین ͬ کند. م پیدا افزایش d٢ تا است
K٢ = d٢ − d١ (٢ . ۴)

از افزایش این هزینه ͬ یابد. م بهبود
C٢ =

∑
ei∈P۴

c+i K٢. (٣ . ۴)

که حالتͬ ͬ کنیم. م انتخاب را حالت دو این از ی΄ͬ ال·وریتم تکرار هر در ͬ شود. م محاسبه
ب·یرید درنظر ͬ گردد. م انتخاب ͬ شود، م شامل را هزینه کمترین و شدنͬ بهبود بیشترین

K١
C١

=
١∑

ej∈P٣ c
−
j

و
K٢
C٢

=
١∑

ei∈P۴ c
+
i

ͬ شود. م انتخاب زیر رابطه به توجه با حالت ΁ی بنابراین
min{

∑
ei∈P۴

c+i ,
∑
ej∈P٣

c−j }

ͬ دهد. م سوق ستاره ای گراف روی بهینه جواب ΁ی یافتن برای زیر ال·وریتم به را ما ایده ها این
ISFBDS ال·وریتم

سرویس دهنده، م΄ان و ١ از بزرگتر درجه با T از راسͬ عنوان به x که T ای ستاره گراف ورودی:
است. شده داده یال ها طول کاهش و افزایش هزینه همچنین

باشد. f٢ = ٠ طوری΄ه l̂i یال ها جدید طول خروجͬ:
اولیه: مقداردهͬ

مرتب صعودی صورت به را است T یال های طول که D = {d١, d٢, . . . , dr} مجموعه •
.(d١ < d٢ < · · · < dr) یعنͬ کنید.



فاصله تعادل با معکوس ١−میانه م΄انیابی مسائل ۵۶
دهید. نشان P٣ و P۴ با ترتیب به را است dr و d١ آنها طول که یال هایی از مجموعه ای •

. s := ١, t := r, f٢ := dr − d١, f١ := ٠ •
دهید قرار •

C١ :=
∑
ej∈P٣

c−j

C٢ :=
∑
ej∈P۴

c+j

تکراری گام •
دهید. انجام را زیر کار های f٢ > ٠ که زمانͬ تا •

آنگاه C١ < C٢ اگر . ١
. lj := dt−١ دهید قرار ،ej ∈ P٣ یال هر برای (a)

f١ := f١ + C١(dt − dt−١) (b)

f٢ := f٢ − (dt − dt−١) (c)

P := {ei ∈ T | li = dt−١} (d)

و P٣ := P٣ ∪ P (e)

C١ := C١ +
∑
ej∈P

c−j

t := t− ١ (f)

صورت این غیر در
. lj := ds+١ دهید قرار ،ej ∈ P۴ یال هر برای (a)

f١ := f١ + C٢(ds+١ − ds) (b)

f٢ := f٢ − (ds+١ − ds) (c)

P := {ei ∈ T | li = ds+١} (d)

P۴ := P۴ ∪ P (e)

C٢ := C٢ +
∑
ej∈P

c+j



۵٧ ستاره ای گراف روی فاصله تعادل
s := s+ ١ (f)

یابد. پایان حلقه
ͬ یابد. م پایان ال·وریتم

باشد. nt ،T ستاره ای گراف راس های تعداد کنید فرض ال·وریتم، زمانͬ پیچیدگͬ محاسبه برای
مم΄ن حالت، بدترین در شوند. مرتب O(ntlognt) زمان در ͬ توانند م T در یال ها طول بنابراین
باشیم. داشته نیاز برعکس یا dnt نهایت در و d٣ سپس و d٢ به d١ از یال ΁ی طول از رفتن به
ال·وریتم زمانͬ پیچیدگͬ پس شد. خواهد تکرار O(nt) زمان در تکراری گام حالت، این در پس

است. O(ntlognt)

مشتری ها از فاصله روی تعادل با معکوس سرویس دهنده تک م΄انیابی مسئله .٣ . ١ . ۴ قضیه
شود. حل O(ntlognt) زمان در ͬ تواند م ستاره ای گراف روی سرویس دهنده به

ب·یرید. نظر در را زیر مثال شده، ارائه ال·وریتم توضیح برای

کاهش و افزایش هزینه و یال ها طول ب·یرید، نظر در ١ . ۴ ش΄ل در را T درخت .٣ . ١ . ۴ مثال
یال های طول کافیست ۴ . ٢ . ۴ لم از استفاده با است. شده داده ١ . ۴ جدول در یال ها طول
از آمده بدست ستاره ای گراف روی جواب ΁ی و دهیم کاهش صفر به را l١٠ و l١, l۴, l۵, l٧, l٩
رئوس فاصله بنابراین است. ٧۴ ستاره ای گراف به درخت کاهش هزینه کنیم. پیدا T درخت

ͬ کنیم. م مرتب زیر صورت به صعودی ترتیب به را x با فوق ستاره ای گراف
١ < ٣ < ۵

ͬ آوریم م دست به  C١ = c−٣ , C٢ = c+۶ است. P۴ = {e۶} و f١ = ٠, f٢ = ۴, P٣ = {e٣} بنابراین
است. f٢ = ٢ و l٣ = ٣, f١ = ۴ پس C١ = ٢ < C٢ = ۵ چون و

چون است. C٢ = ۵ و C١ = ٢ + ١ + ٢ پس ،P۴ = {e۶} و P٣ = {e٣, e٢, e٨} بعدی تکرار در
فرض دهیم. افزایش را P۴ در یال طول یا کاهش را P٣ در یال ها طول ͬ توانیم م پس C١ = C٢
نهایی هزینه ͬ شود. م متوقف ال·وریتم و f١ = ١۴, f٢ = ٠ حالت این در l۶ = ٣ دهیم قرار کنید

است. ٨٨ اصلͬ درخت روی بهینه جواب کردن پیدا

1

2 x

3 4 5

6 7

8910

راس ١٠ با T درخت :١ . ۴ ش΄ل



فاصله تعادل با معکوس ١−میانه م΄انیابی مسائل ۵٨

محدود یال های طول با مسئله ۴ . ۴
هر برای یعنͬ هستند. محدود یال ها طول که ͬ گیریم م نظر در را حالتͬ بخش این در
این در است. ei یال طول پایین و بالا کران ترتیب به li, li که ٠ < li ≤ l̂i ≤ li, ei ∈ E

نشود. صفر است مم΄ن f٢ بهینه مقدار حالت
با مشابه Adj و P١, P٢, Lm نمادهای باشد. جهت بدون گراف ΁ی T = (V,E) کنید فرض
که حالتͬ برای ٢ . ٣ . ۴ لم و ٢ . ٢ . ۴ و ٢ . ١ . ۴ ملاحظات بنابراین ͬ شوند. م تعریف ٢ . ۴ بخش
برقرار نیز زیر ملاحظه پس li > ٠ کردیم فرض چون است. برقرار است، محدود یال های طول

است.

است. x مجاور یال آن که است یال ΁ی شامل تنها P٢ در مسیری هر .١ . ۴ . ۴ ملاحظه
شامل که باشد داشته وجود P٢ در مسیر ΁ی اگر محدود، یال های طول حالت در .١ . ۴ . ۴ لم
طوری به است موجود pi ∈ P١ مسیر ΁ی بهینه جواب در آنگاه باشد. P١ در مسیر ΁ی از بخشͬ

داریم. er ∈ pi \ Adj یال هر برای که
l̂r = lr

با است. P١ در مسیر ΁ی از بخشͬ شامل که دارد وجود P٢ در مسیری کنید فرض برهان.
هستند، P١ در که مسیرهایی روی فقط که را یال هایی طول بایستͬ ٢ . ٢ . ۴ ملاحظه از استفاده
کاهش را P١ در مسیر های همه در نیستند، x مجاور که یال هایی طول پس دهیم. کاهش

.T درخت در یال ها طول اصلاح هزینه و طول :١ . ۴ جدول
ei li c+i c−i

e١ = (v١, v٢) ٣ ١ ٢
e٢ = (v٢, x) ٣ ٣ ١
e٣ = (x, v٣) ۵ ٢ ٢
e۴ = (v٣, v۴) ٢ ١ ٣
e۵ = (v۴, v۵) ٨ ١ ۴
e۶ = (x, v۶) ١ ۵ ٣
e٧ = (v۶, v٧) ٢ ٣ ١
e٨ = (x, v٨) ٣ ۵ ٢
e٩ = (v٨, v٩) ۴ ٣ ۴
e١٠ = (v٩, v١٠) ٣ ۴ ۴



۵٩ محدود یال های طول با مسئله
نیستند، Adj در که P١ در مسیر ΁ی از یال ها همه طول که است زمانͬ تا کاهش این ͬ دهیم، م

ͬ رسند. م خودشان پایین کران به
داریم. نیاز زیر تعریف به ال·وریتم، توضیح از قبل

کران در p در یال ها همه ی طول اگر ͬ نامیم، م شده اشباع را P١ در p مسیر ΁ی .١ . ۴ . ۴ تعریف
دی·ر عبارت به باشند. خودشان پایین

∀et ∈ p , lt = lt

کران در q در یال ها همه ی طول اگر ͬ نامیم، م شده اشباع را P٢ در q مسیر ΁ی همچنین و
دی·ر عبارت به باشند. خودشان بالا

∀er ∈ q , lr = lr

بخش با مشابه باشد. P٢ در مسیری شامل که ندارد وجود P١ در مسیری کنید فرض ابتدا
کنید فرض ٣ . ۴

d١ < d٢ < · · · < dr

دو شدنͬ جواب ΁ی به رسیدن برای باشد. x و T رئوس بین فاصله از صعودی ترتیب ΁ی
شود. استفاده ͬ تواند م زیر حالت

کاهش را |P١| = n١ که pj ∈ P١, j = ١, . . . , n١ در مسیر هر روی یال هر طول کاهش. . ١
x از مسیر ͬ ترین طولان P١ در مسیرها همه اینکه تضمین برای حالت این در دهیم.
اشباع مسیر ΁ی اگر ͬ دهیم. م کاهش را آنها همه ی طول همزمان طور به بمانند، باقͬ
دهیم کاهش را مسیر ͬ ترین طولان طول ͬ توانیم نم پس باشد داشته وجود P١ در شده
صورت، این غیر در ͬ گذاریم. م کنار را ( P١ در مسیرها طول (کاهش حالت این بنابراین
ͬ کنیم م انتخاب را کاهش هزینه کمترین با یالͬ ، pj ∈ P١, j = ١, . . . , n١ مسیر هر در
Lm از آن طول باشد، Adj در یال این اگر که کنید توجه ͬ دهیم. م کاهش را آن طول و

دهید قرار j = ١, . . . , n١ برای بنابراین باشد. کمتر ͬ تواند نم
hj = Argmin{c−h | eh ∈ pj , lh > lh}

و

RLj =


min{lhj

− Lm, lhj
− lhj

} if ehj ∈ Adj

lhj
− lhj

if ehj /∈ Adj

(١ . ۴)

که ͬ دهیم م کاهش K١ مقدار به را ehj
هر طول بنابراین

K١ = min{dr − dr−١, RL١, . . . , RLn١},
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دارد. نیاز زیر هزینه به کاهش این است. شدنͬ بهبود مقدار

CP١ =
∑
pj∈P١

c−hj
K١. (٢ . ۴)

حالت این در ͬ دهیم. م افزایش را P٢ درون مسیرهای در یال ها همه طول افزایش. . ٢
یال شامل فقط pi که کنید توجه است. برابر d١ با pi ∈ P٢ مسیر روی et یال هر طول

اندازه به بودن شدنͬ بنابراین است. et
K٢ = min{d٢ − d١, l١ − l١, . . . , ln٢ − ln٢}, (٣ . ۴)

ͬ یابد. م بهبود ،|P٢| = n٢ که
ͬ شود. م محاسبه زیر فرمول طریق از یال طول افزایش این هزینه

CP٢ =
∑

pi∈P٢, et∈pi
c+t K٢. (۴ . ۴)

انتخاب را ͬ شود م شامل را هزینه کمترین و شدنͬ بهبود بیشترین که حالتͬ باید تکرار هر در
با متناظر حالتͬ ٣ . ۴ بخش با مشابه روشͬ در کرد.

min{
∑
pj∈P١

c−hj
,

∑
pi∈P٢, et∈pi

c+t }.

ͬ شود. م انتخاب
اگر باشد، P٢ در مسیری شامل که ندارد وجود P١ در مسیری که حالتͬ یعنͬ حالت این در

ͬ یابد. م پایان ال·وریتم باشد، برقرار زیر شرایط
اشباع مسیر ΁ی دی·ر عبارت به برسد. خودش بالای کران به P٢ در x مجاور یال ΁ی .(A)

دارد. وجود P٢ در شده

و برسند خودشان پایین کران به pr از x مجاور غیر یال های همه که pr ∈ P١ مسیر ΁ی .(B)

کنید فرض دی·ر عبارت به برسد. Lm یا خودشان پایین کران به pr ∩Adj در یال طول
هر برای پس باشد، x مجاور یال ea ∈ pr

et ∈ pr, et ̸= ea, l̂t = lt

و
la = max{la, Lm}



۶١ محدود یال های طول با مسئله
در بنابراین باشد. P٢ در مسیری شامل P١ در مسیری که ب·یرید نظر در را حالتͬ اکنون
برقرار (B) شرایط اگر ͬ شود. م گرفته نظر در یال طول کاهش فقط بعد تکرار های و فعلͬ تکرار

ͬ یابد. م پایان ال·وریتم باشد
ͬ دهد. م سوق زیر ال·و به را ما ایده این

ISFBDB ال·وریتم
ورودی:

یال ها طول کاهش و افزایش هزینه همچنین و محدود یال های طول با T = (V,E) درخت
است. شده گرفته نظر در سرویس دهنده م΄ان عنوان به x راس و است شده داده

خروجͬ
l̂i یال ها جدید طول 

اولیه دهͬ مقدار
P١ ترتیب به را T درخت دی·ر رئوس و x بین مسیر کوتاه ترین و ͬ ترین طولان از مجموعه هایی

بنامید. P٢ و
به x با را آن ها فاصله ͬ کنیم، م پیدا دارند، x با را فاصله بیشترین که راسͬ دومین و اولین

بنامید. dmax٢ و dmax١ با ترتیب
ترتیب به x با را آن ها فاصله ͬ کنیم، م پیدا دارند، x با را فاصله کمترین که راسͬ دومین و اولین

بنامید. dmin٢ و dmin١ با

کنید فرض
Adj = {ei ∈ E | است x مجاور ei}.

. n٢ := |Pو|٢ n١ := |P١| , Lm := dmin١ , f٢ := dmax١ − dmin١ , f١ := ٠ دهید قرار

تکراری گام
پس باشد، داشته وجود P٢ در شده اشباع مسیر ΁ی و P١ در شده اشباع مسیر ΁ی اگر . ١

است. بهینه فعلͬ یال های طول و ͬ یابد م پایان ال·وریتم
کنید توقف باشد. برقرار (B) شرط و باشد داشته وجود P٢ در شده اشباع مسیر ΁ی اگر . ٢

است. بهینه فعلͬ یال های طول و
پس باشد، داشته وجود P١ در شده اشباع مسیر ΁ی اگر . ٣

دهید قرار (a)

CP٢ :=
∑

pi∈P٢, et∈pi
c+t
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کنید. محاسبه را K٢ مقدار (٣ . ۴) از استفاده با (b)

.lt := lt +K٢ دهید قرار ،pi ∈ P٢ مسیر هر روی et یال هر برای (c)

f١ := f١ + CP٢K٢ (d)

f٢ := f٢ −K٢ (e)

dmin١ = dmin١ +K٢ (f)

صورت این غیر در

آنگاه باشد. P٢ در مسیری شامل که باشد داشته وجود P١ در مسیری اگر (a)

یال ها فعلͬ طول و ͬ شود م متوقف ال·وریتم پس باشد، برقرار (B) شرط اگر (i)

است. بهینه
دهید قرار ،pj ∈ P١, j = ١, . . . , n١ هر برای (ii)

hj := Argmin{c−h | eh ∈ pj , lh > lh},

CP١ :=
∑
pj∈P١

c−hj

برای که K١ := min{dr − dr−١, RL١, . . . , RLn١} و Lm := dminدهید١ قرار (iii)

است. شده تعریف (١ . ۴) رابطه در RLj , j = ١, . . . , n١

lhj := lhj −K١. دهید قرار ،j = ١, . . . , n١ برای (iv)

.f١ := f١ + CP١K١ (v)

.f٢ := f٢ −K٢ (vi)

.dmax١ = dmax١ −K١ (vii)

صورت این غیر در

دهید قرار ، pj ∈ P١, j = ١, . . . , n١ هر برای (i)

hj := Argmin{c−h |eh ∈ pj , lh > lh}

.CP٢ :=
∑

pi∈P٢, et∈pi c
+
t و CP١ :=

∑
pj∈P١ c

−
hj

(ii)



۶٣ محدود یال های طول با مسئله
پس CP١ < CP٢ اگر (iii)

برای که ،K١ := min{dr − dr−١, RL١, . . . , RLn١} دهید قرار (A)

است. شده تعریف (١ . ۴) رابطه در RLj , j = ١, . . . , n١

lhj := lhj −K١ دهید. قرار ،j = ١, . . . , n١ برای (B)

.f١ := f١ + CP١K١ (C)

.f٢ := f٢ −K٢ (D)

.dmax١ = dmax١ −K١ (E)

صورت این غیر در

کنید. محاسبه را K٢ مقدار (٣ . ۴) از استفاده با (A)

.lt := lt +K٢ دهید قرار ،pi ∈ P٢ مسیر هر روی et یال هر برای (B)

f١ := f١ + CP٢K٢ (C)

f٢ := f٢ −K٢ (E)

dmin١ = dmin١ +K٢ (F )

است. آمده دست به بهینه جواب کنید. توقف f٢ = ٠ اگر (b)

صورت این غیر در

بین مسیر کوتاه ترین و ͬ ترین طولان از مجموعه هایی ترتیب به که P٢ و P١ (i)

کنید. پیدا را است T درخت در رئوس و x

کمترین و بیشترین که هستند رئوسͬ دومین ترتیب به که dmin٢ و dmax٢ (ii)

کنید. پیدا را دارند، x با را فاصله
بروید. ١ مرحله به (iii)

است. یافته پایان ال·وریتم
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مسیر ها کوتاه ترین و ͬ ترین طولان کنید توجه ، ISFBDB ال·وریتم پیچیدگͬ محاسبه برای
O(n) زمان حداکثر ال·وریتم گام هر و ([١٢]،[۴٢] ) شود محاسبه ͬ تواند م O(n) زمان در
پایین کران به یال طول ΁ی یا ͬ یابد م کاهش dr−١ به dr از f٢ تکرار هر در دارد. نیاز
تکرار O(n) زمان حداکثر در ال·وریتم تکراری گام بنابراین ͬ رسد. م خودش بالای یا

است. O(n٢) ال·وریتم زمانͬ پیچیدگͬ نتیجه در ͬ شود، م

حالت در فاصله روی تعادل معکوس سرویس دهنده تک م΄انیابی مسئله .١ . ۴ . ۴ قضیه
ͬ شود.  م حل O(n٢) زمان در درخت روی محدود یال های طول

طول پایین و بالا کران های ب·یرید. نظر در ٣ . ١ . ۴ مثال در را T درخت .١ . ۴ . ۴ مثال
است. شده آورده ٢ . ۴ جدول در یال ها

بنابراین است. ١ و ١۵ ترتیب به x به راس نزدی΄ترین و دورترین فاصله
p١ = {e٣, e۴, e۵} که P٢ = {p٢} و dmax١ = ١۵ , dmin١ = ١, f٢ = ١۴ , P١ = {p١}
مسیر شامل p١ مسیر و ندارد وجود شده ای اشباع مسیری اول تکرار در .p٢ = {e۶} و
یال ،p١ در یال ها بین از ͬ کنیم. م محاسبه CP٢ و CP١ تکرار، این در بنابراین نیست. p٢
RL١ = min{l٣−dmin١ , l٣−l٣} = ۴ و h١ = ٣ بنابراین دارد را اصلاح هزینه کمترین e٣

پس CP١ = ٢ < CP٢ = ۵ چون .CP٢ = c+۶ و CP١ = c−٣ است.
K١ = min{١۵ − ١٠,۴} = ۴ , l٣ = ١ , f١ = ٨ , f٢ = ١٠

T درخت در یال ها طول کران :٢ . ۴ جدول
ei li li li

e١ = (v١, v٢) ٣ ١ ۴
e٢ = (v٢, x) ٣ ٢ ۶
e٣ = (x, v٣) ۵ ١ ٧
e۴ = (v٣, v۴) ٢ ١ ۵
e۵ = (v۴, v۵) ٨ ۴ ١٠
e۶ = (x, v۶) ١ ١ ۴
e٧ = (v۶, v٧) ٢ ١ ۵
e٨ = (x, v٨) ٣ ١ ٧
e٩ = (v٨, v٩) ۴ ٢ ٨
e١٠ = (v٩, v١٠) ٣ ١ ۶



۶۵ محدود یال های طول با مسئله
مثال۴ . ۴ . ١ برای تکرار نتایج :٣ . ۴ جدول

iteration P١ P٢ CP١ CP٢ f١ f٢
١ {p١} {p٢} c−٣ = ٢ c+۶ = ۵ ٨ ١٠
٢ {p١} {p٢, p٣} c−۴ = ٣ − ١١ ٩
٣ {p١, p۴} {p٢, p٣} c−۵ + c−٨ = ۶ − ٢٣ ٧
۴ {p١, p۴} {p٢, p٣} c−۵ + c−٩ = ٨ − ٣٩ ۵

١ . ۴ . ۴ مثال برای یال ها بهینه طول :۴ . ۴ جدول
ei optimal li li li

e١ = (v١, v٢) ٣ ١ ۴
e٢ = (v٢, x) ٣ ٢ ۶
e٣ = (x, v٣) ١ ١ ٧
e۴ = (v٣, v۴) ١ ١ ۵
e۵ = (v۴, v۵) ۴ ۴ ١٠
e۶ = (x, v۶) ١ ١ ۴
e٧ = (v۶, v٧) ٢ ١ ۵
e٨ = (x, v٨) ١ ١ ٧
e٩ = (v٨, v٩) ٢ ٢ ٨
e١٠ = (v٩, v١٠) ٣ ١ ۶

شده اشباع مسیر ΁ی مسیر این ͬ شود. م اضافه P٢ به p٣ = {e٣} مسیر دوم تکرار در
شامل p١ چون طرفͬ از ͬ یابد. نم پایان ال·وریتم نیست، برقرار B شرط چون اما است،
یابد. کاهش باید l۴ پس h١ = ۴ چون ͬ آوریم. م دست به را CP١ مقدار فقط پس است p٣
l۴ = ١ , f١ = ١١ , f٢ = ٩ پس . K١ = min{١−١٠,٢−١١} = ١ و CP١ = c−۴ = ٣ بنابراین

است.
اشباع مسیر ΁ی p٣ مسیر ͬ شود. م اضافه P١ به p۴ = {e٨, e٩, e١٠} مسیر سوم تکرار در
CP١ مقدار فقط دوباره پس است p٣ شامل p١ و نیست برقرار B شرط و است شده
بنابراین یابد. کاهش باید l۵, l٨ پس h١ = ۵ , h۴ = ٨ چون ͬ کنیم. م محاسبه را
RL١ = ۴ , RL۴ = ٢ , CP١ = c−۵ + c−٨ = ۶ , K١ = min{١٠ − ٧,۴,٢} = ٢ , l۵ = ۶

ͬ آید. م دست به f٢ = و٧ , l٨ = ١ , f١ = ٢٣



فاصله تعادل با معکوس ١−میانه م΄انیابی مسائل ۶۶
بنابراین آورد. خواهیم بدست f٢ = ۵ و l۵ = ۴ , l٩ = ٢ , f١ = ٣٩ چهارم تکرار در
در تکرار ها نتایج است. بهینه فعلͬ جواب و شده اشباع مسیر ΁ی p١ = {e٣, e۴, e۵}

است. شده آورده ٣ . ۴ جدول
است. شده آورده ۴ . ۴ جدول در بهینه جواب در یال ها طول
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Aabstract

In this thesis, we combine inverse location and balanced location problem. in a

model the inverse and reverse balanced facility location problems with considering

the variable edge lengths. The aim of the inverse problem is modifying the length

of edges with minimum cost, such that the difference between the maximum and

minimum weights of clients, allocated to the given facilities is minimized. On the

other hand, the reverse case of the balanced facility location problem considers the

modifying the lengths of edges with a given budget constraint, such that the dif-

ference between the maximum and minimum weights of vertices, allocated to the

given facilities is reduced as much as possible. Two algorithms with time complex-

ity O(nlogn) are presented for the inverse and reverse balanced 2-facility location

problems.

in addition, we introduce a case of inverse single facility location problem on a tree

and we want to modify in the length of edges with minimum cost, such that the

difference of distances between the farthest and nearest clients to a given facility is

minimized. Two cases are considered: bounded and unbounded nonnegative edge

lengths. In the unbounded case, we show the problem can be reduced to solve the

problem on a star graph. Then an O(nlogn) algorithm is developed to find the opti-

mal solution. For the bounded edge lengths case an algorithm with time complexity

O(n2) is presented.

Keywords: Facility location problem, Inverse Facility location, Balanced location,

Median problem.
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