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سپاس گزاری...

از احترام با است شایسته است، رسیده سرانجام به رساله این خداوند فضل به که اینک
حامͬ و راهنما همواره که فتحعلͬ دکتر آقای جناب ارجمندم، استاد بی دریغ زحمات
جناب راهنمایی های از که ͬ دانم م لازم خود بر هم چنین . نمایم تش΄ر بوده اند، بنده
جناب گرامͬ اساتید زحمات قدردان هم چنین، نمایم. سپاس·زاری نزاکتͬ دکتر آقای
و شاهرود صنعتͬ دانش·اه از اس΄ندری نوری دکتر آقای جناب و غزنوی دکتر آقای
داوری و مطالعه زحمت که هستم سمنان دانش·اه از کفاکͬ بابایی دکتر آقای جناب
عزیزم مادر و پدر ویژه به مهربانم خانواده سپاس گزار گرفته اند. عهده به را رساله این
سرکار از همچنین آن هاست. از دارم چه هر و هستند من مشوق و یار همواره که هستم
بنده پشتیبان و حامͬ همواره رساله این انجام مدت طول در که فرد طاهری سارا خانم

دارم. را تش΄ر کمال بوده اند

کورنده سلیمانͬ آریا
١۴٠٠ شهریور

د



نامه تعهد
دانش·اه ریاضͬ علوم کاربردی ریاضͬ رشته دکتری دانشجوی کورنده سلیمانͬ آریا اینجانب
تحت ، توافقͬ م΄ان یابی مسایل حل برای روش هایی عنوان با پایان نامه نویسنده شاهرود،

ͬ شوم: م متعهد فتحعلͬ جعفر راهنمایی
برخوردار اصالت و صحت از و است شده انجام اینجانب توسط پایان نامه این در تحقیقات •

است.
شده استناد استفاده مورد ͽمرج به پژوهش گران، دی·ر پژوهش های نتایج از استفاده در •

است.
مدرک نوع هیچ دریافت برای دی·ری فرد یا خود، توسط کنون تا پایان نامه، این مطالب •

است. نشده ارایه هیچ جا در امتیازی یا
نام با مستخرج مقالات و دارد، تعلق شاهرود صنعتͬ دانش·اه به اثر، این معنوی حقوق •
خواهد چاپ به “ Shahrood University of Technology “ یا “ شاهرود صنعتͬ دانش·اه “

رسید.
بوده اند، تاثیرگذار پایان نامه اصلͬ نتایج آوردن به دست در که افرادی تمام معنوی حقوق •

ͬ گردد. م رعایت پایان نامه از مستخرج مقالات در
آنها) بافت های (یا زنده موجود از که مواردی در پایان نامه، این انجام مراحل تمام در •

است. شده رعایت اخلاقͬ اصول و ضوابط است، شده استفاده
افراد شخصͬ اطلاعات حوزه به که مواردی در پایان نامه، این انجام مراحل تمام در •
شده رعایت انسانͬ اخلاق اصول و رازداری اصل است)، شده استفاده (یا یافته دسترسͬ

است.
کورنده سلیمانͬ آریا
١۴٠٠ شهریور

نشر حق و نتایج مال΄یت
برنامه های کتاب، مستخرج، ( مقالات آن محصولات و اثر این معنوی حقوق تمام •
شاهرود صنعتͬ دانش·اه به متعلق شده) ساخته تجهیزات و نرم افزارها رایانه ای،

شود. ذکر مربوطه علمͬ تولیدات در مقتضͬ، نحو به باید مطلب این ͬ باشد. م
ͬ باشد. نم مجاز منبع ذکر بدون پایان نامه این در موجود نتایج و اطلاعات از استفاده •

ه



چ΄یده
مسایل در است. عملیات در تحقیق و بهینه سازی در مهم مباحث از ی΄ͬ م΄ان یابی نظریه
معیارهایی که است به گونه ای سرویس دهنده چند یا ΁ی م΄ان کردن پیدا هدف م΄ان یابی،
هزینه و سرویس دهͬ کل زمان مشتریان، توسط ͬ شده ط مسافت حمل ونقل، هزینه مانند
در که ͬ  پردازیم م توافقͬ م΄ان یابی مسایل حل به رساله، این در شود. بهینه آن از ناشͬ
م΄ان که است این ایده  آل حالت و است شده داده صفحه در مشتری تعدادی م΄ان آن،
باشد، Ri برابر ام ‐i مشتری تا سرویس دهنده فاصله که کنیم تعیین چنان را سرویس دهنده
حاصل خطای مجموع کردن کمینه دنبال به نیست، موجود همواره جوابی چنین چون اما
(خطا) زیان تابع مدل دو منظور، بدین هستیم. ایده آل نقطه تا سرویس دهنده فاصله از
استفاده زیان توابع تعریف در ℓp نرم فاصله تابع از و ͬ گیریم م نظر در نامتقارن و متقارن
گاوس‐ شبه وایزفیلد، ال·وریتم  های از متقارن زیان تابع کمینه سازی منظور به ͬ کنیم. م
حل از حاصل عددی نتایج و ͬ  کنیم م استفاده استعماری رقابت فراابتکاری ال·وریتم و نیوتن
لاینکس زیان تابع خصوصیات ادامه در سپس ͬ کنیم. م مقایسه هم با را ارائه شده ال·وریتم  های
روش های ΁کم به کنیم. مͬ بررسͬ را زیان تابع این با توافقͬ م΄ان یابی مساله و کرده بیان را
این کمینه سازی به وایزفیلد شبه و استعماری رقابت ال·وریتم های ،BFGS جدید اصلاح شده
با را نتایج این و داده ارائه را ال·وریتم ها این پیاده سازی از حاصل نتایج و ͬ پردازیم م زیان تابع
بزرگ مقیاس مسایل حل پی در رساله این نهایی قسمت در هم چنین ͬ کنیم. م مقایسه ی΄دی·ر
کاهش با تصادفͬ بهینه سازی روش های هستیم. تصادفͬ بهینه سازی روش های از استفاده با
در و ͬ دهند م نشان خود از مطلوبی بسیار عمل΄رد بزرگ مقیاس مسایل در محاسبات هزینه
این محبوبیت موجب موضوع همین که ͬ یابند م دست کمتر هدف تابع مقدار به کمتری زمان
تصادفͬ روش های به کارگیری با نیز ما است. شده بهینه سازی حوزه محققان میان در روش ها
به مطلوبی بسیار نتایج و پرداخته ایم متقارن زیان تابع تحت توافقͬ م΄ان یابی مساله حل به
مختلفͬ جداول و نمودارها از استفاده با رساله پایانͬ قسمت در را نتایج این که آورده ایم دست

داده ایم. شرح و ارائه

روش استعماری، رقابت فراابتکاری ال·وریتم زیان، تابع توافقͬ، م΄ان یابی کلیدی: کلمات
تصادفͬ. بهینه سازی روش های ،BFGS روش های وایزفیلد، شبه

ز



پایان نامه از مستخرج مقالات لیست

مساله برای وایزفیلد شبه روش های ،(١٣٩۴) فتحعلͬ، جعفر کورنده، سلیمانͬ آریا .١
دانش·اه تصمیم گیری، و بهینه سازی ملͬ کنفرانس اولین ،ℓp نرم تحت توافقͬ م΄ان یابی

مازندران.
توافقͬ تک وسیله ای م΄ان یابی مساله حل ،(١٣٩٧) فتحعلͬ، جعفر کورنده، سلیمانͬ آریا .٢
دانش·اه سازی، بهینه و کنترل ملͬ سمینار دومین لاینکس، نامتقارن زیان تابع تحت

شاهرود. صنعتͬ
م΄ان یابی مسایل ،(١٣٩٧) نظری، مرتضͬ فتحعلͬ، جعفر کورنده، سلیمانͬ آریا .٣
،٣ دوره تصمیم گیري، در نوین پژوهش هاي ،ℓp نرم تحت آرمانͬ تک وسیله  ای

.۴ شماره
4. Soleimani A., Fathali J., Nezakati A., Nazari M. (2019). “Single Facility Goal

Location Problems with Symmetric and Asymmetric Penalty Functions”, Control

and Optimization in Applied Mathematics (COAM), 4, pp 1–14.

5. Soleimani A., Taherifard S., Fathali J., (2021). “Solving single facility goal We-

ber location problem using stochastic optimization methods”, Iranian Journal of

Operations Research, submitted.
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ال·وریتم های از استفاده با توافقͬ م΄ان یابی مساله هدف تابع مقادیر مقایسه ٣ . ۵
٧٣ . . . . عضو ١٠٠ با مثال برای تکرارها برحسب SLBFGS و SVRG ،SGD

استفاده با توافقͬ م΄ان یابی مساله گرادیان برآوردگر واریانس مقادیر مقایسه ۴ . ۵
٧٣ عضو ١٠٠ با مثال برای تکرارها برحسب SLBFGS و SVRG ال·وریتم های از

ال·وریتم های از استفاده با توافقͬ م΄ان یابی مساله هدف تابع مقادیر مقایسه ۵ . ۵
٧۴ . . . . عضو ١٠٠٠ با مثال برای تکرارها برحسب SLBFGS و SVRG ،SGD

س



تصاویر فهرست ع
استفاده با توافقͬ م΄ان یابی مساله گرادیان برآوردگر واریانس مقادیر مقایسه ۶ . ۵

٧۵ عضو ١٠٠٠ با مثال برای تکرارها برحسب SLBFGS و SVRG ال·وریتم های از
ال·وریتم های از استفاده با توافقͬ م΄ان یابی مساله هدف تابع مقادیر مقایسه ٧ . ۵

٧٧ m = ١٠ و عضو ٣٠ با مثال برای تکرارها برحسب SLBFGS و SVRG ،SGD

استفاده با توافقͬ م΄ان یابی مساله گرادیان برآوردگر واریانس مقادیر مقایسه ٨ . ۵
عضو ٣٠ با مثال برای تکرارها برحسب SLBFGS و SVRG ال·وریتم های از

٧٧ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m = ١٠ و
ال·وریتم های از استفاده با توافقͬ م΄ان یابی مساله هدف تابع مقادیر مقایسه ٩ . ۵

٧٨ m = ١٠ و عضو ١٠٠ با مثال برای تکرارها برحسب SLBFGS و SVRG ،SGD

استفاده با توافقͬ م΄ان یابی مساله گرادیان برآوردگر واریانس مقادیر مقایسه ١٠ . ۵
عضو ١٠٠ با مثال برای تکرارها برحسب SLBFGS و SVRG ال·وریتم های از

٧٨ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m = ١٠ و
ال·وریتم های از استفاده با توافقͬ م΄ان یابی مساله هدف تابع مقادیر مقایسه ١١ . ۵

٧٩ m = ٣٢ و عضو ١٠٠٠ با مثال برای تکرارها برحسب SLBFGS و SVRG ،SGD

استفاده با توافقͬ م΄ان یابی مساله گرادیان برآوردگر واریانس مقادیر مقایسه ١٢ . ۵
عضو ١٠٠٠ با مثال برای تکرارها برحسب SLBFGS و SVRG ال·وریتم های از

٧٩ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . m = ٣٢ و



جداول فهرست
۴٢ . . . . . . . . . . . . . . . . . (ICA) ال·وریتم تنظیم شده مولفه   های ٣ . ١
۴٣ . . . wi = Ri = ١ و p = ٢ حالت برای Ai = (ai, bi) تقاضا نقاط مختصات ٣ . ٢
۴۴ . . . . . . . . . . . . p = ٢ حالت برای نقطه ۴ با مساله ΁ی داده های  ٣ . ٣
۴۴ . . . . . . . . . . . . . . Ri = ١ برای نقطه ٣٠ با مساله ΁ی های داده  ۴ . ٣
۴۴ . . . . . . . . . . p = ٢ برای ٣ . ٣ جدول داده  های از به دست آمده نتایج ۵ . ٣
۴۵ . . . p مختلف مقادیر به نسبت ۴ . ٣ جدول داده  های از به دست آمده نتایج ۶ . ٣
۴۶ . . p و n مختلف مقدار به نسبت ICA و GN ال·وریتم های از حاصله نتایج ٣ . ٧
۵٢ . . . . . . . . آن ها نویسندگان و BFGS روش شده اصلاح نسخه های ١ . ۴
۵٣ . . . . . . . . . . . . . موجود نقاط توافقͬ شعاع و وزن ها مختصات، ٢ . ۴
۵٣ . . . . . . . . . . . . . . . . . . . . . . . . . . روش ها اجرای زمان ٣ . ۴
۵٣ . . . . دوم توافقͬ شعاع و p مختلف مقادیر برای BFGS از حاصله نتایج ۴ . ۴
۵۴ . . . . . . p مختلف مقادیر برای بزرگ مقیاس مثال های از حاصله نتایج ۵ . ۴

مختلف مقادیر برای بزرگ مقیاس در مثال های برای تکرار چند اجرای زمان ۶ . ۴
۵۴ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . p

۵٩ . . . . . . . . . . . . . . . تصادفͬ بهینه سازی روش های از خلاصه ای ١ . ۵
و SVRG ،SGD ال·وریتم های اجرای سرعت و بهینه جواب بهینه، مقادیر ٢ . ۵

٧۵ . . . . . . . . . . . . . . . . . . . . p مختلف مقادیر برای SLBFGS
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پیش·فتار
است، بوده دنیا محققان و پژوهش·ران چالش و توجه مورد همواره که مهمͬ مسایل از ی΄ͬ
تسهیلات استقرار براي مناسب موقعیت انتخاب به م΄ان یابی مساله دارد. نام م΄ان یابی مساله
مربوط نیازهاي نمود. ایجاد مطلوبی هماهنگͬ خاصͬ نیازهاي با بتوان که به گونه ای ͬ پردازد م
نامیده م΄ان یابی موردنظر، معیارهاي به توجه با تسهیلات محل موقعیت انتخاب و استقرار به

ͬ  شود. م
در مستمر حضور قبیل از مهمͬ مؤلفه های به توجه با م΄ان یابی نظریه به مربوط مسایل
تأثیرات سرمايه، از عظيمͯ منابع به کارگیری و ΁استراتژي ماهيت انسانͬ، برنامه  ر یزی و زندگͬ
خود به را ويژه  اي توجه گذشته دهه چندين در محاسباتͬ، پیچیدگͬ و بلندمدت اقتصادي

داده  اند. اختصاص
گستره که است تحقیقاتͬ زمینه های کاربردی ترین از تأسیسات و تسهیلات م΄ان یابی
در تحقیق به ͬ توان م شاخه ها این ازجمله ͬ گیرد. م بر در را علوم شاخه های از بسیاری آن
توجه کرد. اشاره مرتبط شاخه های دی·ر و جغرافیا صنایع، مهندسͬ مدیریت، علوم عملیات،
به طوری که ͬ  شود؛ م صنعتͬ واحدهای موفقیت و هزینه  ها کاهش سبب م΄ان یابی، مسایل به
از غیره، و خدماتͬ مرکز کارخانه، خرده فروشͬ، بنگاه ΁ی از اعم فعالیت، ΁ی م΄ان یابی
ͬ  تواند م مساله این که آنجا تا است اقتصادي فعالیت ΁ی روي پیش پرسش  های مهم ترین

باشد. داشته آن ش΄ست یا موفقیت در بسزایی تأثیرات
کاربردی واقعͬ دنیای و محیطͬ مسایل به علاقه  مندی و توجه اخیر، دهه  های طول در
ایجاد فنّاوری و صنعتͬ پیشرفت  های نتیجه در عمدتاً مسایل این است. کرده پیدا افزایش

ͬ  آورند. م دنبال به را زیست محیطͬ مش΄لات و محیط در منفͬ تأثیرات غالباً و شده  اند
مشتریان، تقاضای و خدمات تأمین عین در که سرویس دهنده ΁ی استقرار مانند مسایلͬ
هسته  ای تشعشعات شلوغͬ، بد، بوی سمͬ، گازهای گردوخاک، سروصدا، مثل نامطلوبی اثرات
احداث مورد در تصمیم  گیری هستند. دسته این از ͬ  کند، م تحمیل مشتریان بر را غیره و
آن  ها تعداد و بوده دشواری و پیچیده کار زندگͬ، و واقعͬ دنیای در سرویس  دهندگانͬ چنین
هم و مثبت تأثیرات دارای هم که سرویس  دهندگانͬ چنین م΄ان یابی است. قابل توجه نیز

است. شده نام گذاری توافقͬ م΄ان یابی هستند، مشتریان روی بر منفͬ تأثیرات
استفاده با که واقعͬ دنیای در مسایل از بسیاری وجود و موضوع اهمیت به توجه با بنابراین

ق



پیش·فتار ر
مسایل بررسͬ به رساله این در ͬ  شوند، م مدل ریاضͬ به صورت توافقͬ م΄ان یابی مفهوم از

ͬ  شود. م پرداخته توافقͬ تک وسیله  ای م΄ان یابی
و قضایا و ͬ پردازیم م بهینه سازی علم لازم تعاریف و مفاهیم توضیح به اول فصل در
علم اولیه مفاهیم از مقدمه ای دوم فصل در ͬ کنیم. م عنوان را استفاده مورد روش های
در ͬ کنیم. م معرفͬ را م΄ان یابی نظریه در تحقیقاتͬ عمده زمینه های و کرده بیان را م΄ان یابی
و خطا مربعات متقارن زیان تابع تحت توافقͬ تک وسیله ای م΄ان یابی مساله حل به سوم فصل
کرده کمینه را مربوطه زیان تابع بهینه سازی، روش چندین از استفاده با و ͬ پردازیم م قدرمطلق
حل به چهارم فصل ͬ دهیم. م ارائه متعدد جداول و نمودارها تحت را مرتبط عددی نتایج و
و ͬ پردازد م ℓp نرم فاصله تابع ΁کم به لاینکس نامتقارن زیان تابع تحت توافقͬ م΄ان یابی مساله
رقابت فراابتکاری ال·وریتم و وایزفیلد شبه ،BFGS اصلاح شده جدید ال·وریتم های از استفاده با
است شده حاصل مطلوبی عددی نتایج نیز فصل این در ͬ کند. م حل را مذکور مساله استعماری
برای تصادفͬ روی΄ردی دارای آخر فصل به علاوه، ͬ دهیم. م ارائه پایانͬ بخش در را نتایج این که
بهینه سازی روش های از استفاده با که است بزرگ مقیاس در توافقͬ م΄ان یابی مسایل حل
هزینه کاهش با تصادفͬ بهینه سازی روش های ͬ آید. م به دست مطلوبی بسیار نتایج تصادفͬ
به طوری که ͬ شوند، م ال·وریتم ها اجرای سرعت افزایش موجب بزرگ مقیاس مسایل محاسباتͬ
موضوع همین که ͬ یابد م دست کمتر زیان تابع مقدار به کمتری زمان در تصادفͬ ال·وریتم ΁ی
معرفͬ به رساله این در است. کرده جلب خود به اخیر سال های در را محققان از بسیاری توجه
حافظه روش تصادفͬ نسخه از استفاده با سپس ͬ پردازیم م تصادفͬ بهینه سازی ΁تکنی چندین
ارائه را حاصله عددی نتایج ͬ کنیم. م کمینه را نظر مورد مساله زیان تابع ،BFGS محدود
در و کرده مقایسه دی·ر تصادفͬ بهینه سازی ال·وریتم چند نتایج با را نتایج این و ͬ دهیم م

ͬ دهیم. م ارائه گوناگون جداول و نمودارها قالب



١ فصل
مفاهیم بهینه سازی بر مقدمه ای

از مطالب این که ͬ کنیم م بیان را ΁کلاسی بهینه سازی روش های و مفاهیم فصل، این در
شده اند. برگرفته [١٠۵] ͽمرج

مقدماتͬ مفاهیم ١ . ١
در گاه هر نامند، نرم را f(x) = ∥x∥ ضابطه با f : C → [٠,+∞] حقیقͬ تابع .١ . ١ . ١ تعریف

کند: صدق زیر شرایط
∥x∥ = ٠ ⇔ x = ٠, ∥x∥ ≥ ٠ •

α ∈ R که ∥αx∥ = |α|∥x∥ •
∥x+ y∥ ≤ ∥x∥+ ∥y∥ •

زیر صورت به x ∈ Rn برای که است، ℓp برداری نرم نرم ها، متداول ترین ،C = Rn برای
ͬ شود: م تعریف

∥x∥p =

 n∑
i=١
|xi|p

 ١
p

, p ∈ R+



مفاهیم بهینه سازی بر مقدمه ای ٢
زیر صورت به که هستند ℓ∞ و ℓ٢ ،ℓ١ نرم های x ∈ Rn برای ،ℓp برداری نرم های رایج ترین

ͬ شوند: م داده نمایش
∥x∥١ =

n∑
i=١
|xi|, ∥x∥٢ =

√
xTx, ∥x∥∞ = max

i∈{١,...,n} |xi|

ͬ نامند. م اقلیدس١ͬ نرم را ℓ٢ نرم
g : Rn → R تابع يك هرگاه گويند، مشتق پذير x نقطه در را f : Rn → R تابع .١ . ١ . ٢ تعریف

باشيم: داشته ،٠ ̸= d ∈ Rn هر براي كه طوري به باشد موجود
lim
τ→٠

f (x+ τd)− f (x)

τ
= gT (x) d .

حد اگر ،d = ej ي΄ه بردار براي
lim
τ→٠

f (x+ τ ej)− f (x)

τ

نشان ∂ f(x)
∂ xj

نماد با و گويند x در xj به نسبت f اي پاره مشتق را آن آن گاه باشد، داشته وجود
ͯ دهند. م

و است موجود f تابع گراديان آن گاه باشد، موجود j هر ازاي به x در f پارهاي مشتق اگر
ͯ شود: م داده نمايش زير صورت به

∇f (x) =

(
∂f (x)

∂x١
, ...,

∂ f (x)

∂xj
, ...,

∂ f (x)

∂xn

)T

.

باشد موجود ∇f(x) ،x ∈ D هر براي هرگاه گويند مشتق پذير D مانند ناحيه يك در را f تابع
x از پيوسته تابعͯ ∇f(x) اگر گويند، مشتق پذير پيوسته به طور يا پيوسته مشتق پذير را آن و

باشد.
ͯ شود: م تعريف زير صورت به وجود، صورت در ،f : Rn → R تابع هسͯ ماتريس .١ . ١ . ٣ تعریف

∇٢f (x) =



∂٢ f(x)
∂ x١∂ x١

∂٢ f(x)
∂ x١∂ x٢ · · · ∂٢ f(x)

∂ x١∂ xn

∂٢ f(x)
∂ x٢∂ x١

∂٢ f(x)
∂ x٢∂ x٢ · · · ∂٢ f(x)

∂ x٢∂ xn... ... ... ...
∂٢ f(x)
∂ xn∂ x١

∂٢ f(x)
∂ xn∂ x٢ · · · ∂٢ f(x)

∂ xn∂ xn

 .

را آن و باشد موجود x ∈ D همه براي ∇٢f (x) اگر گويند، D روي مشتق  پذير بار دو را f تابع
باشد. D روي پيوسته تابعͯ ∇٢f (x) هرگاه گويند، پيوسته مشتق پذير بار دو

اگر گويند، محدب را Rn فضاي از S مجوعه زير .۴ . ١ . ١ تعریف
∀x, y ∈ S, ٠ ≤ θ ≤ ١ ⇒ θx+ (١− θ) y ∈ S .

١Euclidian norm



٣ مقدماتͬ مفاهیم
روي را f تابع باشد. محدب مجموعه يك S ⊆ Rn و f : Rn → R كنيد فرض .۵ . ١ . ١ تعریف

باشيم: داشته اگر گويند، محدب S

∀x, y ∈ S, ٠ ≤ θ ≤ ١ ⇒ f (θx+ (١− θ) y) ≤ θf (x) + (١− θ) f (y) .

آن گاه باشد، اكيد ،x ̸= y و θ ∈ (٠, ١) ازاي به نامساوي اگر ۵ . ١ . ١ تعریف در .١ . ١ . ١ ملاحظه
گويند. محدب اكيداً را f

به اگر تنها و اگر است محدب S مجموعه روي f مشتق پذير پيوسته به طور تابع .١ . ١ . ١ گزاره
باشيم: داشته x, y ∈ S هر ازاي

f (y) ≥ f (x) +∇T f (x) (y − x) ,

معادل: طور به يا
(∇f (y)−∇f (x)) T (y − x) ≥ ٠ .

x ∈ Rn هر براي اگر گويند، مثبت معين نيمه را H متقارن و n × n ماتريس .۶ . ١ . ١ تعریف
باشيم: داشته

xTHx ≥ ٠ .

٠ ̸= x ∈ Rn هر براي اگر گويند، مثبت معين را H متقارن و n × n ماتريس .١ . ١ . ٧ تعریف
باشيم: داشته

xTHx > ٠ .

،x ∈ Df هر براي اگر گويند، f : Rn → R سراسري مينيمم يك را x∗ .١ . ١ . ٨ تعریف
f (x) ≥ f (x∗) .

مانند x∗ از باز همساي·ͯ اگريك گويند، f : Rn → R موضعͬ مينيمم يك را x∗ .١ . ١ . ٩ تعریف
كه طوري به باشد داشته وجود N

∀ x ∈ N ; f (x) ≥ f (x∗ ) .

x∗ از باز همساي·ͯ اگريك گويند، f : Rn → R اکید موضعͬ مينيمم يك را x∗ .١ . ١ . ١٠ تعریف
كه طوري به باشد داشته وجود N مانند

∀ x ∈ N , x ̸= x∗; f (x) > f (x∗ ) .

x∗ باز همساي·ͯ يك در f و موضعͯ مينيمم يك x∗ اگر اول). مرتبه لازم (شرط ١ . ١ . ٢ گزاره
∇f (x∗) = ٠ آن گاه باشد، پيوسته مشتق پذير
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يك در و موجود ∇٢f و موضعͯ مينيمم يك x∗ اگر دوم). مرتبه لازم (شرط ١ . ١ . ٣ گزاره

است. مثبت معين نيمه ∇٢f (x∗) و ∇f (x∗) = ٠ آن گاه باشد، پيوسته x∗ باز همساي·ͯ
∇f (x∗) = ٠ پيوسته، x∗ باز همساي·ͯ يك در ∇٢f اگر دوم). مرتبه کافͬ (شرط ۴ . ١ . ١ گزاره

است. f تابع اكيد موضعͯ مينيمم يك x∗ آن گاه باشد، مثبت معين ∇٢f (x∗) و
f سراسري مينيمم يك ،f موضعͯ مينيمم هر آن گا   ه باشد، محدب تابعͯ f اگر .۵ . ١ . ١ گزاره

است.

بهینه سازی مسایل حل برای عددی روش های ساختار ١ . ٢
به تکراری عملیات انجام که عددی کامپیوترهای قابلیت مهم ترین گرفتن نظر در با امروزه،
در شده اند. طراحͬ سازی بهینه مسایل حل برای تکراری ال·وریتم هایی است، کارا صورت
ابتدا ،f : Rn → R تابع برای بهینه جواب عنوان به ،x∗ ∈ Rn بردار یافتن برای جستجو روند
دنبال به تکراری، روندی در موردنظر ال·وریتم و ͬ شود م گرفته نظر در x٠ اولیه حدس ΁ی
اصلاح نقاط از متوالͬ ای دنباله روند، این ادامه با ͬ باشد. م x١ یعنͬ بعد، نقطه در جواب بهبود
کلͬ حالت در دنباله این غیرخطͬ بهینه سازی مسایل برای ͬ شود. م حاصل جواب برای شده
شده تولید دنباله بودن نامتناهͬ حالت در ͬ شود. م هم·را آن به اما ͬ رسد، نم بهینه جواب به
آن) از قبول قابل همسای·ͬ ΁ی (در بهینه جواب از تخمینͬ بهینه سازی، ال·وریتم های توسط
΁ی که است ذکر به لازم ͬ شود. م متوقف فرآیند و شده گرفته نظر در نهایی جواب عنوان به
و باشد وابسته ذخیره سازی نیازهای یا محاسبه زمان به اندازه از بیش نباید مناسب، ال·وریتم
توانایی گردکردن، خطای یا داده ها خطای از حد از بیش تأثیرپذیری بدون ام΄ان حد تا باید
مم΄ن ال·وریتم ΁ی یعنͬ باشند؛ ناسازگار اهداف این است مم΄ن باشد. داشته را جواب یافتن
باشد. داشته نیاز زیادی بسیار محاسبه زمان به قبول، قابل مقدار به خطا کاهش برای است
اساسͬ ابزارهای ... و سرعت ذخیره سازی، نیازهای هم·رایی، مرتبه قبیل از موضوعاتͬ
ام΄ان پذیر را مختلف ال·وریتم های کارکرد مقایسه و کمͬ ارزیابی که هستند بهینه سازی در
هم·رایی سرعت بتوانیم تا ͬ پردازیم م دنباله ها هم·رایی مرتبه تعریف به ادامه، در ͬ کنند. م

کنیم. مقایسه و تعریف را بهینه سازی ال·وریتم های
یعنͬ، باشد، هم·را x∗ به Rn در {xk}k≥٠ دنباله کنید فرض .١ . ٢ . ١ تعریف

lim
k→+∞

∥xk − x∗∥ = ٠
که طوری به باشند داشته وجود β نامنفͬ ثابت و α ≥ ١ حقیقͬ عدد اگر

lim
k→+∞

∥xk+١ − x∗∥
∥xk − x∗∥α

= β

ویژه، به است. α هم·رایی مرتبه دارای {xk}k≥٠ دنباله گوییم آن گاه
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ͬ شود. م نامیده هم·را خطͬ طور به دنباله ،β ∈ (٠, ١) و α = ١ هرگاه •

ͬ شود. م نامیده زبرخطͬ هم·رای دنباله ،β > ٠ و ١ < α < ٢ یا ،β = ٠ و α = ١ هرگاه •
ͬ شود. م نامیده هم·را مربعͬ طور به دنباله ،α = ٢ هرگاه •

΁ی به تکراری روش ΁ی در بعدی نقطه به نقطه ΁ی از حرکت برای که ͬ کنیم م توجه
که است خطͬ جستجوی روش استراتژی ها، این متداول ترین از ی΄ͬ که داریم نیاز استراتژی

ͬ پردازیم. م روش این توضیح به بعدی بخش در

خطͬ جستجوی بر مبتنͬ روش های ساختار ١ . ٢ . ٠ . ١
از جهت این راستای در و ͬ کند م انتخاب pk جهت ΁ی ال·وریتم خطͬ، جستجوی روش در

جدید نقطه به تا ͬ کند م جستجو xk اخیر نقطه
xk+١ = xk + αkpk

در گام طول ،αk یعنͬ، جهت، این راستای در حرکت میزان یابد. دست کمتری تابع مقدار با
كه طوري به است αk گام طول يافتن هدف خطͯ، جستجوي در ͽواق در دارد. نام kام تکرار
و دقيق خطͯ جستجوي روش دو به αk محاسبه باشد. برقرار f (xk + αkdk) < f (xk) شرط

ͯ شود. م انجام نادقيق خطͯ جستجوي

امتداد در f تابع كه ͯ شود م انتخاب طوري αk روش، اين در دقیق خطͬ جستجوی
تعريف با ϕ (.) متغيره تك تابع αk دي·ر، عبارت به باشد. داشته را كاهش بيشترين pk

ϕ(α) = f(xk + αpk), α > ٠ (١ . ١)
ͯ كند، يعنͯ، م مينيمم را

αk = argmin
α>٠f (xk + αpk) . (١ . ٢)

این و یابیم دست جدید نقطه به تا ͬ شود م محاسبه جدید گام طول ΁ی و جهت ΁ی تکرار هر در
اغلب بنابراین است. هزینه بر (١ . ٢) مساله دقیق حل ͬ یابد. م ادامه تکراری صورت به فرآیند
تقريبي كه ͯ كنیم م استفاده نادقيق خطͯ جستجوي از و ͬ کنیم م بسنده آن تقریبی حل به

ͯ دهد. م به دست (١ . ٢) مساله جواب براي

كوچ΄ترين ᾱk و شود تعريف (١ . ١) همانند ϕ (.) كه كنيد فرض نادقیق خطͬ جستجوی
αk ازاي به ϕ (α) تابع آن گاه ،αk ≈ ٠ يا αk ≈ ᾱk اگر .ϕ (α) = f (xk) كه باشد مثبتͯ αی

داشته اي ملاحظه قابل كاهش ϕ (α) كه آن براي بنابراين، داشت. خواهد ناچيزي كاهش
به فرايندي در ويژگͯ اين انجام باشد. داشته فاصله [٠, ᾱk] بازه انتهاي دو از بايد αk باشد، 
تشريح نادقيق خطͯ جستجوي روش چند ادامه، در ͯ گيرد. م صورت خطͯ جستجوي نام

ͯ شوند. م
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نادقيق، خطͯ جستجوي روش هاي كاراترين و رايج ترين از ي΄ͯ ولف خطͬ جستجوی

كند: صدق زير شرايط در بايد αk آن، در كه است ولف خطͯ جستجوي

f (xk + αdk) ≤ f (xk) + ρ α∇fT
k dk , (١ . ٣)

∇f(xk + α dk)
Tdk ≥ σ∇fT

k dk, (۴ . ١)

.٠ < ρ < σ < ١ آن، در كه
آرميژو، شرط ͯ نامند. م انحنا شرط را (۴ . ١) نابرابري و آرميژو شرط اغلب را (١ . ٣) نابرابري
طول ١ . ١ ش΄ل در ͯ شود. م ٠ از αk شدن دور باعث انحنا، شرط و ᾱk از αk شدن دور باعث

آن، در كه شده اند داده نشان ͯ كنند، م صدق ولف شرايط در كه گام هايي

l(α) = f(xk) + ρ α∇fT
k dk

[١٠۵] ولف شرايط در صادق گام هاي طول :١ . ١ ش΄ل

به آنكه بدون است مم΄ن گام، طول يك ͯ شود، م مشاهده ١ . ١ ش΄ل در كه همان طور
زير شرايط مش΄ل، اين ͽرف براي كند. صدق ولف شرايط در باشد، نزديك ϕ كننده مينيمم

ͯ شوند: م گرفته به كار است، موسوم قوي ولف شرايط به كه αk براي

f (xk + αdk) ≤ f (xk) + ρ α∇fT
k dk , (۵ . ١)∣∣∣∇f(xk + α dk)

Tdk

∣∣∣ ≤ σ
∣∣∇fT

k dk
∣∣ , (۶ . ١)

.٠ < ρ < σ < ١ آن، در که
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ᾱk از همزمان شدن دور براي خطͯ، جستجوي اين در گلدشتاين٢ خطͯ جستجوي

ͯ كند: م صدق زير شرايط در αk ،٠ و
f (xk) + (١− ρ) α∇fT

k dk ≤ f (xk + αdk) , (١ . ٧)
f (xk + αdk) ≤ f (xk) + ρ α∇fT

k dk, (١ . ٨)
ͯ  كنند، م صدق گلدشتاين شرايط در كه گام هايي طول ١ . ٢ ش΄ل در .٠ < ρ < ١٢ آن، در که
كه آنست روش، اين مش΄ل يك ͯ شود، م مشاهده ش΄ل در كه طور همان شده     اند. داده نشان
كند. خارج αk براي قبول قابل بازه از را ϕ کمینه كننده هاي همه است مم΄ن (١ . ٧) نابرابري

[١٠۵] گلدشتاین شرايط در صادق گام هاي طول :١ . ٢ ش΄ل

هرگاه گویند f تابع برای کاهشͬ جهت ΁ی را ٠ ̸= pk ∈ Rn بردار .١ . ٢ . ٢ تعریف
pTk∇f(xk) < ٠. (١ . ٩)

که طوری به باشد داشته وجود c > ٠ ثابت اگر هم چنین،
pTk∇f(xk) ≤ −c∥∇f(xk)∥٢, ∀k ≥ ٠, (١ . ١٠)

است. برقرار کاهشͬ کافͬ شرط گوییم آن گاه

خطͬ جستجوی جهت تعیین ١ . ٢ . ٠ . ٢
خطͬ جستجوی روش در مهم مساله ΁ی جستجو جهت انتخاب کردیم، اشاره که همان طور
تعیین برای روش چند توضیح به بخش این در ͬ پردازیم. م مساله این شرح به اکنون که است

ͬ پردازیم. م خطͬ جستجوی برای کاهشͬ جستجوی جهت
٢Goldstein
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کاهش تندترین روش ١ . ٢ . ٠ . ٣

−∇fk کاهش تندترین جهت خطͬ، جستجوی روش برای کاهشͬ جستجوی جهت های از ی΄ͬ
ͬ توان م راحتͬ به ،ͽواق در ͬ کند. م ایجاد f در سریع تری کاهش جهت ها تمامͬ میان از که است
این ͬ کند. م ایجاد تابع در را کاهش تندترین که است جهتͬ −∇fk/∥∇fk∥جهت که کرد ثابت
برای که است روش هایی ساده ترین از زیرا است؛ اهمیت حائز بسیار نظری، دیدگاه از روش
اصلاح برای تلاش از اغلب پیشرفته تر، ال·وریتم های دارد. وجود کننده ای ͽقان تحلیل آن
آمده اند. وجود به باشند، بهتری هم·رایی خواص دارای که نحوی به کاهش، تندترین روش
مورد جدید مساله ΁ی حل برای که است روشͬ اولین تنها نه کاهش تندترین روش بنابراین،
کار به نیز روش ها سایر عمل΄رد سنجش برای مرجعͬ عنوان به بل΄ه ͬ گیرد، م قرار بررسͬ
هم·رایی سرعت اما است محاسبه قابل سادگͬ به روش این در جستجو جهت اگرچه ͬ رود. م
است. مشخص ١ . ٣ ش΄ل در که است زی·زاگ پدیده وجود امر این علت که است خطͬ آن
ͬ گیرد. م قرار مساله بودن حالت بد تأثیر تحت شدت به روش هم·رایی سرعت این، بر علاوه

[١٠۵] کاهش تندترین روش :١ . ٣ ش΄ل

نیوتن روش ۴ . ١ . ٢ . ٠
استفاده نیز تابع دوم مرتبه اطلاعات از و است متداول تر بسیار که دی·ری مهم جستجوی جهت
ͬ شود، م حاصل f(xk + p) تیلور بسط دوم مرتبه تقریب از که دارد نام نیوتن٣ جهت ͬ کند، م

یعنͬ،
f(xk + p) ≈ fk + pT∇fk +

١
٢pT∇٢fkp := mk(p)

دست به mk(p) کمینه کننده بردار یافتن با را نیوتن جهت ،∇٢fk بودن مثبت معین فرض با
حاصل زیر جهت سادگͬ به آن، دادن قرار صفر مساوی و mk(p) از گیری مشتق با ͬ آوریم. م

٣Newton direction
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ͬ شود: م

pk = −(∇٢fk)−١∇fk (١ . ١١)
اگر ،ͽواق در باشد. مثبت معین ماتریسͬ ∇٢fk که است کاهشͬ جهت ΁ی زمانͬ نیوتن جهت
است مم΄ن چون نباشد شده تعریف نیوتن جهت است مم΄ن حتͬ نباشد، مثبت معین ∇٢fk

باشد. نداشته وجود −(∇٢fk)−١
سریعͬ موضعͬ هم·رایی سرعت دارای ͬ کنند م استفاده نیوتن جهت از که روش هایی
شبه روش های علت همین به است. هزینه بر تکرار هر در هسͬ معکوس محاسبه اما هستند

شدند. معرفͬ نیوتن۴

نیوتن شبه روش های ۵ . ١ . ٢ . ٠
از هسͬ جای به و نیست هسͬ محاسبه به نیازی جستجو جهت یافتن برای روش ها این در
تکرارها هستند. زبرخطͬ هم·رایی سرعت دارای روش ها این ͬ شود. م استفاده Bk تقریب ΁ی
اطلاعات جستجو جهت راستای در گرادیان تغییرات که ͬ شوند م بهنگام موضوع این براساس

ͬ دهد: م دست به هسͬ یعنͬ دوم مرتبه مشتق مورد در خوبی
∇٢fk(xk+١ − xk) ≈ ∇fk+١ −∇fk (١ . ١٢)

جدید تکرار در هسͬ تقریب (١ . ١٢) رابطه در yk = ∇fk+١−∇fk و sk = xk+١−xk دادن قرار با
رابطه از Bk+١ یعنͬ

Bk+١sk = yk (١ . ١٣)
اضافͬ شروط از استفاده با ͬ شود. م نامیده س΄انت۵ رابطه (١ . ١٣) رابطه ͬ آید. م دست به
رتبه ماتریس ΁ی Bk+١ و Bk بین اختلاف که مطلب این و تقارن جمله از Bk+١ تقریب روی
فرمول ها، این از ی΄ͬ آورد. دست به Bk بهنگام سازی برای فرمول هایی ͬ توان م باشد، پایین
و گلدفارب٨ فلچر٧، برویدن۶، یعنͬ آن دهنده ارائه افراد نام از که دارد نام BFGS فرمول

صورت به BFGS فرمول است. شده برگرفته شانو٩
Bk+١ = Bk −

Bksks
T
kBk

sTkBksk
+

yky
T
k

yTk sk
(١۴ . ١)

است دو رتبه ماتریس ΁ی Bk+١ و Bk بین اختلاف فرمول این در که ͬ کنیم م توجه ͬ باشد. م
مثبت معین BFGS تقریب هایی فرمول علاوه به ͬ کند. م ارضا را تقارن حفظ و س΄انت شرط و

باشد. sTk yk > ٠ و مثبت معین B٠ اولیه تقریب که صورتͬ در ͬ کند م تولید
۴Quasi-Newton methods
۵secant
۶Broyden
٧Fletcher
٨Goldfarb
٩Shanno
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معکوس برای تقریبی که نمود استفاده (١۴ . ١) فرمول معادل فرمولͬ از ͬ توان م هم چنین

داریم: و Hk := B−١
k ͬ کنیم م تعریف یعنͬ ͬ دهد، م دست به هسͬ

Hk+١ = (I − ρksky
T
k )Hk(I − ρkyks

T
k ) + ρksks

T
k (١۵ . ١)

روش ͬ شود. م حاصل pk = −Hk∇fk صورت به جستجو جهت درنتیجه، .ρk = ١
yTk sk

که
نمود. بیان ١ ال·وریتم ش΄ل به ͬ توان م را BFGS

[١٠۵] BFGS ١ ال·وریتم
.H٠ هسͬ معکوس از تقریبی ،ϵ > ٠ هم·رایی آستانه ،x٠ اولیه نقطه ورودی:

k = ٠ ده قرار
تکرار را زیر گام های است، برقرار ∥∇fk∥ > ϵ گرادیان شرط ͬ که تا زمان

کن:
کن محاسبه را dk = −Hk∇fk جستجوی جهت :١

خطͬ جستجوی از استفاده با αk که ،xk+١ = xk + αkdk ده قرار :٢
کند. صدق (۴ . ١) و (١ . ٣) شروط در که ͬ شود م حاصل طوری

.yk = ▽fk+١ − ▽fk و sk = xk+١ − xk کن تعریف :٣
کن. محاسبه (١۵ . ١) طبق را Hk+١ :۴

k = k + ١ ده قرار :۵

ب·یرید: نظر در را زیر فرضیات .١ . ٢ . ١ فرضیات
باشد. پیوسته مشتق پذیر بار دو f هدف تابع •

M و m مثبت ثابت واعداد باشد محدب L = {x ∈ Rn : f(x) ≤ f(x٠)} ͹سط مجموعه •
که طوری به باشند داشته وجود

m∥z∥٢ ≤ zTG(x)z ≤M∥z∥٢ (١۶ . ١)
یعنͬ، است، هسͬ میانگین G آن در که x ∈ L ،z ∈ Rn هر برای

G(x) =

∫ ١
٠ ∇

٢f(x+ ταp)dτ.

کمینه کننده ΁ی f و است مثبت معین L روی G(x) که ͬ دهد م نتیجه فرضیات این دوم بخش
دارد. L در x∗ ی΄تا

اولیه ای نقطه x٠ و باشد اولیه مثبت معین متقارن ماتریس H٠ کنید فرض [١٠۵] .١ . ٢ . ١ قضیه
ال·وریتم توسط شده تولید {xk} دنباله صورت این در ͬ کند. م صدق ١ . ٢ . ١ فرضیات در که باشد

ͬ شود. م هم·را f تابع برای x∗ کمینه کننده به ١



١١ بهینه سازی مسایل حل برای عددی روش های ساختار
محدود حافظه BFGS روش ۶ . ١ . ٢ . ٠

ͬ پردازیم. م ١٠(LBFGS) محدود حافظه BFGS روش از مختصری شرح به بخش، این در

ͬ کند. م تولید xk+١ = xk − αkHk∇fk صورت به جواب دنباله ΁ی BFGS روش از مرحله هر
فرمول وسیله به تکرار هر در که است هسͬ معکوس تقریب Hk و گام طول αk

Hk+١ = V ⊺
k HkVk + ρksks

⊺
k, (١ . ١٧)

آن، در که به طوری ͬ شود، م بهنگام
ρk =

١
y⊺
ksk

, Vk = I − ρkyks
⊺
k,

و
sk = xk+١ − xk, yk = ∇fk+١ −∇fk. (١ . ١٨)

زمانͬ آن با کار و ذخیره هزینه ی است، متراکم کلͬ به طور Hk هسͬ معکوس تقریب که آنجا از
نسخه ΁ی مش΄ل این از جلوگیری برای ͬ یابد. م افزایش شدت به است زیاد متغیرها تعداد که
بدست {si,yi} بردارهای جفت از (M) معینͬ تعداد ΁ی کردن ذخیره با را Hk از شده اصلاح
{sk,yk} جدید بردار جفت با {si,yi} بردار جفت ͬ ترین قدیم k > M که زمانͬ یعنͬ ͬ آوریم. م
از انحنا اطلاعات شامل بردارها جفت مجموعه ترتیب، این به ͬ شود. م جای·زین جاری گام از
از استفاده با را Hk∇fk حاصل ضرب بعدی تکرارهای در ͬ توانیم م سپس است. اخیر تکرار M
M مقادیر که است داده نشان عملͬ تجربه های آوریم. بدست ∇fk و {si,yi} بردارهای جفت

ͬ کنند. م ارائه قبولͬ قابل نتایج و هستند مناسب اغلب ٢٠ تا ٣ بین
جفت و است xk جاری نقطه kام، تکرار در ͬ دهیم. م شرح را به بهنگام سازی فرآیند حال
اولیه هسͬ تقریب ابتدا ͬ شود. م داده نشان i = k −M, . . . , k − ١ هر برای {si,yi} بردارهای
تکرار هر در اولیه تقریب این استاندارد BFGS ال·وریتم با مقایسه (در ͬ کنیم م محاسبه را H٠

k

مشخص زیر صورت به Hk تقریب (١ . ١٧) فرمول از م΄رر استفاده با سپس کند). تغییر ͬ تواند م
ͬ شود. م

Hk = (V ⊺
k−١ . . . V ⊺

k−M )H٠
k(Vk−M . . . Vk−١)

+ ρk−M (V ⊺
k−١ . . . V ⊺

k−M+١)sk−Ms⊺k−M (Vk−M+١ . . . Vk−١)
+ ρk−M+١(V ⊺

k−١ . . . V ⊺
k−M+٢)sk−M+١s⊺k−M+١(Vk−M+٢ . . . Vk−١)

+ . . .

+ ρk−١sk−١s⊺k−١.

آوریم. بدست را Hk∇fk حاصل ضرب بازگشتͬ روش ΁ی با ͬ توانیم م عبارت این به توجه با
١٠Limited memory BFGS



مفاهیم بهینه سازی بر مقدمه ای ١٢
[١٠۵] LBFGS بازگشتͬ حلقه دو ال·وریتم ٢ ال·وریتم

q← ∇fk دهید قرار :١
دهید: قرار i = k − ١, k − ٢, . . . , k −M برای :٢

αi ← ρis
⊺
iq,

q← q− αiyi.

حلقه پایان
r← H٠

kq دهید: قرار :٣
دهید: قرار i = k −M,k −M + ١, . . . , k − ١ برای :۴

β ← ρiy
⊺
i r,

r← r+ si(αi − β).

حلقه پایان
r = Hk∇fk نتیجه :۵

است H٠
k = γkI انتخاب است شده اثبات عمل در آن کارایی که H٠

k انتخاب برای روش ΁ی
که: به طوری

γk =
s⊺
k−١yk−١

y⊺
k−١yk−١

. (١ . ١٩)

استراتژی که است نشده ثابت هنوز ͽواق در ͬ کند. م کار خوبی به عمل در استراتژی این
در H٠ اولیه ماتریس اگر اول تکرار M−١ در ͬ کند. م عمل استراتژی این از بهتر همواره دی·ری
باشد، Hk٠ = H٠ برابر تکرار هر در محدود حافظه BFGS ال·وریتم و باشد ی΄سان روش دو هر
که است این LBFGS روش اصلͬ ضعف است. معادل استاندارد BFGS ال·وریتم با ٣ ال·وریتم

است. هم·را کندی به بدحالت مسایل روی

BFGS بی حافظه روش ١ . ٢ . ٠ . ٧
حالت بد به کند، تهدید را نیوتن شبه روش های عددی کارایی ͬ تواند م که مهمͬ خطر
عددی ناپایداری به منجر که ͬ گردد برم روش ها این در شده تولید ماتریسͬ تقریب های بودن
بهبود نیز و ویژه مقادیر مناسب توزیع آوردن بدست برای لذا، شد. خواهد نیوتن شبه روش های
پایداری افزایش نتیجه در و هسͬ ماتریس معکوس برای آمده بدست تقریب های حالت عدد
شده اند. پیشنهاد مقیاس بندی شده نیوتن شبه روش های نظر، مورد تکراری روش های در عددی
استفاده θkHk از Hk جای به مقیاس بندی شده نیوتن شبه روش های بهنگام سازی فرمول در
تکراری فرمول  نمونه، عنوان به ͬ شود. م نامیده مقیاس پارامتر ٠ < θk ∈ R آن در که ͬ شود م



١٣ بهینه سازی مسایل حل برای عددی روش های ساختار
[١٠۵] محدود حافظه BFGS ال·وریتم ٣ ال·وریتم

.k = ٠ دهید قرار و کرده انتخاب M صحیح عدد و x٠ اولیه نقطه ورودی: پارامترهای
کنید: تکرار را زیر گام های نیست برقرار توقف شرط ͬ که تازمان

.γk = s⊺
k−١yk−١

y⊺
k−١yk−١ به طوری که کنید، محاسبه H٠

k = γkI فرمول از استفاده با را H٠
k :١

و کنید محاسبه را Hk∇fk بردار در هسͬ حاصل ضرب ٢ ال·وریتم از استفاده با :٢
.pk = −Hk∇fk دهید قرار

ولف شرایط در αk به طوری که کنید محاسبه را xk+١ = xk + αkpk جدید نقطه :٣
صدق کند.

sk = xk+١−xk و کنید حذف حافظه از را {sk−M ,yk−M} بردار جفت ،k > M اگر :۴
.k = k + ١ دهید قرار سپس کنید. ذخیره و محاسبه را yk = ∇fk+١ −∇fk و

است: زیر صورت به BFGS مقیاس بندی شده بهنگام سازی

ĤBFGS
k+١ = θkHk − θk

sky
T
k Hk +Hkyks

T
k

sTk yk
+

(
١ + θk

yTk Hkyk

sTk yk

)
sks

T
k

sTk yk
. (١ . ٢٠)

نیوتن شبه روش های که فوق بهنگام سازی در θk مقیاس پارامتر برای انتخاب ها کاراترین
معرفͬ لئونبرگر١٣ و اورن و اسپدی΄اتو١٢ و اورن١١ توسط ͬ دهند، م به دست را خودمقیاس

:[١٠٨ ،١٠٧] شده اند

θOL
k =

sTkH
−١
k sk

sTk yk
(١ . ٢١)

و
θOS
k =

sTk yk

yTk Hkyk
. (١ . ٢٢)

حل برای روش ها این شده، بندی مقیاس نیوتن شبه روش های مطلوب عددی کارایی وجود با
Hk ماتریس با حسابی اعمال انجام و ذخیره سازی به زیرا نیستند، مناسب مقیاس بزرگ مسایل
شبه روش های مش΄ل، این ͽرف جهت در است. پرهزینه بسیار بالا ابعاد در امر این که دارند نیاز
ماتریس از Hk جای به آن ها در که شدند مطرح ١۴BFGS بی حافظه مقیاس بندی شده نیوتن
بهنگام سازی فرمول نمونه، عنوان به ͬ شود. م استفاده بهنگام سازی فرمول های در همانͬ

١١Oren
١٢Spedicato
١٣Luenberge
١۴memoryless BFGS



مفاهیم بهینه سازی بر مقدمه ای ١۴
داریم: زیر صورت به را BFGS بی حافظه شده بندی مقیاس

ĤBFGS
k+١ = θkI − θk

sky
T
k + yks

T
k

sTk yk
+

(
١ + θk

yTk yk

sTk yk

)
sks

T
k

sTk yk
. (١ . ٢٣)

زیر صورت به ترتیب به (١ . ٢٢) و (١ . ٢١) مقیاس پارامترهای بی حافظه نسخه های هم چنین،
:[١۴] هستند

θOL
k =

∥sk∥٢
sTk yk

(٢۴ . ١)
یا

θOS
k =

sTk yk

∥yk∥٢
. (٢۵ . ١)

BFGS بی حافظه شده بندی مقیاس روش های در جستجو جهت های که است ذکر به لازم
قابل زیر فرمول از داخلͬ ضرب اندکͬ تعداد انجام و برداری ذخیره سازی محدودی تعداد با

است: محاسبه
dBFGS
k+١ = −HBFGS

k+١ gk+١ = −θkgk+١+θk
yTk gk+١
sTk yk

sk+θk
sTk gk+١
sTk yk

sk−
(

١ + θk
yTk yk

sTk yk

)
sTk gk+١
sTk yk

sk

روش این توسط شده تولید جهت های باشد، محدب ی΄نواخت طور به هدف تابع اگر ضمناً،
.[١۵ ،١٣] ͬ کند م صدق نیز کاهشͬ کافͬ شرط در

نیوتن گاوس‐ روش ١ . ٢ . ٠ . ٨
است. خطͬ غیر مربعات کمترین مسایل حل برای اساسͬ روش های از نیوتن – گاوس روش

است: زیر صورت به هدف تابع مسایل این در
f (x) =

١
٢

m∑
j=١

φ٢
j (x) (٢۶ . ١)

فرض و ͬ گویند م باقیمانده ΁ی را φj هر است. R به Rn از هموار تابع ΁ی φj هر آن در که
.m ≥ n ͬ شود م

ͬ توان م را f تابع φ (x) = (φ١ (x) , φ٢ (x) , ..., φm (x))T که φ : Rn → Rm گرفتن نظر در با
نوشت. f (x) = ١٢ ∥φ (x)∥٢٢ صورت به

ͬ آید: م بدست زیر صورت به f تابع هسͬ و گرادیان
∇f (x) =

m∑
j=١

φj (x)∇φj (x) = J(x)Tφ (x)

∇٢f (x) =
m∑
j=١
∇φj (x)∇φj(x)

T+
m∑
j=١

φj (x)∇٢φj (x) (١ . ٢٧)
= J(x)TJ (x) +

m∑
j=١

φj (x)∇٢φj (x)



١۵ بهینه سازی مسایل حل برای عددی روش های ساختار
است: زیر صورت به و ژاكوبي ماتريس J(x) آن در که

J (x) =

[
∂φj

∂xi

]
j=١,٢,...,m
i=١,٢,...,n

=


∇φ١(x)T

∇φ٢(x)T...
∇φm(x)T


نامیده هسͬ دوم جمله m∑

j=١
φj (x)∇٢φj (x) و هسͬ اول جمله J(x)TJ (x) ،(١ . ٢٧) رابطه در

هسͬ دوم جمله از مهم تر هسͬ اول جمله هستند خطا معرف عموما φjها آن جا که از و ͬ  شود م
باشد. مͬ

معادلات حل جای به آن در که است شده اصلاح نیوتن روش ΁ی نیوتن گاوس‐ روش
dGN
k جستجو جهت آوردن بدست براي زير دستگاه ،∇٢f (xk) d = −∇f (xk) استاندارد، نیوتن

شود: مͯ حل
Jk

TJkd = −JkTφk

است. φk = φ (xk) و Jk = J (xk) آن در که
است: زیر خاصیت سه دارای نيوتن ‐ گاوس روش

نیست. ͯ مانده ها باق هسͯ محاسبه به نيازي و دارد نیاز اول مرتبه مشتقات به فقط (١
روش این از آمده بدست جهت های لذا و است مثبت معین نیمه JTJ ماتریس ذاتͬ طور به (٢

ͬ باشند. نم صعودی
است. دقیق صفر ͬ مانده باق یا خطͬ φjهای برای هسͬ تقریب (٣

در نیوتن – گاوس روش به شده تولید {xk} دنباله میر١۵[٩١]، از تئوری نتایج طبق
ͬ کند: م صدق زیر نامساوی

lim
k→∞

∥∥xk+١ − x∗
∥∥

∥xk − x∗∥
≤ τ

µ
= ρ

این و است هسͬ اول جمله ویژه مقدار کمترین µ و هسͬ دوم جمله ویژه مقدار بزرگترین τ که
΁کوچ جواب در مانده باقͬ یا که است صورتͬ در (این هم·راست x∗ به ρ < ١ برای دنباله

باشد). خطͬ مانده باقͬ تابع یا باشد
نيوتن گاوس‐ روش هم·رايي نرخ باشد ∇٢f از خوب تقريب يك Jk

TJk كه وقتͯ لذا
گاوس‐ روش باشد ناقص رتبه نزديك يا ناقص رتبه Jk وقتͬ اما است، نيوتن روش مشابه
این از مارکوارت١۶[١٠۵] لونبرگ‐ ال·وریتم بردن ب΄ار با که ͬ شود م مواجه مش΄ل با نيوتن
دارای بزرگ مانده باقͬ یا غیرخطͬ مسایل برای روش این هم چنین ͬ شود. م دوری مش΄ل
دو هر کارایی وجود اين با است. نیوتن شبه یا و نیوتن روش های به نسبت پایین تری کارایی

١۵Meyer
١۶Levenberg–Marquardt



مفاهیم بهینه سازی بر مقدمه ای ١۶
از پايين تر آغازين تكرارهاي در جواب همساي·ͯ به دستيابي از قبل نيوتن شبه و نيوتن روش
آيا كه ͯ دانيم نم اغلب دي·ر طرف از ͬ باشند. م ماركوارت لونبرگ‐ و نيوتن گاوس‐ روش هاي
تركيبي ال·وريتم هاي خاطر همين به كوچك. يا ͯ كند م توليد جواب در بزرگ ͯ مانده باق مساله،
يا نيوتن گاوس‐ مشابه رفتار كند توليد كوچك ͯ مانده باق مساله اگر كه ͯ شوند م گرفته نظر در
روش گام هاي مشابه باشد بزرگ جواب در ͯ مانده باق اگر اما باشند داشته ماركوارت – لونبرگ

.[١٠۵] کنند رفتار نيوتن شبه يا نيوتن



٢ فصل
م΄ان یابی مفاهیم بر مقدمه ای

یا ΁ی بهینه استقرار نحوه و محل یافتن دنبال به وقتͬ که هستند مسایلͬ م΄ان یابی مسایل
مواجه آن ها با هستیم، م΄ان یابی بر مؤثر متغیرهای و عوامل اساس بر سرویس دهنده چند
نقطه یا (سرویس گیرنده مشتری تعدادی که است این بر فرض مسایل این در معمولا˟ ͬ شویم. م
به گونه ای را جدید سرویس دهندگان استقرار برای م΄ان بهترین ͬ خواهیم م و موجودند تقاضا)
کیفیت، سود، سرویس دهͬ، زمان نامطلوب، محیطͬ تأثیرات نقل، و حمل هزینه که بیابیم
غیره، و بازار در سهم بیشترین کسب آن، در برابری و انصاف رعایت و سرویس توزیع نحوه

شوند. بهینه مساله شرایط به بسته
در که ͬ باشد م تحقیقاتͬ زمینه های کاربردی ترین از تسهیلات، و تأسیسات م΄ان یابی
در تحقیق به ͬ توان م شاخه ها این جمله از است. شده گسترده علوم شاخه های از بسیاری
کامپیوتر، علوم اقتصاد، جغرافیا، صنایع، مهندسͬ منابع، تخصیص و مدیریت علوم عملیات،
مرتبط شاخه های دی·ر و نظامͬ علوم شهری، برنامه ریزی برق، مهندسͬ بازاریابی، ریاضیات،

کرد. اشاره
آلات ماشین کارخانه ها، انبارها، م΄ان یابی ͬ توان م م΄ان یابی مسایل معروف کاربردهای از
پایانه های پلیس، پاس·اه های ͬ ها، نشان آتش فروش، ͬ های نمایندگ بیمارستان ها، کارخانه،
نیروگاه ها، نظامͬ، تأسیسات نفت، چاه های خطر، آژیر مدارها، در ال΄ترونی΄ͬ اجزاء مسافربری،

برد. نام را غیره و آزمایش·اه ها



م΄ان یابی مفاهیم بر مقدمه ای ١٨

م΄ان یابی نظریه در تحقیق عمده زمینه های ٢ . ١
فرما١ میلادی هفدهم قرن در که داد نسبت زمانͬ به را م΄ان یابی مساله پیدایش بتوان شاید
است، شده داده صفحه در نقطه سه کنید ”فرض نمود: مطرح صورت این به را مساله ای
گردد.” کمینه شده داده نقطه سه تا آن فاصله های مجموع که بیابید به گونه ای را چهارم نقطه
نظر در مثلث ΁ی رأس سه را موجود نقطه سه اگر که کرد مشاهده ١۶۴٠ سال در توریچل٢ͬ
مثلث اضلاع روی بر که الاضلاعͬ متساوی مثلث های محیطͬ دایره های برخورد محل ب·یریم،
نقطه را بهینه نقطه دلیل، بدین است. مساله جواب ͬ شوند، م ساخته آن بیرون به رو و اصلͬ
نقطه سه و توریچلͬ نقطه بین زاویه که داد نشان کاوالیری٣ ١۶۴٧ سال در ͬ نامند. م توریچلͬ
متساوی مثلث ΁ی اگر که کرد ثابت ١٧۵٠ سال در سیمپسون۴ است. درجه ١٢٠ نظر، مورد
بر که نقطه سه این از ی΄ͬ به مثلث این رئوس و شود گذرانده شده داده نقطه سه بر الاضلاع
مشخص را توریچلͬ نقطه خط، سه این ͽتقاط محل شود، وصل گرفته قرار مقابل ͽضل روی

ͬ نامند. م سیمپسون خطوط را خط سه این رو این از ͬ کند. م
مثلثͬ شده داده نقطه سه که بود این ماند باقͬ حل بدون ١٨٣۴ سال تا که استثنایی حالت
ثابت هینن۵ که باشد، داشته درجه ١٢٠ مساوی یا بیشتر زاویه رأس ΁ی که دهند تش΄یل را
ͬ باشد. م مساله بهینه جواب است، درجه ١٢٠ مساوی یا بیشتر زاویه دارای که رأسͬ همان کرد
فاصله با آن ها طول و هستند مساوی هم با سیمپسون خطوط طول کرد ثابت همچنین او
فرما مساله برای را دوگانͬ مفهوم فسبندر۶ است. برابر نیز شده داده نقطه سه از بهینه نقطه
قرار بررسͬ مورد را دوگانͬ مفهوم مبسوطͬ به طور کوهن٧ ١٩۶٧ سال در بعدها کرد. مطرح

.[٨۴] گردید منتشر وی تحقیقات از جالبی نتایج و داد
کتاب شدن منتشر با ͬ گیرد، م قرار استفاده مورد امروزه که ش΄لͬ به م΄ان یابی نظریه
.[١٣٧ ،٢] شد متولد Uber den standortder indvstrien عنوان تحت ١٩٠٩ سال در وبر٨ آلفرد
ͬ توان م ͽواق در کرد. ارائه کارخانه ای صنایع مورد در را خود تحقیقات نتایج کتاب این در وبر
.[١٣٧] است شده ارائه وبر توسط کاربردی به صورت م΄ان یابی مساله تعریف اولین که گفت

اینکه دوم است. معلوم اولیه مواد محل اینکه اول است. اساسͬ اصل سه دارای وبر نظریه
هم از جدا و است متناهͬ م΄ان ها این تعداد است. مشخص مشتریان مصرف میزان و م΄ان
انتخاب نظر از انحصاری امتیازات و دارد اختیار در نامحدودی بازار کننده تولید هر هستند.
به طوری که دارد وجود کار نیروی عرضه برای ثابت م΄ان چندین اینکه سوم ندارد. وجود م΄ان
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١٩ م΄ان یابی نظریه در تحقیق عمده زمینه های
است. نامحدود آن عرضه و نبوده جابجایی و تحرک قابلیت دارای کار نیروی این

ح΄یم٩ͬ، ١٩۶۴ سال در که شد شروع زمانͬ از م΄ان یابی روی بر جدی مطالعات اما
همچنین او .[۶٣] کرد مطرح مینیماکس١١ و مجموع١٠ کمترین صورت دو به را هدف تابع
که بود کسͬ ح΄یمͬ ͽواق در داد. انجام شب΄ه ها روی م΄ان یابی مسایل روی بر مطالعاتͬ
بر زیادی مطالعات بعد به زمان آن از نمود. معرفͬ را p–میانه مساله و ابداع را p‐میانه روابط

است. گرفته انجام م΄ان یابی مسایل روی
بیابیم، را آن ها استقرار م΄ان ͬ خواهیم م که سرویس دهندگانͬ م΄ان یابی مسایل در معمولا˟
΁نزدی بنابراین ͬ آوریم. م حساب به را آن ها مثبت تأثیرات تنها و ͬ شوند م گرفته نظر در مطلوب
و مدرن ͽجوام در ͬ شود. م تلقͬ دافعه نوعͬ آن ها از بودن دور و جاذبه نوعͬ آن ها به بودن
خدمات، ارائه بر علاوه که هستیم روبه رو سرویس دهندگانͬ و فعالیت ها با امروزی پیشرفته
این آش΄ار مثال تولیدی، کارگاه های دارند. خود پیرامون محیط بر نیز مخربی و منفͬ تأثیرات
زیست محیط آلاینده دی·ر طرف از و کرده تولید را جامعه نیاز مورد کالای کارگاه هستند. مورد
مناسب تفریحͬ و ورزشͬ ام΄انات و باشند دسترس در باید که حال عین در ورزشͬ مراکز است.
این از مش΄لاتͬ یا و جمعیت ازدحام صدا، و سر همچون منفͬ تأثیرات ͬ توانند م دهند، ارائه را

باشند. داشته نیز را قبیل
بیشتری انطباق دارند، خود در همزمان به طور را ویژگͬ دو هر که مدل هایی مطالعه
دیرینگ١٢ و گلدمن است. پیشرفت حال در سرعت به و دارد کاربردی و واقعͬ مسایل با
بعدها که کردند پیشنهاد را مواردی که بودند کسانͬ اولین [٣٢] گارفینکل١٣ و چرچ و [۵٩]
بودن مطلوب فرض مشتریان مدل ها، دسته این در گرفتند. نام مضر١۴ م΄ان یابی مدل های
حدی تا و نداشته را آن ها به بودن نزدی΁ تر در سعͬ دی·ر و ͬ گذارند م کنار را سرویس دهنده ها
راکتورهای م΄ان یابی به ͬ توان م مدل ها این از کاربردی عنوان به ͬ کنند. م دوری آن ها از
نوع این ͬ های ویژگ حقیقت در کرد. اشاره زباله دفن اماکن و آب تصفیه مراکز هسته ای،
دور خود از را آن ها مشتریان که ͬ شود م سبب و ͬ کند م ایجاد دافعه نوعͬ سرویس دهندگان

کنند.
میرچندان١۶ͬ و هندلر١۵ توسط م΄ان یابی مختلف مدل های طبقه بندی اولین گفت ͬ توان م
انجام نی΄ل١٨ و هاماچر١٧ توسط جمله از دی·ری طبقه بندی های آن از پس .[۶۵] شد ارائه
جمله آن از که شد ارائه زمینه این در شده انجام کارهای از ͬ هایی بررس همچنین .[۶۴] شد
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م΄ان یابی مفاهیم بر مقدمه ای ٢٠
و اون٢٣ ،[۶٨] هم΄اران و هانسن٢٢ ،[٨٣] پروزن٢١ و کرارپ٢٠ ،[١٢٧] هم΄اران و تنسل١٩
شده انجام کارهای از لیستͬ [١١٨] اس΄اتلا٢٧ و اس΄اپارا٢۶ ،[٣١] کاپانرا٢۵ ،[١٠٩] دس΄ین٢۴
مسایل کاربردهای نیز هم΄اران و کارنت٢٨ کرده اند. ارائه را م΄ان یابی مختلف زمینه های در

.[٣٧] نموده اند بیان را م΄ان یابی
صورت م΄ان یابی مسایل روی بر گوناگونͬ مطالعات نیز اخیر دهه دو در در ویژه به طور
مورد ١٩٩۴ سال در را هاب گسسته م΄ان یابی مساله ٢٩ کامپبل نمونه به عنوان که است گرفته
وجهͬ چند ͽموان با وسیله ای تک مساله به کلامروس٣٠ ٢٠٠١ سال در .[٣٠] داد قرار مطالعه
و براتکورن٣١ .[٨٠] کرد ارائه آن برای ابتکاری حل راه ΁ی و قطعͬ ال·وریتم ΁ی و پرداخت
پوشش م΄ان یابی مسایل از وسیعͬ رده برای سریعͬ هوشمند ال·وریتم ٢٠٠٢ سال در هم΄اران
هم΄اران و سن٣٢ͬ توسط ٢٠٠۵ سال در قیمت و شاخه روی΄رد ΁ی همچنین .[٢۶] کردند ارائه
دو م΄ان یابی مساله برای حریصانه شبه ال·وریتمͬ ٢٠٠۶ سال در زانگ٣٣ .[١٢٠] شد ارائه
مساله گوناگون مدل های سورال٣۵ و ساهین٣۴ ٢٠٠٧ سال در .[١۴۵] کرد پیشنهاد سطحͬ
سال در بیامون٣٧ و ٣۶΁بالسی .[١١٧] دادند قرار بررسͬ مورد را مراتبی سلسله م΄ان یابی
٢٠٠٩ سال در .[١۶] پرداختند دوستانه بشر کم΁ های مساله برای م΄ان یابی مساله به ٢٠٠٨
در .[٧۵] پرداختند مطلق خطای مقدار کمترین با م΄ان یابی مساله به فتحعلͬ و جمالیان
گراف روی منفͬ و مثبت های وزن با وسیله ای چند میانه مساله کال΄سی΄س٣٨ ٢٠١١ سال
٢٠١٢ سال در را پوشش م΄ان یابی مساله هم΄اران و فرهانͬ .[٧٧] داد قرار مطالعه مورد را
و پرداخت ظرفیت بدون م΄ان یابی مساله به ل٣٩ͬ ٢٠١٣ سال در دادند. قرار مطالعه مورد
و شاخه ال·وریتم برسنو۴٠ سال همین در .[٨۵] نمود ارائه آن حل برای تقریبی ال·وریتمͬ
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٢١ م΄ان یابی مسایل اساسͬ مولفه های
میرحسنͬ و رحمانͬ ٢٠١۴ سال در .[٢٠] نمود ارائه رقابتͬ م΄ان یابی مساله برای را کران
.[١١٣] کردند معرفͬ ظرفیت با م΄ان یابی مساله برای را تاب شب کرم ΁ژنتی ترکیبی ال·وریتم
تابو تکراری ابتکاری ال·وریتم ΁ی و پرداخته منبع تک ظرفیت با مساله به ٢٠١۵ سال در هو۴١
چند ظرفیت با م΄ان یابی مساله هم΄اران و مانتویا۴٢ ٢٠١۶ سال در .[٧٠] کرد ارائه آن برای را
کاربردهای افزون روز افزایش دلیل به حاضر حال در .[٩۶] دادند قرار مطالعه مورد را محصوله
شاخه این در مطالعه به پژوهش·ران و محققین از بسیاری روزمره، زندگͬ در م΄ان یابی مسایل

.[١١٢ ،۴٢ ،١٢٩] پرداخته اند بهینه سازی از
باید که سرویس دهنده هایی اندازه و تعداد فواصل، هدف، توابع در م΄ان یابی مسایل
با و هدف نوع به بسته این رو از هستند. متفاوت دی·ر عامل چندین در و شوند تاسیس
دست م΄ان یابی مساله مختلف مدل های به مختلف شاخص های این از ΁ی هر از استفاده

یافت. خواهیم

م΄ان یابی مسایل اساسͬ مولفه های ٢ . ٢
آن ها به ادامه در که است  ͬ اساس مولفه های و عناصر دارای م΄ان یابی مساله ΁ی کلͬ حالت در

شد. خواهد اشاره

م΄ان یابی مسایل فضای ٢ . ٢ . ١
است: زیر دسته سه از ی΄ͬ م΄ان یابی مسایل فضای معمولا˟

پیوسته فضای •
به صورت که متغیرهایی توسط یعنͬ باشند، پیوسته تقاضا نقاط و تأسیسات م΄ان فضای هرگاه
مدل ها این در ͬ گویند. م پیوسته را مدل شود، مشخص مختصات نظیر ͬ کنند، م تغییر پیوسته
پیوسته م΄ان یابی مسایل اکثر نمود. پیدا Rd d‐بعدی فضای در باید را سرویس دهنده م΄ان
و هندسͬ ͬ های ویژگ خاطر به بعدی دو مسایل ͬ شوند. م تعریف بعدی دو حداقل فضای در
م΄ان یابی مسایل با مواجه در ͬ گیرند. م قرار توجه مورد بیشتر آن ها بصری ادراک قابلیت

ͬ شود. م استفاده آنالیز و هندسه ابزارهای از پیوسته
گسسته فضای •

تنها سرویس دهندگان م΄ان باید آن ها در که هستند مدل هایی گسسته م΄ان یابی مدل های
کاندیدا نقاط از متناهͬ مجموعه ای مدل ها این در شوند. پیدا شده تعیین پیش از نقاط روی
م΄ان یابی مدل های در ͬ شوند. م داده نشان گسسته متغیرهای توسط که است شده داده

۴١Ho
۴٢Montoya



م΄ان یابی مفاهیم بر مقدمه ای ٢٢
ارائه را دسترس در نقاط از کاملͬ و ͽجام لیست ͬ توان نم گسسته مدل های خلاف بر پیوسته
مدل های را گسسته مدل های و م΄ان ایجاد مدل های را پیوسته مدل های جهت این از داد.

خوانده اند. نیز م΄ان انتخاب

شب΄ه ای فضای •

گسسته م΄ان یابی مسایل از دی·ر رده ای شب΄ه ای فضاهای روی بر م΄ان یابی مسایل به طورکلͬ
شب΄ه روی سرویس دهنده ها تاسیس برای م΄ان بهترین یافتن برای جستجو به که است

ͬ پردازد. م
است مفروض شب΄ه روی نقاط از مجموعه ای کردن پیدا هدف مسایل، از رده این در یعنͬ
(مشتری ها) تقاضا نقاط تا (سرویس دهنده ها) نقاط این سرویس دهͬ کل هزینه که به  طوری

شود. کمینه
‐NP مسایلͬ کلͬ حالت در که دارند وجود مسایلͬ شب΄ه ای، فضای با م΄ان یابی حوزه در
‐p م΄ان یابی مساله میانه، ‐p م΄ان یابی مساله ͬ توان م مسایل این جمله از هستند. سخت
١٩۶٨ سال در برد. نام را پوشش م΄ان یابی مساله و ظرفیت بدون م΄ان یابی مساله مرکز،
‐p یافتن برای جدید روشͬ و پرداختند گراف روی میانه ‐p مساله حل به بارت۴۴ و تیتز۴٣
O(n) زمانͬ پیچیدگͬ با ال·وریتمͬ ل۴۶ͬ و کو۴۵ ١٩٩١ سال در .[١٢٨] کردند ارائه راسͬ میانه
و کاروین۴٧ .[٨١] کردند ارائه مستطیلͬ فاصله با مرکز ‐٣ و مرکز ‐٢ وزن دار مساله برای
‐NP مساله ای شب΄ه روی میانه ‐p م΄ان یابی مساله که دادند نشان ١٩٧٩ سال در ح΄یمͬ
آن ها همچنین .[٧٨] ͬ یابد م را درخت میانه ‐p که کردند ارائه ال·وریتمͬ و است سخت
١٩٩۴ سال در .[٧٩] نمودند ارائه شب΄ه روی مرکز ‐p یافتن برای ال·وریتمͬ ١٩٧٩ سال در
هاب”، گسسته م΄ان یابی مساله صحیح عدد ”فرمول بندی عنوان تحت مقاله ای در کامپبل
مساله هاب، میانه ‐p مساله شامل هاب مسایل از نوع چهار برای را صحیح عدد فرمول بندی
١٩٩٧ سال در .[٣٠] نمود ارائه هاب پوشش مساله و هاب ظرفیت بدون مساله هاب، مرکز ‐p

.[۶٢] کرد ارائه پوشش مساله حل برای ساده ابتکاری روشͬ حدادی
توسط میانه ‐p مساله برای متعددی همسای·ͬ جستجوی روش های سال همین در
١٩٩٨ سال در کریشنامورت۵١ͬ و ارنست۵٠ .[۶٧] است شده ارائه ملادونویچ۴٩ و هانسن۴٨
و پرداختند ظرفیت بدون هاب میانه ‐p چندوسیله ای تخصیص مساله به مقاله ای انتشار با

۴٣Titz
۴۴Bart
۴۵Ko
۴۶Lee
۴٧Karvin
۴٨Hansen
۴٩Mladenovic
۵٠Ernst
۵١Hrishnamoorthy
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در ایبری۵٢ .[۴٧] کردند ارائه آن حل برای ابتکاری ال·وریتمͬ همچنین و قطعͬ ال·وریتمͬ
چهار یا سه با هاب ‐p وسیله ای تک تخصیص مساله حل برای کارامدی روش ٢٠٠١ سال
کرد حل را پیشین شده حل مثال های سایر از بزرگتر مثالͬ مطالعه این در وی کرد. ارائه هاب
مثبت های وزن با میانه ‐p مسایل حل برای را ΁ژنتی ال·وریتم ٢٠٠۶ سال در فتحعلͬ .[۴۴]
همسای·ͬ جستجوی ال·وریتم زاده تقͬ و فتحعلͬ سال همین در .[۴٩] کرد ارائه منفͬ و
٢٠٠٧ سال در .[۵٠] کردند ارائه منفͬ و مثبت وزن های با میانه ‐p مسایل حل برای را
حل برای دقیق ال·وریتم سه و دادند قرار بررسͬ مورد را پوششͬ مساله هرتز۵۴ و گالینیر۵٣
آنالیز مورد و نموده ارائه نیز را ال·وریتم سه این ابتکاری حالت آن ها همچنین نمودند. ارائه آن
از بسیاری توسط و گسترده به  طور مسایل این از کدام هر سال ها این طͬ در .[۵۶] دادند قرار
ارزنده ای و جالب بسیار نتایج امروزه و گرفتند قرار برسͬ و مطالعه مورد پژوهش·ران و محققین
[١٣٢ ،١١٠ ،٣۵] ͽمراج به ͬ توان م نمونه به عنوان است. شده ارائه ها زمینه این از ΁ی هر در

نمود. اشاره

سرویس دهندگان ٢ . ٢ . ٢
ب·یرید: نظر در را زیر حالت های باشد. سرویس دهنده ها تعداد p کنید فرض

شود. مستقر باید (سرویس دهنده) فعالیت ΁ی فقط حالت این در ١=p؛ .١
چ·ونگͬ باید سرویس دهنده ها استقرار محل کردن پیدا بر علاوه حالت این در p؛ >١ .٢

شوند. مشخص نیز سرویس دهندگان به مشتریان تخصیص
سرویس دهندگان بین ارتباط است مم΄ن ͬ شوند، م م΄ان یابی سرویس دهنده چند که حالتͬ در
فاصله شامل ͬ کنند م برآورده را هدف این که مدل هایی باشد. اهمیت دارای نیز جدید
م΄ان یابی به ͬ توان م مورد این از مثالͬ به عنوان هستند. جدید سرویس دهندگان بین وزن دار
جدید سرویس دهندگان داشتن فاصله و شدن پراکنده آن در که کرد اشاره نظامͬ تأسیسات
یا و گاز پمپ های م΄ان یابی در ͬ دهد. م کاهش را آسیب پذیری و خسارت و ضرر میزان
آن ها مستقیم رقابت ایجاد از تا دارد آن ها کردن پراکنده در سعͬ تصمیم گیرنده فست فودها،

دارد: وجود مختلف مدل نوع دو پارامتر این مبنای بر کند. جلوگیری ی΄دی·ر با
است. ثابت آن در جدید سرویس دهندگان تعداد که مدل هایی .١

است. متغیر آن در جدید سرویس دهندگان تعداد که مدل هایی .٢
نشان دهنده که دی·ری متغیر باید زیرا هستند، اول نوع مدل های از پیچیده تر دوم نوع مدل های
که دارد نام شرط۵۵ͬ م΄ان یابی مدل این شود. اضافه مدل به است سرویس دهندگان تعداد

۵٢Ebery
۵٣Galinier
۵۴Hertz
۵۵Conditional
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حداقل است. دی·ر تعدادی کردن اضافه هدف و هستند موجود سرویس دهنده تعدادی آن در

باشد: داشته وجود ͬ تواند م سرویس دهندگان بین مختلف ارتباط نوع سه
چند م΄ان یابی در مثلا́ شود، گرفته نظر در سرویس دهندگان و مشتریان بین فاصله فقط .١

کشور. ΁ی در زباله دفن محل
در موش΄ͬ سایت های م΄ان یابی مثلا́ شود، محاسبه سرویس دهندگان بین فاصله فقط .٢

جمعیت. بدون ناحیه ΁ی
سایت تعدادی م΄ان یابی مثلا́ شود، گرفته نظر در بالا در شده ذکر فاصله نوع دو هر .٣

جمعیت. دارای ناحیه ΁ی در هسته ای

فاصله اندازه گیری ٢ . ٢ . ٣
فرض م΄ان یابی، مسایل در است. اشیا بودن دور میزان تشخیص برای عددی معیار ΁ی فاصله
به معمولا˟ و باشد آن ها م΄انͬ موقعیت به وابسته مستقیماً تأسیسات بین ارتباط که ͬ شود م
پیوسته م΄ان یابی در محوری نقشͬ فاصله مفهوم بنابراین ͬ شود. م بیان فاصله از تابعͬ ش΄ل
ͬ روند. م کار به فاصله ارزیابی برای مختلفͬ اندازه های مساله شرایط و موقعیت به توجه با دارد.
پیوسته فضای با م΄ان یابی مساله ΁ی در فاصله تخمین تابع عنوان به نرم ها روند از استفاده
نرم های از استفاده نیز وندل۵٧ و ارد و .[٨٨] شد پیشنهاد موریس۵۶ و لاو توسط بار اولین
و مشتریان بین فاصله اندازه گیری برای .[١٣۶ ،١٣۵] دادند قرار مطالعه مورد را بلوک۵٨ͬ

ͬ شود: م استفاده زیر مترهای از معمولا˟ سرویس دهندگان
صفحه در y = (y١, y٢) و x = (x١, x٢) نقطه دو بین فاصله این ۵٩:(ℓp مینکوفس΄ͬ(نرم فاصله

ͬ شود: م تعریف زیر به صورت
Lp(x, y) = (k١|x١ − y١|p + k٢|x٢ − y٢|p)١/p; ١ ≤ p ≤ ∞.

ندارد، تقارن مختلف جهت های در فاصله که مسایلͬ کردن مدل برای مینکوفس΄ͬ فاصله
و p =٢ با اقلیدسͬ فاصله Lpها، خانواده بین از م΄ان یابی مسایل در است. مناسب
بیشتر k١ = k٢ = ١ و p = ١ با (منهتن) مستطیلͬ فاصله و k١ = k٢ = ١ همچنین
و دریایی یا هوایی فاصله های کردن مدل برای اقلیدسͬ فاصله هستند. استفاده مورد
ی΁ طرفه خیابان ها اینکه شرط (به خیابانͬ فاصله های کردن مدل برای مستطیلͬ فاصله

هستند. مناسب نباشند)
۵۶Love and Morris
۵٧Ward and Wendell
۵٨Block norms
۵٩Minkowsky
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این محاسبه برای است. شب΄ه روی نقطه دو بین مسیر کوتاه ترین با برابر شب΄ه ای: فاصله
ال·وریتم های ͬ توان م جمله آن از که است شده پیشنهاد مختلفͬ ال·وریتم های فاصله

.[١٩] برد نام را فلوید۶١ و دای΄سترا۶٠

وزن ۴ . ٢ . ٢
گاهͬ باشند. مختلف یا ی΄سان متغیر، یا ثابت وزن های دارای ͬ توانند م هدف تابع در فاصله ها
ͬ شود. م استفاده وزن ها از (مشتریان) ثابت نقطه هر در تقاضا میزان کردن مشخص برای
میزان یال، پیمایش زمان مسیر، طول دهنده نشان ͬ تواند م یال وزن شب΄ه ای، مسایل در

باشد. قبیل این از مواردی و خدمات ارائه و یال از استفاده هزینه و مخاطره

مشتریان ۵ . ٢ . ٢
نحوه که است لازم لذا است. شده منظور نیز مشتری ها نقش م΄ان یابی مدل های از تعدادی در
ی΄نواخت به طور مشتریان است مم΄ن مثال، برای باشد. مشخص آن ها تقاضای میزان و توزیع
قرار شب΄ه ΁ی رئوس مثلا́ فضا، از مخصوصͬ نقاط در یا و باشند شده  توزیع ناحیه ΁ی در
سرویس دهنده ΁ی به است مم΄ن مشتریان باشد. فاصله از تابعͬ تقاضا میزان و باشند داشته
که است این سؤال صورت آن در که باشند آزاد آن انتخاب در است مم΄ن یا و یابند اختصاص
انتخاب در دی·ری عوامل یا ͬ کنند م مراجعه سرویس دهنده نزدی΁ ترین به مشتریان همیشه آیا

هستند. دخیل مشتری توسط سرویس دهنده

تصمیم گیرنده اهداف ۶ . ٢ . ٢
برای بهینه م΄ان دنبال به ͬ تواند م تصمیم گیرنده یعنͬ باشد. هدفه چند یا ΁ی ͬ تواند م مدل
مدل های بین در باشد. همزمان به طور هدف چند یا هدف ΁ی تحت سرویس دهنده استقرار

دارند: وجود دسته سه حداقل هدفه تک
مینیماکس۶٣. مجموع۶٢، کمترین فاصله: از تابعͬ کمینه سازی .١

ماکزیمین۶۵. مجموع۶۴، بیشترین فاصله: از تابعͬ بیشینه سازی .٢
فاصله. از ترکیبی تابع های .٣

۶٠Dijkestra
۶١Floyd
۶٢Minisum
۶٣MInimax
۶۴Maxisum
۶۵Maximin
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م΄ان یابی پرکاربرد هدف های تابع ٢ . ٣
ارائه کدام هر درباره مختصری توضیح با م΄ان یابی معروف هدف توابع از لیستͬ بخش، این در

است. شده
کند. بیشینه را وزن دار فاصله های مجموع که شب΄ه روی نقطه ای ماکزین۶۶:

کمینه را مشتریان و سرویس دهنده بین فاصله بیشترین که شب΄ه روی نقطه ای مرکز:
کند.

را شب΄ه روی نقطه ای هر و آن بین فواصل ماکزیمم که شب΄ه روی نقطه ای کل۶٧ͬ: مرکز
ی΄ͬ لزوماً کلͬ مرکز مساله جواب که است این در مرکز مساله با مساله این تفاوت کند. کمینه

گیرد. قرار نیز یال ها روی جمله از آن جای هر ͬ تواند م و نیست شب΄ه رئوس از
و مشتری بین فواصل مجموع که صفحه روی نقطه p وبر۶٨: وسیله ای چند مساله

ͬ کنند. م کمینه را سرویس د هنده نزدی΁ ترین
کمینه را مشتریان و سرویس دهنده بین فواصل مجموع که شب΄ه روی نقطه ای میانه۶٩:

کند.
را شب΄ه روی نقطه هر و آن بین فواصل مجموع که شب΄ه روی نقطه ای کل٧٠ͬ: میانه
ی΄ͬ لزوماً کلͬ مرکز مساله جواب که است این در میانه مساله با مساله این تفاوت کند. کمینه

گیرد. قرار نیز یال ها روی جمله از آن جای هر ͬ تواند م و نیست شب΄ه رئوس از
تا مشتری بین فواصل مجموع که به گونه ای شب΄ه روی نقطه p استقرار p‐میانه٧١:

گردد. کمینه سرویس دهنده نزدی΄ترین
و مشتری بین فاصله بیشترین که به گونه ای شب΄ه روی نقطه p استقرار p‐مرکز٧٢:

گردد. کمینه سرویس دهنده ها

م΄ان یابی مهم مسایل برخͬ ۴ . ٢
است. آمده پرکاربرد م΄ان یابی مسایل مدل های برخͬ بخش این در

۶۶Maxian
۶٧General Center
۶٨Multi facility Weber Problem
۶٩Median
٧٠General Median
٧١P-median
٧٢P-center



٢٧ م΄ان یابی مهم مسایل برخͬ

پیوسته وسیله ای چند م΄ان یابی مساله ١ . ۴ . ٢
سرویس دهنده چند یا ΁ی م΄ان یافتن به دنبال بعدی) (دو پیوسته م΄ان یابی مسایل به طورکلͬ،

:[٨٨] است زیر به صورت مساله این کلͬ ش΄ل هستند. صفحه روی بر

minW (X) =
m∑
i=١

n∑
j=١

w١ijd(Xi, Aj) +
m−١∑
i=١

m∑
r=i+١

w٢ird(Xi, Xr). (٢ . ١)

سرویس‐ م΄ان مختصات X = (X١, X٢, · · · , Xm) و i = ١, · · · ,m ،Xi = (xi١, xi٢) آن در که
هستند. تقاضا مراکز n مختصات j = ١, · · · , n ،Aj = (aj١, aj٢) و  دهنده ها

هزینه به ترتیب i = ١, · · · ,m− ١, r = i+ ١, · · · ,m ،w٢ir و i = ١, · · · ,m, j = ١, · · · , n ،w١ij
سرویس دهنده از کالا انتقال هزینه و ام ‐j تقاضای مرکز به ام ‐i سرویس دهنده از کالا انتقال
بین فاصله به ترتیب d(Xi, Xr) و d(Xi, Aj) همچنین هستند. ام ‐r سرویس دهنده به ام ‐i

r‐ام و ام ‐i سرویس دهͬ مرکز دو بین فاصله و ام ‐j تقاضای مرکز و ام ‐i سرویس دهنده
هستند.

تبدیل زیر وسیله ای تک مساله به ٢ . ١ مساله این صورت در ،m = ١ که شود فرض اگر
ͬ شود: م

minW (X) =
n∑

j=١
wjd(X,Aj). (٢ . ٢)

تک مساله به که است پیوسته م΄ان یابی مسایل شده ترین شناخته از ی΄ͬ اخیر مساله
یافتن هدف است. موجود صفحه در نقطه n مساله این در است. معروف وبر ‐ فرما وسیله ای
کمینه بهینه نقطه تا موجود نقاط فواصل کل مجموع به  طوری΄ه است صفحه در جدید نقطه ای
دورترین تا X وزنͬ فاصله که باشد به گونه ای X کردن پیدا هدف اگر همچنین .[٨٨] شود
به صورت که گویند مینیماکس وسیله ای تک مساله را مساله آن گاه شود، کمینه موجود نقطه

است: زیر
min max

i=١,...,nwid(X,Ai).

میهل .[١٣٨] کرد ارائه وبر ‐ فرما مساله حل برای تکراری روشͬ وایزفیلد٧٣ ١٩٣٧ سال در
وسیله ای چند م΄ان یابی مساله برای را وایزفیلد تکراری ال·وریتم بار اولین برای ١٩۵٨ سال در
نرم با وسیله ای چند مساله فرانسیس٧۴ ١٩۶۴ سال در .[٨٨] داد گسترش اقلیدسͬ نرم با
در م΄ان یابی به ١٩٧١ سال در لاو٧۶ و وسولوزک٧۵ͬ .[۵۴] داد قرار بررسͬ مورد را مستطیلͬ
همچنین .[١۴٠] پرداختند مستطیلͬ نواحͬ و نقاط مقاصد بین در مستطیلͬ فاصله با صفحه
در .[١٣٩] نمود بیان را صفحه در بهینه خط م΄ان یابی مساله ١٩٧۴ سال در وسولوزکͬ

٧٣Weiszfeld
٧۴Francis
٧۵Wesolowsky
٧۶Love



م΄ان یابی مفاهیم بر مقدمه ای ٢٨
.[۴٣] کردند بررسͬ را کروی ͹سط روی م΄ان یابی مساله وسولوزکͬ و درزنر٧٧ ١٩٧٨ سال
ادامه را زمینه این در مطالعه محققان و پژوهش·ران از برخͬ نیز اخیر سال های در همچنین

.[٢٩ ،٢٢] است شده جدیدی نتایج حصول به منجر که دادند
حالت و گیرند قرار موجود نقاط در ͬ تواند م تنها جدید وسائل م΄ان گسسته حالت در
نیز جدید وسائل م΄ان و داشته قرار شب΄ه ΁ی روی موجود نقاط که است وقتͬ آن از خاصͬ
یا و مجموع کمترین به صورت هدف تابع وقتͬ حالت این در باشند. شب΄ه از نقطه ای باید
پیدا هدف اگر همچنین ͬ نامند. م مرکز و میانه مساله را مساله ترتیب به است، مینیماکس
نامیده ‐مرکز p و ‐میانه p مسایل ترتیب به مسایل این آنگاه باشد، جدید وسیله p م΄ان کردن

ͬ شوند. م

آن ریاضͬ مدل و p‐میانه مساله ٢ . ۴ . ٢
سرویس دهنده ‐p شامل مجموعه ΁ی کردن پیدا هدف شب΄ه ها، روی میانه ‐p مساله در
E یال های مجموعه و V راس های مجموعه با N = (V,E) شب΄ه روی X = {x١, x٢, ..., xp}
تا مجموعه این وزنͬ فواصل مجموع باشد، wi وزن دارای vi راس هر اگر که طوری به است

یعنͬ: شود، مینیمم N شب΄ه روی راس های
min
X∈N

F (X) =
∑
vi∈V

wid(X, vi)

vj و vi راس دو بین مسیر کوتاه ترین اندازه d(vi, vj) و d(X, vi) = minxj∈V d(xj , vi) آن در که
است.

میانه ‐p فوق مساله باشد، یال) یا راس (روی شب΄ه از نقطه ای هر بتواند x ∈ X ͬ که حالت در
باشد، نظر مورد راس ها روی فقط میانه نقاط کردن پیدا هدف اگر اما ͬ شود، م نامیده مطلق

نامند. راسͬ میانه ‐p را مساله
مساله جواب های مجموعه در رأس p از متش΄ل مجموعه ΁ی حداقل [۶٣] .١ . ۴ . ٢ قضیه

دارد. وجود مثبت) راس های وزن (با p‐میانه

و [٧٨] است سخت ‐NP مساله ΁ی میانه ‐p مساله که دادند نشان ح΄یمͬ و کریو٧٨
مختلفͬ روش های هم چنین، ͬ باشد. م زیاد مساله این زمانͬ پیچیدگͬ بزرگ، های p برای لذا

.[٨٩ ،١٢۶ ،٧٨] است شده ارائه میانه ‐p مسایل حل برای

مرکز ‐ p م΄ان یابی مساله ٣ . ۴ . ٢
X = {x١, x٢, ..., xp} (مرکزها) سرویس دهنده p م΄ان تعیین به مرکز ‐p م΄ان یابی مساله
تا تقاضا) (نقاط مشتری هر فاصله ماکزیمم که طوری به ͬ پردازد م N = (V,E) شب΄ه روی

٧٧Drezner
٧٨Kariv



٢٩ م΄ان یابی مهم مسایل برخͬ
است: زیر صورت به مساله این هدف تابع شود. مینیمم سرویس دهنده نزدی΁ ترین

min
X∈N

G(X) = max
vi∈V
{wid(X, vi)}

مرکز ‐p فوق مساله باشد، یال) یا راس (روی شب΄ه از نقطه ای هر بتواند x ∈ X ͬ که حالت در
نظر مورد شب΄ه راس های روی فقط مرکز نقاط کردن پیدا هدف اگر اما ͬ شود، م نامیده مطلق
[۵٧] است سخت ‐NP مساله ΁ی نیز مرکز ‐p مساله نامند. راسͬ مرکز ‐p را مساله باشد،

.[١٠۵ ،٧٨] است شده ارائه نیز آن حل برای مختلفͬ ال·وریتم های و





٣ فصل
توافقͬ تک وسیله ای م΄ان یابی مسایل

متقارن زیان تابع تحت

مقدمه ٣ . ١
پیدا افزایش واقعͬ دنیای و محیطͬ مسایل به علاقه  مندی و توجه اخیر، دهه  های طول در
غالباً و شده  اند ایجاد فنّاوری و صنعتͬ پیشرفت  های نتیجه در عمدتاً مسایل این است. کرده

ͬ  آورند. م دنبال به را زیست محیطͬ مش΄لات و محیط در منفͬ تأثیرات
اثرات مشتریان، تقاضای و خدمات تأمین وجود با که سرویس دهنده ΁ی استقرار مانند مسایلͬ
و هسته  ای تشعشعات شلوغͬ، بد، بوی سمͬ، گازهای گردوخاک، سروصدا، مثل نامطلوبی
چنین احداث مورد در تصمیم  گیری هستند. دسته این از ͬ  کند، م تحمیل مشتریان بر را غیره
نیز آن  ها تعداد و بوده دشواری و پیچیده کار زندگͬ، و واقعͬ دنیای در سرویس  دهندگانͬ
تأثیرات هم و مثبت تأثیرات دارای هم که سرویس  دهندگانͬ چنین م΄ان یابی است. قابل توجه

است. شده نام گذاری توافقͬ م΄ان یابی هستند، مشتریان روی بر منفͬ
استفاده با که واقعͬ دنیای در مسایل از بسیاری وجود و موضوع اهمیت به توجه با بنابراین
مساله ΁ی بررسͬ به فصل این در ͬ  شوند، م مدل ریاضͬ به صورت توافقͬ م΄ان یابی مفهوم از

ͬ  شود. م پرداخته توافقͬ تک وسیله  ای م΄ان یابی
بیان تحقیق پیشینه و نظری مبانͬ دوم، بخش در است. شده تهیه بخش ͷپن در فصل این



متقارن زیان تابع تحت توافقͬ تک وسیله ای م΄ان یابی مسایل ٣٢
خطای توابع گرفتن نظر در با توافقͬ تک وسیله  ا ی م΄ان یابی مساله سوم، بخش در ͬ  شود. م
در جواب وجود برای قضایایی چهارم، بخش در ͬ  شود. م مدل  سازی ریاضͬ به صورت مختلف،
گاوس‐ ،١(WLA) شبه وایزفیلد  ال·وریتم های آن  ها حل برای و اثبات پیشنهادی، مدل  های
نیز پایانͬ بخش در ͬ  شود. م بیان ٣(ICA) استعماری رقابت فراابتکاری و ٢ (GN) نیوتن
ͬ  شوند. م تحلیل و بررسͬ عددی مثال چندین روی چهارم و سوم بخش در ارائه شده مدل  های

تحقیق پیشینه و نظری مبانͬ ٣ . ٢
که سرویس  دهنده  هایی اندازه و تعداد مورداستفاده، فواصل هدف، توابع در م΄ان یابی مسایل
و جيا ژونگ هونگ هستند. متفاوت دی·ر عامل چندین در همچنین و شوند تأسیس باید
معرفͯ هستند، مؤثر تسهيلات م΄ان یابی مدل  هاي دسته  بندي در كه را عامل هشت هم΄اران
تسهيلات، خصوصيات جغرافيايي، مشخصات از: عبارت اند عامل هشت اين .[٧٢] كردند
ورودي. مولفه هاي و زمانͯ افق عرضه، زنجيره انواع تقاضا، ال·وهاي حل، روش اهداف،
گوناگون مدل  های شاخص  ها، این از ΁ی هر از استفاده با و هدف نوع به بسته بنابراین،
مسایل از خاصͬ نوع پیوسته م΄ان یابی مسایل ازاین رو، ͬ  آید. م دست به م΄ان یابی مساله
است. صفحه روی سرویس دهنده چند یا ΁ی م΄ان یافتن هدف آن  ها در که هستند م΄ان یابی
تک وسیله  ای م΄ان یابی مساله پیوسته، م΄ان یابی مسایل مهم ترین و شناخته شده ترین از ی΄ͬ
در جدید نقطه  ای یافتن هدف و بوده موجود صفحه در نقاطͬ مساله  این در است. فرما‐وبر

.[٨٨] شود کمینه جدید نقطه تا موجود نقاط فواصل کل مجموع به طوری که است؛ صفحه
کرد. بیان (٣ . ١) رابطه به صورت ͬ  توان م را فرما–وبر مساله ΁ی ریاضͬ مدل

Min
n∑

i=١
wid(X,Ai). (٣ . ١)

wi است. Ai تقاضای نقاط و X سرویس  دهنده بین فاصله d(X,Ai) از منظور (٣ . ١) رابطه در
را وبر م΄ان یابی مساله از گوناگون نمونه  های است. Ai تقاضای نقطه هر به مربوط وزن نیز
ال·وريتم ΁ی ١٩٣٧ سال در وایزفیلد نمود. مشاهده [١٣٠] و [٣٣] ،[٢۴] ͽمراج در ͬ  توان م

.[١٣٨] کرد ارائه فرما‐وبر مساله حل برای گرادیانͬ
مسایل گوناگون مدل  های حل برای وایزفیلد ال·وریتم از محققان از بسیاری ادامه، در
براي را وايزفيلد ال·وریتم ١٩۵٨ سال در ميهل۴ مثال، به طور نمودند. استفاده م΄ان یابی
در هم΄اران و ايستر۵ .[٩٢] داد گسترش اقليدسͯ نرم با و چندوسیله ای م΄ان یابی مسایل
م΄ان یابی مسایل براي هيپربولوئيد تقريبي روش از استفاده با را وايزفيلد ال·وریتم ١٩٧٣ سال

١Weiszfeld-Like Algorithm
٢Gauss Newton Algorithm
٣Imperialist Competitve Algorithm
۴Miehle
۵Eyster



٣٣ تحقیق پیشینه و نظری مبانͬ
در نيز وردين۶ͯ و موريس .[۴٨] دادند گسترش اقليدسͯ و خطͯ نرم هاي با چندوسیله ای
براي را وايزفيلد ال·وریتم مجزا، مقالاتͯ در ترتیب به ١٩٨١ سال در موريس و ١٩٧٣ سال
مسایل براي شبه وايزفيلد ال·وریتم  هايي و دادند قرار موردبحث ،ℓp نرم با م΄ان یابی مسایل
حل برای را وایزفیلد ال·وریتم ٢٠٠١ سال در ژانگ٨ و واردی٧ .[١٠٠] [٩٩] کردند ارائه خود
مقاله ای در هم΄اران و بریمبرگ٩ ٢٠٠٩ سال در بعدها .[١٣٣] کردند اصلاح فرما‐وبر مساله
نرم  های تحت و مجموع کمترین هدف تابع با تک وسیله  ای مساله ΁ی برای را وایزفیلد ال·وریتم
ال·وریتم ٢٠١٠ سال در ايسرائيل١١ بن و لايجن١٠ همچنین .[٢۵] دادند گسترش ℓp ترکیبی
٢٠١۴ سال در نیز فتحعلͬ .[٧۴] دادند قرار مورداستفاده تخصيص مسایل براي را وايزفيلد
کرد حل شبه وایزفیلد ال·وریتم ΁ی ارائه با را صفحه در چندوسیله ای پشتيبان م΄ان یابی مساله

.[۵١]

براي زيادي بسيار تلاش های اخير دهه  هاي طول در که داشت توجه بايد دی·ر طرف از
انجام ͯ  گيرند، م نظر در را واقعͯ دنياي از بيشتري مشخصه  هاي که م΄ان یابی  مدل  هاي ايجاد
دارد، وجود شهری زندگͬ در و واقعͬ دنیای در که مسایلͬ کاربردی ترین از ی΄ͬ است. گرفته
مشتریان روی بر منفͬ تأثیرات و مثبت تأثیرات دارای که است سرویس دهندگانͬ م΄ان یابی
که خصوصیت این گرفتن نظر در با را وبر م΄ان یابی مساله ΁ی هم΄اران و فتحعلͯ هستند.
قرار بررسͬ مورد باشد، نامطلوب و مطلوب تأثیرات دارای هم زمان ͬ  تواند م سرویس  دهنده ΁ی
نقطه هر براي مساله اين در آن ها .[۵٣] نامیدند توافقͬ م΄ان یابی مساله را مساله این و دادند
با برابر را تقاضا نقاط و جديد تسهيلات بين فاصله و گرفته نظر در را توافقͬ شعاع ΁ي تقاضا،
مربع هندسͬ روش از استفاده با آن  ها کردند. تعيين تقاضا نقطه هر با متناظر توافقͬ شعاع
سپس دادند. پیشنهاد اقلیدسͬ نرم تحت مساله حل برای ال·وریتمͬ ١٢΁کوچ مربع بزرگ
وزنͬ مجموع کمینه کردن هدف با مساله برای خطͬ برنامه  ریزی مدل ΁ی فتحعلͬ و جمالیان
مجموع کمینه کردن مساله بررسͬ به جمالیان و فتحعلͬ اخیراً کردند. ارائه خطا، قدرمطلق
نامیدند ١٣(GSWLP) توافقͬ مربعͬ وبر م΄ان یابی مساله را آن و پرداخته خطا مربعات
اقلیدسͬ نرم تحت فوق مساله حل به پرندگان شبیه  سازی ال·وریتم از استفاده با آن  ها .[۵٢]

پرداختند.

۶Verdini
٧Vardi
٨Zhang
٩Brimberg

١٠Iyigun
١١Ben-Israel
١٢ big Square Small square
١٣Goal Square Weber Location Problem



متقارن زیان تابع تحت توافقͬ تک وسیله ای م΄ان یابی مسایل ٣۴

ℓp نرم با توافقͬ وسیله ای تک م΄ان یابی مساله ٣ . ٣
مساله بیان ٣ . ٣ . ١

است شده گرفته نظر در توافقͬ شعاع ΁ی مشتری هر برای توافقͬ، م΄ان یابی مساله ΁ی در
مشتریان تا آن  ها فاصله به طوری که است؛ سرویس دهندگان برای م΄انͬ کردن پیدا هدف و
مم΄ن واقعیت در آن جایی  که از اما باشد. مشتری هر با متناظر توافقͬ شعاع با برابر دقیقاً
نقاط تا آن فاصله که ͬ شود م برآورد چنان (نقطه) م΄ان این نشود، پیدا نقطه  ای چنین است
برآوردشده، م΄ان این انتخاب شود. ΁نزدی متناظر توافقͬ شعاع  های به ام΄ان حد تا تقاضا،
مساله، این در هدف داشت. خواهد پی در ایده  آل نقطه به نسبت را (خطایی) زیان  هایی و ضرر

است. صفحه در م΄ان این انتخاب از ناشͬ زیان کمینه شدن
با شود. احداث شهر ΁ي در فروش·اهͯ باید که کنید فرض موضوع، این از مثالͬ به عنوان
مناطق و شهر مرکز به فروش·اه چه هر جمعيت، توزيع و نحوه شهري، زندگͯ ساختار به توجه
حمل ونقل هزينه متوسط و يافته افزايش ساکنان دسترسͯ ازی΁ طرف باشد، ́ تر نزدي پرجمعیت
فروش·اه احداث دي·ر، طرف از و ͯ شود م برآورده خوبي به مشتريان تقاضاي و شده کاسته آن ها
داشت. خواهد پي در و...) ماليات و زمين (خريد زيادي هزينه  هاي جاي·اه  هايي چنين در
دشواري و پيچيده کار واقعͯ دنياي در سرویس دهندگانͬ چنين احداث براي تصميم  گيري
از نزدي΄ͯ و دوري براي توافقͬ) (شعاع مشترک کران ΁ي مسایل، اين مدل  سازي براي است.
و مشتریان رضایت جلب برای معیاری مشترک، کران این که ͬ  شود م گرفته نظر در شهر مرکز
کمترین هدف با مساله شهر، مرکز از فاصله برای مشخص کران ΁ی تعیین با لذا است؛ مدیران
این از دوری خطای میزان حقیقت، در ͬ شود. م مدل مذبور کران  های از فاصله خطای مجموع
مختلف شعاع  های برای و تقاضا نقطه ͷپن برای مساله گرافی΄ͬ نمایش ͬ شود. م کمینه کران

است. شده داده نشان ٣ . ١ ش΄ل در

مساله مدل سازی ٣ . ٣ . ٢
هر با متناسب که باشد موجود صفحه در A١, ..., An (مشتریان) تقاضای نقطه n کنید فرض
با صورت این در دارد. وجود wi مثبت وزن ΁ی و Ri توافقͬ شعاع ΁ی ،Ai تقاضای نقطه
است؛ جدید م΄ان ΁ی یافتن هدف توافقͬ، تک وسیله  ای م΄ان یابی مساله تعریف به توجه
شعاع با برابر ام΄ان حد تا ،Ai تقاضای نقاط و جدید نقطه این بین وزنͬ فاصله به طوری که
کنید فرض شود. کمینه کران این از دوری خطای میزان باید حقیقت در شود. Ri توافقͬ
باید که باشد مجهولͬ م΄انͬ مختصات X = (x, y) و تقاضا نقاط مختصات Ai = (ai, bi) که
توافقͬ وسیله  ای تک م΄ان یابی مساله صورت این در شود، م΄ان یابی موردنظر سرویس  دهنده



٣۵ ℓp نرم با توافقͬ وسیله ای تک م΄ان یابی مساله

توافقͬ م΄ان یابی مساله گرافی΄ͬ نمای :٣ . ١ ش΄ل

ͬ  شود: م مدل سازی (٣ . ٢) رابطه به صورت ℓp نرم با
min f(X) =

n∑
i=١

wi.e (d(X,Ai)−Ri) (٣ . ٢)

است Ai تقاضای نقطه با متناظر توافقͬ شعاع ،Ri ،Ai تقاضای نقطه هر به مربوط وزن wi که
ℓp نرم تحت نقطه دو بین فاصله d(X,Ai) که ͬ  کند م بیان را خطا مفهوم e (d(X,Ai)−Ri) و

یعنͬ: است؛
d(X,Ai) = (|x− ai|p + |y − bi|p)

١
p . (٣ . ٣)

شود، گرفته نظر در خطا مربعات مجموع تابع به صورت ،(٣ . ٢) رابطه در خطا تابع اگر حال
ͬ  آید: م بدست (۴ . ٣) ش΄ل به خطا مربعات مجموع با توافقͬ تک وسیله  ای م΄ان یابی مساله

min f(X) =
n∑

i=١
wi. (d(X,Ai)−Ri)

٢ (۴ . ٣)

این در شود، گرفته نظر در قدرمطقͬ خطای تابع ΁ی ،e (d(X,Ai)−Ri) خطای تابع اگر و
ͬ  شود: م مدل سازی (۵ . ٣) ش΄ل به مطلق قدر خطای مجموع با مساله صورت،

f(X) =

n∑
i=١

wi. |d(X,Ai)−Ri| (۵ . ٣)

هستند بهینه جواب دارای (۵ . ٣) و (۴ . ٣) هدف توابع با توافقͬ تک وسیله  ای م΄ان یابی مسایل
است. برقرار آن ها برای ٣ . ٣ . ٢ و ٣ . ٣ . ١ قضایای و

دهید قرار .٣ . ٣ . ١ تعریف amin = min{ai −Ri|i = ١, ..., n}
amax = max{ai +Ri|i = ١, ..., n} ,

 bmin = min{bi −Ri|i = ١, ..., n}
bmax = max{bi +Ri|i = ١, ..., n}



متقارن زیان تابع تحت توافقͬ تک وسیله ای م΄ان یابی مسایل ٣۶
و RH٣ = (amax, bmax) ،RH٢ = (amin, bmax) ،RH١ = (amin, bmin) نقاط مجموعه همچنين
فوق نقاط مجموعه مستطيلͯ گسترش یافته پوسته ب·يريد. نظر در را RH۴ = (amax, bmin)

تعریف مختصات محورهای موازی اضلاع با نقاط این شامل مستطیل کوچ΄ترین صورت به
ͬ شود. م

گسترش یافته پوسته در (۴ . ٣) توافقͬ تک وسيله  اي م΄ان یابی مساله بهينه جواب .٣ . ٣ . ١ قضیه
دارد. قرار نقاط مستطيلͯ

قرار RH۴ و RH٣ ،RH٢ ،RH١ نقاط مستطيلͯ پوسته از خارج X = (x, y) کنيد فرض برهان.
ͬ شود: م نتیجه X ′ = (amax, y) اگر x؛ > amax کنيد فرض اول، حالت در باشد. داشته

d(X,Ai) = (|x− ai|p + |y − bi|p)
١
p > (|amax − ai|p + |y − bi|p)

١
p = d(X ′, Ai) > Ri

)بنابراین،
(|x− ai|p + |y − bi|p)

١
p −Ri

)٢
>
(
(|amax − ai|p + |y − bi|p)

١
p −Ri

)٢

X = (x, y) لذا و f(X) > f(X ′) که ͬ آید م دست به ،wi ضرایب بودن مثبت به توجه با و
به صورت نيز y > bmax و y < bmin ،x < amin که حالت  هايي براي باشد. بهينه جواب ͯ  تواند نم
جواب بنابراين، باشند. بهينه جواب  هاي ͯ  توانند نم X نقاط که ͬ شود م اثبات مشابه کاملا́

دارد. قرار RH۴ و RH٣ ،RH٢ ،RH١ نقاط از حاصل مستطيلͯ پوسته در مساله بهينه
گسترش یافته پوسته در (۵ . ٣) توافقͬ تک وسيله  اي م΄ان یابی مساله بهينه جواب .٣ . ٣ . ٢ قضیه

دارد. قرار Ai = (ai, bi) نقاط مستطيلͯ
قرار RH۴ و RH٣ ،RH٢ ،RH١ نقاط مستطيلͯ پوسته از خارج X = (x, y) کنيد فرض برهان.

آن گاه: X ′ = (x, bmax) اگر ،y > bmax کنيد فرض اول، حالت در باشد. داشته
d(X,Ai) = (|x− ai|p + |y − bi|p)

١
p > (|x− ai|p + |bmax − bi|p)

١
p = d(X ′, Ai) > Ri

−x|)∣∣∣بنابراین، ai|p + |y − bi|p)
١
p −Ri

∣∣∣ > ∣∣∣(|x− ai|p + |bmax − bi|p)
١
p −Ri

∣∣∣
ͬ آید: م دست به wi ضرایب بودن مثبت به توجه با و

n∑
i=١

(
wi

∣∣∣(|x− ai|p + |y − bi|p)
١
p −Ri

∣∣∣) >
n∑

i=١

(
wi

∣∣∣(|x− ai|p + |bmax − bi|p)
١
p −Ri

∣∣∣)
بهينه جواب ͯ  تواند نم X = (x, y) بنابراين، و f(X) > f(X ′) که ͬ شود م گرفته نتیجه پس
اثبات مشابه کاملا́ به صورت نيز y < bmin و x < amin ،x > amax که حالت  هايي براي باشد.
جواب که ͬ گیریم م نتيجه بنابراين، باشند. بهينه جواب  هاي ͬ توانند نم X نقاط که ͬ  شود م

دارد. قرار RH۴ و RH٣ ،RH٢ ،RH١ نقاط از حاصل مستطيلͯ پوسته در مساله بهينه



٣٧ توافقͬ وسیله ای تک م΄ان یابی مساله حل ال·وریتم های
هستند. نامحدب (۵ . ٣) و (۴ . ٣) م΄ان یابی مسایل هدف توابع .٣ . ٣ . ١ لم

[۵٣] برهان.
هر در است مم΄ن (۵ . ٣) و (۴ . ٣) م΄ان یابی مسایل هدف توابع مشتقات .٣ . ٣ . ١ ملاحظه

نباشند. شده تعريف صفحه از جايي

وسیله ای تک م΄ان یابی مساله حل ال·وریتم های ۴ . ٣
توافقͬ

شبه وایزفیلد، ال·وریتم سه از استفاده با (۴ . ٣) وسیله  ای تک م΄ان یابی مساله بخش، این در
مشابه نیز (۵ . ٣) م΄ان یابی مساله ͬ شود. م حل استعماری رقابت فراابتکاری و گاوس‐نیوتن

شد. خواهد حل (۴ . ٣) مساله

شبه وايزفيلد ال·وريتم ١ . ۴ . ٣
شرط از ͬ افتد م اتفاق X∗ =

(
X∗١ , X∗٢

) پذیر مشتق نقطه در (۴ . ٣) بهینه جواب که این فرض با
داریم: بهینگͬ لازم

∂F (X∗)

∂Xk
= ٢

n∑
i=١

wi (d (X
∗, Ai)−Ri) sign (X∗

k − aik) |X∗
k − aik|p−١

d(X∗, Ai)
p−١ = ◦, k = ١,٢

بدست sign (X∗
k − aik) |X∗

k − aik| = X∗
k − aik که این به توجه با .Ai = (ai١, ai٢) آن در که

ͬ آوریم: م

X∗
k =

n∑
i=١

wi(d(X
∗,Ai)−Ri)|X∗

k−aik|p−٢
aik

d(X∗,Ai)
p−١

n∑
i=١

wi(d(X∗,Ai)−Ri)|X∗
k−aik|p−٢

d(X∗,Ai)
p−١

k = ١,٢ (۶ . ٣)

(۶ . ٣) معادله طرفین در X(t+١) و X(t) جای گذاری و ثابت نقطه ΁تکنی از استفاده با بنابراین
ͬ آوریم: م بدست را زیر تکراری دنباله

X
(t+١)
k =

n∑
i=١

wi(d(X(t),Ai)−Ri)
∣∣∣X(t)

k −aik

∣∣∣p−٢
aik

d(X(t),Ai)
p−١

n∑
i=١

wi(d(X(t),Ai)−Ri)
∣∣∣X(t)

k −aik

∣∣∣p−٢

d(X(t),Ai)
p−١

k = ١,٢ (٣ . ٧)

حالت در X(t) = Ai برای همچنین و p ≤ ٢ حالت در X
(t)
k = aik وقتͬ (٣ . ٧) تکراری دنباله

نظر در f (X) جای به را fh(X) هموار تقریب مش΄ل این ͽرف برای است. نشده تعریف p > ٢



متقارن زیان تابع تحت توافقͬ تک وسیله ای م΄ان یابی مسایل ٣٨
است: گرفته قرار استفاده مورد [٨٨] در بار اولین برای ایده این ͬ گیریم، م

min fh(X) =
n∑

i=١
wi

(
d′ (X,Ai)−Ri

)٢ (٣ . ٨)

کوچ΄ͬ مثبت عدد ϵ و d′ (X,Ai) =

((
(X١ − ai٢(١ + ε

) p٢
+
(
(X٢ − ai٢(٢ + ε

) p٢
) ١

p آن، در که
است.

مربعات مجموع با و ℓp نرم با توافقͬ تک وسیله ای مساله تقريب زده شده  هدف تابع .١ . ۴ . ٣ لم
همچنین و است هم·را f(X) يعنͯ اصلͯ مساله هدف تابع به ،fh(X) یعنͬ خطا
∣∣∣fh(X)− f(X)

∣∣∣ ≤ ۴ ١
p ϵ

 n∑
i=١

wi

+ ٢ p+١
p ϵ٠٫۵

 n∑
i=١

(wiRi)

 (٣ . ٩)

ͬ آید: م دست به (٣ . ٨) و (۴ . ٣) از برهان.
∣∣∣fh(X)− f(X)

∣∣∣ =∣∣∣∣∣∣∣
n∑

i=١

wi

(((x− ai)
٢ + ϵ

) p٢ +
(
(y − bi)

٢ + ϵ
) p٢
) ١

p

−Ri

٢−
n∑

i=١

(
wi

(
(|x− ai|p + |y − bi|p)

١
p −Ri

)٢)∣∣∣∣∣∣∣
نتیجه مينکوفس΄ͯ نامساوي از استفاده با و s٣ = ϵ٠٫۵ ،s٢ = y− bi ،s١ = x− ai دادن قرار با
،ϵ→ ٠ وقتͬ بنابراین .∣∣fh(X)− f(X)

∣∣ ≤ ۴ ١
p ϵ

(
n∑

i=١
wi

)
+٢ p+١

p ϵ٠٫۵
(

n∑
i=١

(wiRi)

)
که ͬ شود م

.max
{∣∣fh(X)− f(X)

∣∣}→ ٠ که ͬ  شود م نتیجه
داریم: (٣ . ٨) مساله برای بهینگͬ لازم شرط از

∂F (X∗)

∂Xk
= ٢

n∑
i=١

wi (d
′ (X∗, Ai)−Ri) (X

∗
k − aik)((

X∗
k − aik

)٢
+ ε
)١− p٢

d′(X∗, Ai)
p−١ = ◦ k = ١,٢ (٣ . ١٠)

داریم: d′′′ (Xk, aik) =
(
(Xk − aik)

٢ + ε
)١− p٢ و d′′ (X,Ai) = d′(X,Ai)

p−١ فرض با

X∗
k =

n∑
i=١

wi(d
′(X∗,Ai)−Ri)aik

d′′′(X∗
k ,aik)d′′(X∗,Ai)

n∑
i=١

wi(d′(X∗,Ai)−Ri)

d′′′(X∗
k ,aik)d′′(X∗,Ai)

k = ١,٢ (٣ . ١١)

ͬ آید: م بدست زیر تکراری دنباله ثابت نقطه ΁تکنی از استفاده با

X
(t+١)
k =

n∑
i=١

wi(d′(X(t),Ai)−Ri)aik
d′′′
(
X

(t)
k ,aik

)
d′′(X(t),Ai)

n∑
i=١

wi(d′(X(t),Ai)−Ri)
d′′′
(
X

(t)
k ,aik

)
d′′(X(t),Ai)

k = ١,٢ (٣ . ١٢)



٣٩ توافقͬ وسیله ای تک م΄ان یابی مساله حل ال·وریتم های
رابطه است. شده تعریف X(t) = Ai و X

(t)
k = aik در (٣ . ١٢) تکراری دنباله که است ͹واض

نوشت: زیر صورت به ͬ توان م را (٣ . ١٢)(
X

(t+١)
١ , X

(t+١)
٢

)
=
(
X

(t)

١ , X
(t)

٢
)
− ١

W ′∇f
(
X

(t)

١ , X
(t)

٢
) (٣ . ١٣)

آن در که
W ′ = ٢

n∑
i=١

wi

(
d′
(
X(t), Ai

)
−Ri

)
d′′′
(
X(t), aik

)
d′′
(
X(t), Ai

) .
و دارد قرار کاهش تندترین خط روی (X(t+١)

١ , X
(t+١)
٢

) آن گاه W ′ > ◦ اگر .١ . ۴ . ٣ ملاحظه
W ′ > ◦ اگر بنابراین دارد. قرار افزایش تندترین خط روی (X(t+١)

١ , X
(t+١)
٢

) آن گاه W ′ < ◦ اگر
شروع نقطه عنوان به ٢(X(t)

١ , X
(t)

٢
)
−
(
X

(t+١)
١ , X

(t+١)
٢

) از W ′ < ◦ اگر و (X(t+١)
١ , X

(t+١)
٢

) از
احتمال البته است، نشده تعریف بعدی تکرار W ′ = ◦ که وقتͬ ͬ کنیم. م استفاده بعد تکرار

ͬ باشد. م کم بسیار W ′ = ◦ که این
ͬ شود. م اثبات و بیان (٣ . ١٢) برای زیر لم سه

است. ∂fh(X(t))
∂X = ٠ آن گاه باشد، X(t+١) = X(t) اگر .٢ . ۴ . ٣ لم

صورت، این در باشد، ،X(t+١) = X(t) اگر ،١ . ۴ . ٣ ملاحظه و (٣ . ١٣) رابطه به توجه با برهان.
است. ∂fh(X(t))

∂X = ٠ درنتیجه، و d(t)
T

.∂f
h(X(t))
∂X = ٠

است. fh(X(t+١)) < fh(X(t)) آن گاه باشد، X(t+١) ̸= X(t) اگر .٣ . ۴ . ٣ لم
صورت، این در ،X(t+١) ̸= X(t) اگر ،١ . ۴ . ٣ ملاحظه و (٣ . ١٣) رابطه به توجه با برهان.
dT .∇fh(X(t)) < ٠ که ͬ  شود م گرفته نتیجه d = −∂fh(X(t))

∂X دادن قرار با است. ∂fh(X(t))
∂X ̸= ٠

.fh(X(t+١)) < fh(X(t)) لذا و
X(t+١) = X(t) آن گاه fh(X(t+١)) = fh(X(t)) اگر .۴ . ۴ . ٣ لم

غیرکاهشͬ مسیر ΁ی d(t) مسیر ،t هر برای که است معنͬ بدین fh(X(t+١)) = fh(X(t)) برهان.
.X(t+١) = X(t) که ͬ شود م گرفته نتیجه ٣ . ۴ . ٣ لم از و است

ͬ شود. م بیان زیر به صورت شبه وایزفیلد ال·وریتم گفته شده مطالب به توجه با
(WLA) شبه وایزفیلد ۴ ال·وریتم

.k = ٠ بده قرار و کن انتخاب بهینه جواب از اولیه تقریب ΁ی ،X(٠) :١
بده: انجام را زیر کارهای توقف، شرط نشدن برآورده زمان تا :٢

کن. محاسبه (٣ . ١٢) رابطه از را X(t+١) :٣
.k + ١→ k بده قرار صورت، این غیر در شو؛ متوقف ∣∣∣f (k)

h − f
(k−١)
h

∣∣∣ < e اگر :۴



متقارن زیان تابع تحت توافقͬ تک وسیله ای م΄ان یابی مسایل ۴٠
در صفر وقوع ام΄ان (٣ . ١٢) و (٣ . ٧) تکراری دنباله های اساسͬ مش΄ل که شود توجه
نقطه به ΁نزدی X(t) وقتͬ همچنین ͬ شود. م روش ناپایداری باعث که است آن ها مخرج
ͬ دهند. نم نشان خود از خوبی رفتارهای تکراری دنباله دو هر شود Ai بهینه غیر و موجود
روش های توافقͬ، م΄ان یابی مساله حل برای وایزفیلد روش بر مبتنͬ روش هایی که آنجا از
حاضر مساله حل برای نیوتن گاوس– کارای ال·وریتم ادامه در منظور بدین نیستند پایداری
نتایج نیوتن، گاوس– ال·وریتم از به دست آمده جواب  های درستͬ بررسͬ برای و ͬ  شود م بیان

ͬ  شود. م مقایسه نیز استعماری رقابت فراابتکاری ال·وریتم نتایج با به دست آمده

نيوتن گاوس‐ ال·وريتم ٢ . ۴ . ٣
برای φi (X) =

√٢wi (d
′ (X,Ai)−Ri) دادن قرار با شد، بیان دوم فصل در آن چه به توجه با

در مربعات کمترین مساله ΁ی فرم به (٣ . ٨) توافقͬ م΄ان یابی هموار مساله i = ١,٢, ..., n
ͬ آید: م

min fh (X) =
n∑

i=١
wi

(
d′ (X,Ai)−Ri

)٢
=

١
٢

m∑
i=١

φ٢
i (X) (١۴ . ٣)

کرد: بیان زیر به صورت (١۴ . ٣) مساله حل برای را GN ال·وریتم ͬ  توان م بنابراین
[١٠۵](GN) نیوتن گاوس‐ ۵ ال·وریتم

.k = ٠ بده قرار و کن انتخاب بهینه جواب از اولیه تقریب ΁ی ،X(٠) :١
کن. محاسبه را JT

k Jk و JT
k φk ،Jk = J (Xk) ،φk = φ (Xk) مقادیر :٢

شو؛ متوقف صورت این در ،∥∥JT
k φk

∥∥ < ε١ اگر :٣
کن. حل d = dk برای را JT

k Jkd = −JT
k φk معادله :۴

صورت، این غیر در شو؛ متوقف ،∥dk∥ < ε١ اگر :۵
.٢ گام به انتقال و k + ١→ k و Xk+١ = Xk + αdk ده قرار :۶

استعماری[۵٨] رقابت فراابتکاری ال·وريتم  ٣ . ۴ . ٣
بیان را آن ال·وریتم سپس پرداخته، استعماری رقابت روش معرفͬ به ابتدا بخش این در
با و داده ارائه را ال·وریتم این پیاده سازی از حاصل نتایج عددی نتایج بخش در و ͬ کنیم م

ͬ کنیم. م مقایسه ال·وریتم ها دی·ر
تابع تا ͬ دهند م تغییر به  گونه  ا ی را طراحͬ متغیرهای مقادیر بهينه سازي، ال·وریتم های
گروه دو به به طورکلͯ ͯ توان م را بهينه سازي روش هاي شود. بیشینه يا کمینه موردنظر هدف
حجیم مسایل براي جستجو روش هاي نمود. تقسيم جستجو روش  هاي و گراديانͯ روش هاي
نمونه، به عنوان دارند. زيادي کارايي است، دشوار هدف تابع از گرفتن مشتق که مواردی و



۴١ توافقͬ وسیله ای تک م΄ان یابی مساله حل ال·وریتم های
فراابتکاری ال·وریتم  های از [١٠۶] مقاله در هم΄اران و نوتاش و [١٨] مقاله در گرمه  ای و بشیری
برتری مورد در به صراحت ͬ توان نم هرچند کرده اند؛ استفاده خود م΄ان یابی مسایل حل برای
از ،[٧١] ١۴NFLT نظریه طبق امر این و داد نظر ی΄دی·ر به نسبت بالا تکاملͬ روش  های

است. متفاوت دی·ر مساله به مساله ای

اوليه جمعيت تعدادي با نيز استعماری رقابت ال·وريتم تکاملͯ، ال·وريتم هاي دي·ر همانند
بهترين از تعدادي ͯ شود. م شروع ͯ شوند، م ناميده کشور ΁ي آن ها از هرکدام که تصادفͯ
ͯ شوند. م انتخاب امپرياليست١۵ به عنوان (΁ژنتي ال·وريتم در نخبه ها (معادل جمعيت عناصر
به بسته استعمارگران ͯ شوند. م گرفته نظر در مستعمره١۶ به عنوان نيز جمعيت باقيمانده
امپراتوری، هر کل قدرت ͯ کشند. م خود سمت به خاص ی΁ روند با را مستعمرات اين قدرتشان،
مستعمرات و مرکزي) هسته (به عنوان امپرياليست کشور يعنͯ آن تش΄یل دهنده بخش دو هر به
مجموع به صورت امپراتوری قدرت تعريف با وابستگͯ اين رياضͯ، حالت در دارد. بستگͯ آن،
است. شده مدل آن، مستعمرات قدرت ميانگين از درصدی به اضافه امپرياليست، کشور قدرت
امپراتوری  هر ͯ شود. م شروع آن ها ميان امپرياليستͯ رقابت اوليه، امپراتوری های ش΄ل گيري با
کاهش از حداقل (يا بيفزايد خود قدرت بر و کند عمل موفق استعماري رقابت در نتواند که
΁ي بقاي بنابراين شد. خواهد حذف استعماري رقابت صحنه از کند)، جلوگيري نفوذش
درآوردن سيطره به و رقيب امپراتوری های مستعمرات جذب در آن قدرت به وابسته امپراتوری،
امپراتوری های قدرت بر به تدریج امپرياليستͯ رقابت هاي جريان در نتيجه، در بود. خواهد آن  ها
افزايش براي امپراتوری ها شد. خواهند حذف ضعيف تر امپراتوری های و شده افزوده بزرگ تر
مستعمرات زمان، گذشت با دهند. پيشرفت نيز را خود مستعمرات تا شد خواهند مجبور قدرت
حد ͬ آ  ید. م دست به هم·رايي نوع ΁ي و شد خواهند نزدي΁ تر امپراتوری ها به قدرت لحاظ از
و باشد داشته وجود دنيا در واحد امپراتوری ΁ي که است زمانͯ استعماري، رقابت نهايي

باشند. ΁نزدي خيلͯ امپرياليست کشور خود به موقعيت ازلحاظ مستعمراتش

امپراتوری های ش΄ل دهͬ همچون متغیرهایی و مفاهیم دارای استعماری رقابت ال·وریتم ΁ی
امپرياليست، و مستعمره موقعيت جابجايي امپرياليست، سمت به مستعمره ها حرکت اوليه،
است. هم·رايي و ضعيف امپراتوری های سقوط استعماري، رقابت امپراتوری، ΁ي کل قدرت

نمود: بیان زیر به صورت ͬ  توان م را استعماری رقابت ال·وریتم بنابراین،

١۴No Free Lunch Theorem
١۵Imperialist
١۶Colony



متقارن زیان تابع تحت توافقͬ تک وسیله ای م΄ان یابی مسایل ۴٢
(ICA) استعماری رقابت ال·وريتم ۶ ال·وریتم

تش΄يل اوليه امپراتوری های و شود انتخاب مساله فضای در تصادفͯ نقطه چند :١
شوند؛

شوند؛ داده حرکت امپرياليست کشور سمت به مستعمرات، :٢
از کمتر هزينه اي که باشد داشته وجود امپراتوری  ΁ي در مستعمره اي اگر :٣

شود؛ تعویض هم با امپرياليست و مستعمره جاي باشد، داشته امپرياليست
و امپرياليست هزينه  گرفتن نظر در (با شود محاسبه امپراتوری ΁ي کل قدرت :۴

مستعمراتشان)؛
بيشترين که امپراتوری  به انتخاب شده امپراتوری ضعيف ترين از مستعمره ΁ي :۵

شود؛ داده اختصاص دارد، را تصاحب احتمال
شوند؛ حذف ضعيف امپراتوری های :۶

رجوع ٢ گام به صورت، این  غیر در و توقف داشت، وجود امپراتوری ΁ي تنها اگر :٧
شود.

این است. حاضر پایان نامه در ICA ال·وریتم تنظیم شده مولفه های بیانگر ٣ . ١ جدول
است. قابل تغییر دی·ر مساله به مساله  ای از مولفه ها

(ICA) ال·وریتم تنظیم شده مولفه   های :٣ . ١ جدول
۵٠٠ (Maxit) ال·وریتم تکرار تعداد بیشترین
۵٠ (Ncountry) اولیه کشورهای تعداد
٢ (Nvar) متغیرها تعداد
١٠ (Nimp) اولیه امپراتوری های تعداد
٢ (β) گوناگون جهت  های از استعمارگر به مستعمره ΁ی نزدی΁ شدن ضریب

U(٠, ١) (θ) استعمارگر سمت به حرکت مستقیم مسیر از مستعمره ΁ی انحراف میزان
٠.١ (ξ) مستعمرات متوسط هزينه ضریب
٠.١ انقلاب احتمال

عددی نتايج ۵ . ٣
مدل  های ͬ شود. م پرداخته مطرح شده مسایل از گوناگون مثال  های حل به قسمت این در
ͬ  شوند. م حل ICA ال·وریتم و GN ال·وریتم ،WLA ال·وریتم سه با قبل بخش  های در ارائه شده
با و ΁کوچ ابعاد در مثال  هایی ابتدا پیشنهادی، ال·وریتم   های کارایی درستͬ دادن نشان برای



۴٣ عددی نتايج
حل به سپس و ͬ شود م مقایسه ی΄دی·ر با ها ال·وریتم  جواب  های و شده انتخاب بدیهͬ جواب

ͬ شود. م پرداخته بزرگ مقیاس در مثال  هایی
پردازنده با همراه رایانه ΁ی با و Matlab- R2017b افزار نرم از استفاده با ال·وریتم ها تمامͬ

شده اند. پیاده سازی گی·ابایت ٨ حافظه مقدار و Intel core i7-4510U

نقاط این و باشد wi = ١ ،i = ١,٢, ...,۶ هر برای و باشد n = ۶ شود فرض .١ . ۵ . ٣ مثال
Ri = ١ ،i = ١,٢, ...,۶ هر برای و باشند داشته قرار ١ شعاع و (١و١) مرکز به دایره ΁ی روی
تقاضا نقاط تا آن فاصله که م΄انͬ است بدیهͬ است. آمده ٣ . ٢ جدول در نقاط مختصات باشد.
باشد. مساله بهینه جواب باید ،(١،١) نقطه بنابراین است. دایره مرکز باشد، ΁ی با برابر دقیقاً
مشاهده ICA و GN ،WLA ال·وریتم  های از به دست آمده نتایج در ͬ  توان م را امر این درستͬ

کرد.
wi = Ri = ١ و p = ٢ حالت برای Ai = (ai, bi) تقاضا نقاط مختصات :٣ . ٢ جدول

A١ A٢ A٣ A۴ A۵ A۶
ai ٢ ١ ٠ ١ ٢٢√+٢ ٢٢√+٢
bi ١ ٢ ١ ٠ ٢٢√+٢ ٢٢√−٢

مثال در رسیدند. X = (١, ١) جواب به ICA و GN ،WLA ال·وریتم سه هر بالا، مثال در
است. شده گرفته نظر در ε١ = ١٠−۴ ،GN و WLA ال·وریتم برای بالا

است. تقاضا نقاط وزن و توافقͬ شعاع  های و اولیه نقاط حاوی ۴ . ٣ و ٣ . ٣ جداول .٢ . ۵ . ٣ مثال
نظر در تقاضا نقطه هر برای متفاوت توافقͬ شعاع نوع سه ۴ . ٣ و ٣ . ٣ جداول از ΁ی هر در
جداول داده  های حل از به دست آمده نتایج ترتیب، به ۶ . ٣ و ۵ . ٣ جداول در است. شده گرفته
ͽمرج در که BSSS روش با آن نتایج و است آمده (٣ . ٨) مساله هدف تابع برای ۴ . ٣ و ٣ . ٣
(٣ . ٨) مساله هدف تابع از گوناگون نمای دو ،٣ . ٢ ش΄ل است شده مقایسه است، آمده [۵٣]
نحوه نیز ٣ . ٣ و ۴ . ٣ نمودارهای ͬ  دهد. م نشان I توافقͬ شعاع برای را ٣ . ٣ جدول داده  های با
،II توافقͬ شعاع حالت در و ٣ . ٣ جدول داده  های برای را مساله هدف تابع گرادیان کاهش
از به دست آمده نتایج نیز ۶ . ٣ جدول است. داده نمایش GN و ICA ال·وریتم  های از ΁هری برای
به دست آمده نتایج ٣ . ٧ جدول ͬ کند. م بیان را گوناگون نرم  های به نسبت ۴ . ٣ جدول داده  های
نشان p و n گوناگون مقادیر به نسبت را فصل این در ارائه شده ال·وریتم  های با مساله حل از
روش به نسبت استعماری رقابت و نیوتن گاوس‐ روش های که آن جا از شود توجه ͬ  دهد. م
مربوطه جداول در روش دو این نتایج فقط داده اند، نشان خود از بهتری عمل΄رد وایزفیلد شبه

است. شده گنجانده



متقارن زیان تابع تحت توافقͬ تک وسیله ای م΄ان یابی مسایل ۴۴
p = ٢ حالت برای نقطه ۴ با مساله ΁ی داده های  :٣ . ٣ جدول
(ai, bi, wi) I توافقͬ شعاع II توافقͬ شعاع III توافقͬ شعاع
(٠, ٠, ١) ١ ١ ٢
(١, ٠, ١) ١ ٢ ٢
(٠, ١, ١) ١ ١ ٢
(١, ١, ١) ١ ٢ ٢

Ri = ١ برای نقطه ٣٠ با مساله ΁ی های داده  :۴ . ٣ جدول
(ai, bi, wi) (ai, bi, wi) (ai, bi, wi) (ai, bi, wi) (ai, bi, wi) (ai, bi, wi)

(١,٣,٣) (٧, ١۵,٢) (١۴, ١۵, ١) (٣,٢, ١) (١٠,٨, ١) (٣, ١٠,٢)
(١,۴,٢) (٨,٣, ١) (١۴,٣, ١) (۴,۶, ١) (١٠, ١٠,٣) (٩, ١١,٢)
(٢, ١۵, ١) (٨,۶,٣) (١۴, ١,٢) (۴,٣,٢) (١١,۴,٢) (١۵, ١۵,٢)
(٢,۴,٣) (٨,۵, ١) (١۵,٨,٣) (۶,٨,٣) (١١, ١٣,٣) (٧, ١۴,٢)
(٣,۶,٢) (٨,٢, ١) (١۵, ١٠,٣) (۶, ١١, ١) (١٣,٣, ١) (١٣,٧,٣)

p = ٢ برای ٣ . ٣ جدول داده  های از به دست آمده نتایج :۵ . ٣ جدول
I توافقͬ شعاع II توافقͬ شعاع III توافقͬ شعاع

BSSS X (٠٫۴٩, ٠٫۵١) (−٠٫٩٠, ٠٫۵١) (−١٫۴٢, ٠٫۵١)
f ٠.٣۴ ٠.٠٠ ٠.٩٣

GN X (٠٫۵٠, ٠٫۵٠) (−٠٫٩٠۴٩, ٠٫۵٠) (−١٫۴٢٢٨, ٠٫۵٠)
f ٠.٣۴٣١ ٠.٠٠۴٢ ٠.٩٣٣٠

ICA X (٠٫۴٩٩, ٠٫۵٠) (−٠٫٩٠۴٨, ٠٫۵٠) (٠٫۵١٫−,٠۴١۵١)
f ٠.٣۴٣١١ ٠.٠٠۴١ ٠.٩٢٧۶

(آ)

(ب)
I توافقͬ شعاع و ٣ . ٣ جدول داده  های با (٣ . ٨) مساله هدف تابع از گوناگون نمای دو :٣ . ٢ ش΄ل



۴۵ عددی نتايج

II توافقͬ شعاع با ٣ . ٣ جدول مثال برای GN ال·وریتم هدف تابع گرادیان کاهشͬ نمودار :٣ . ٣ ش΄ل

II توافقͬ شعاع با ۵ . ٣ جدول مثال برای ICA ال·وریتم هدف تابع گرادیان کاهشͬ نمودار :۴ . ٣ ش΄ل

p مختلف مقادیر به نسبت ۴ . ٣ جدول داده  های از به دست آمده نتایج :۶ . ٣ جدول
p fGN fICA GN اجرای زمان ICA اجرای زمان
١ ٣١۵۶.٠ ٣١۵۶.٠٢ ٧.٢٧ ٩۶.۵۵

١.۵ ٢٠٣٣.٧٠ ٢٠٣٣.٧١ ١٨.۵١ ۶۴.٨٢
٢ ١۶۶٨.١ ١۶۶٨.١٢ ٩.٣٣ ٩۵.۶٨
٣ ١۴٠۴.١ ١۴٠۴.١۴ ٩.٨١ ۵١.٨۴
۴ ١٣٠۵.٧ ١٣٠۵.۶٩ ١٣.٢٧ ۶١.٠۴
۵ ١٢۵۶.٨ ١٢۵۶.٧ ١٠.٩۶ ٧۴.٣٧
١٠ ١١٨۵.٠ ١١٨۴.٩ ٨.٢٢ ۵١.۶٣
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p و n مختلف مقدار به نسبت ICA و GN ال·وریتم های از حاصله نتایج :٣ . ٧ جدول

n p fGN GN اجرای زمان fICA ICA اجرای زمان
١٠٠ ١.۵ ٨۴۵٧٠ ١٩.٧٠ ٨۴۵۶٩.٩ ١۶۶.۴٠
١٠٠ ٢ ۶٨٩٩۵ ١٣.۶۶ ۶٨٩٩۵.٢ ١٠۴.١٢
١٠٠ ٣ ۵٨٠۵٧ ١٩.٣٩ ۵٨٠۵۶.٧ ١٢۵.۶٩
٢٠٠ ١.۵ ٢٠۴٠۵٠ ٣٧.٣١ ٢٠۴٠۴۶ ٣۶۵.٩٧
٢٠٠ ٢ ١۶۶٢۵٠ ٢١.٨٣ ١۶۶٢۵۴ ١۵١.٣١
٢٠٠ ٣ ١٣٩٩۴٠ ٣١.۶٧ ١٣٩٩۴٠.١ ٢۵٠.۴٠
٣٠٠ ١.۵ ٢٨٨٧٠٠ ٣٨.٢٧ ٢٨٨۶٩۵.۴ ۴۵٧.١٢
٣٠٠ ٢ ٢٣۴٣١٠ ٢٧.۴٧ ٢٣۴٣١۴.٣ ٣۵٣.٨٣
٣٠٠ ٣ ١٩۵٨۶٠ ٣٧.٢٢ ١٩۵٨۵۵.٧ ۴٢٩.١۶
۵٠٠ ١.۵ ۴۶۶٩٢٠ ۶۴.٠٩ ۴۶۶٩١۶.۴ ۵۴٢.١٠
۵٠٠ ٢ ٣٨١٧٨٠ ۴٧.۵۴ ٣٨١٧٧٩.٢ ۵۵٢.١٠
۵٠٠ ٣ ٣٢١٨٣٠ ۶٣.۶٢ ٣٢١١٧٩.١ ۵٧٣.٢٣
١٠٠٠ ١.۵ ٩٨٢۶٣٠ ١۶١.٣۵ ٩٨٢۶٣١.٣ ٧٨۵.١۴
١٠٠٠ ٢ ٧٩٧١۵٠ ١٣٢.٠۴ ٧٩١۴٨.۴ ۶۵۴.٧۴
١٠٠٠ ٣ ۶۶۶١٧٠ ١۶٩.٩٣ ۶۶۶١٩٨.۴ ٧٢١.١۵

جواب  های که است داده نشان ΁کوچ و بزرگ ابعاد با مثال  هایی حل از به دست آمده نتایج
به طوری که دارند؛ ی΄دی·ر با خوبی بسیار تطابق ICA و GN ال·وریتم  های از به دست آمده
و (۴ . ٣ (نمودار تکرار ١١ در ICA ال·وریتم برای خاص مثال ΁ی برای هدف تابع گرادیان
توجه با بنابراین است. کرده میل صفر سمت به (٣ . ٣ (نمودار تکرار ۶ در GN ال·وریتم برای
لذا است، کمتر به مراتب ICA فراابتکاری ال·وریتم به نسبت GN ال·وریتم اجرای زمان اینکه به
است. برخوردار بیشتری برتری از ICA ال·وریتم به نسبت زمانͬ ازلحاظ گرادیانͬ ال·وریتم این



۴ فصل
تابع تحت توافقͬ وبر م΄ان یابی مسایل

نامتقارن زیان

ی΄سان، اندازه  های با منفͬ خطای و مثبت خطای واقعͬ، زندگͬ موقعیت  های از بسیاری در
جدی  تر است مم΄ن مثبت خطای عبارتͬ به دارند، مادی و اقتصادی متفاوت مفاهیم اغلب
زیان توابع از استفاده صورت این در بنابراین بالعکس، یا و باشد منفͬ خطای از مهم تر یا
موضوع این ΁تفکی به قادر که خطا، مطلق قدر زیان تابع یا خطا مربع زیان تابع مانند متقارن

هستند. نامناسب ͬ  باشند، نم
کم سد، ساز و ساخت در که نمود اشاره مورد این به ͬ  توان م عینͬ مثال ΁ی عنوان به
اثر در است مم΄ن زیرا است آن برآورد بیش از جدی  تر و مهم تر بسیار آب، ͹سط حداکثر برآورد
خارج آن از و آمده بالا آن دیواره از سد پشت آب آسا سیل طوفان ΁ی در آب ͹سط برآورد کم
͹سط حداکثر برآورد بیش ͬ که حال در بیاورد همراه به را زیادی مالͬ و جانͬ خسارت  های و شود
واریان١ باشد. داشته پی در را ساز و ساخت هزینه  های از ناشͬ خسارت است مم΄ن تنها آب
مفید بسیار زیان تابع مستقلات، و املاک مال΄یت ارزیابی در کاربردی مطالعه ΁ی در [١٣۴]
افزایش نمایی صورت به تقریبا صفر، طرف ΁ی در تابع این نمود. معرفͬ را لاینکس٢ نامتقارن

ͬ  کند. م رفتار خطͬ صورت به آن دی·ر سمت در ͬ که درحال ͬ  یابد م
١Varian
٢linex
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باشد θ پارامتر برآوردگر δ که کنید فرض .([١٣۴] لاینکس نامتقارن زیان (تابع ٠ . ١ . ۴ تعریف
شد. معرفͬ زیر صورت به واریان توسط لاینکس محدب زیان تابع دراین صورت .∆ = θ − δ و

E(∆) = bea∆ − c∆− b, a, c ̸= ٠, b > ٠ (١ . ۴)

∆ = ٠ در مینیمم وجود برای همچنین است. E(٠) = ٠ که ͬ  شود م مشاهده بالا رابطه در
بازنویسͬ زیر صورت به را (١ . ۴) رابطه ͬ  توانیم م تبدیل این با بنابراین باشد. ab = c است کافͬ

نمائیم.

E(∆) = b
[
ea∆ − a∆− ١] , a ̸= ٠, b > ٠ (٢ . ۴)

نشان b = ١ فرض با و a از متفاوتͬ مقادیر به  ازای را E(∆) زیان تابع نمودار ۴ . ١آ، ش΄ل
ارزش و نامتقارن کاملا تابع a = ١ به ازای ͬ  شود م مشاهده ۴ . ١آ ش΄ل در که همان طور ͬ  دهد. م
هم چنین است. برقرار آن عکس a = −١ برای و است بیشتر برآورد کم به نسبت برآورد بیش
بنابراین ،ea∆ ≃ ١+a∆+ a٢∆٢

٢ داریم، دراین صورت ب·یریم نظر در را ea∆ تابع نمایی بسط اگر
زیان تابع با چندانͬ اختلاف و است متقارن تقریبا لاینکس زیان تابع ،|a|΁کوچ مقادیر برای

نمود. مشاهده ۴ . ١ب ش΄ل در ͬ  توان م را امر این ندارد. خطا مربع
نمود: بیان زیر صورت به را لاینکس زیان تابع از تعمیمͬ ،[١٠] آرشͬ

E(∆) =
k∑

i=١
bi
[
eai∆i − ai∆i − ١], ai ̸= ٠, bi > ٠,∀i = ١, ..., k (٣ . ۴)

و E′(٠) = ٠ ،E(٠) = ٠ و است محدب زیان تابع این است. ∆ = (∆٢∆,١, ...,∆k)
T آن در که

است. تابع این مینیمم ∆ = ٠

(ب) (آ)
.b = ١ حالت در a مختلف مقادیر به نسبت لاینکس زیان تابع نمودار :١ . ۴ ش΄ل
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نامتقارن زیان تابع تحت توافقͬ وبر م΄ان یابی مساله ١ . ۴
لاینکس

دی·ر، طرف از و هستند نامحدب توابعͬ قدرمطلق و خطا مربعات زیان توابع آن جایی که از
اندازه  هایی با منفͬ و مثبت خطاهای بین ارزش  گذاری به قادر و بوده متقارن زیان توابع این
نامتقارن هم و است محدب تابعͬ هم که لاینکس زیان تابع قسمت این در لذا نیستند، ی΄سان
توافقͬ وبر مساله ΁ی بنابراین ͬ  گیریم. م نظر در توافقͬ وبر مساله برای زیان تابع عنوان به را

ͬ  شود: م مدل بندی زیر صورت به ،ℓp نرم با و لاینکس نامتقارن زیان تابع تحت
fL(X) =

n∑
i=١

wi.
(
ea.(d(X,Ai)−Ri) − a. (d(X,Ai)−Ri)− ١) (۴ . ۴)

اگر ͬ که درحال ͬ  رسیم م نامتقارن کاملا تابع ΁ی به ،a = ±١ گرفتن نظر در با (۴ . ۴) رابطه در
مربعات متقارن زیان تابع مشابه رفتاری لاینکس زیان تابع ب·یریم نظر در ΁کوچ را |a| مقدار
و متقارن توابع مختلف رفتار های ͬ  توان م مختلف مقادیر گرفتن نظر در با بنابراین دارد. خطا

نمود. شبیه  سازی را نامتقارن
با و لاینکس نامتقارن زیان تابع تحت توافقͬ وبر م΄ان یابی مساله بهينه جواب .١ . ١ . ۴ قضیه

دارد. قرار Ai = (ai, bi) نقاط مستطيلͯ يافته گسترش پوسته در ،ℓp نرم
قرار RH۴ و RH٣ ،RH٢ ،RH١ نقاط مستطيلͯ پوسته از خارج ،X̄ = (x̄, ȳ) کنيد فرض برهان.
ȳ > bmax ،x̄ < amin ،x̄ > amax دهد: رخ است مم΄ن حالت چهار دراین صورت، باشد. داشته
اثبات اینجا در نیست. بهینه X̄ حالت هر در که داد نشان ͬ توان م سادگͬ به .ȳ < bmin و

است. مشابه دی·ر حالات اثبات ͬ دهیم. م ارائه را اول حالت
i = ١, ..., n هر برای .X ′ = (amax, ȳ) دهید قرار صورت، این در ،x̄ > amax کنید فرض

داریم
d(X̄, Ai) = (|x̄− ai|p + |ȳ − bi|p)

١
p > (|amax − ai|p + |ȳ − bi|p)

١
p = d(X ′, Ai) > Ri

)بنابراین،
(|x̄− ai|p + |ȳ − bi|p)

١
p −Ri

)
>
(
(|amax − ai|p + |ȳ − bi|p)

١
p −Ri

)
> ٠

نتیجه نمودار مثبت قسمت در لاینکس تابع بودن صعودی و wi ضرائب بودن مثبت به توجه با
ͬ  شود: م

wi.
(
ea.(d(X̄,Ai)−Ri) − a.

(
d(X̄, Ai)−Ri

)
− ١) > wi.

(
ea.(d(X

′,Ai)−Ri) − a.
(
d(X ′, Ai)−Ri

)
− ١)

باشد. بهينه جواب ͯ  تواند نم X̄ بنابراین fL(X̄) > fL(X
′) گرفت نتیجه ͬ  توان م لذا
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هر برای و است محدب لاینکس تابع چون هستیم. (۴ . ۴) مساله بهینه جواب پی در حال

ͬ شود. م حاصل زیر لم بنابراین wi ≥ ٠ ،i = ١, ..., n
است. محدب (۴ . ۴) مساله هدف تابع .١ . ١ . ۴ لم

نرم با (۴ . ٣) مساله داده اند، نشان [۵٣] هم΄اران و فتحعلͬ که همان طور که داریم توجه
برای اما، نباشد. سراسری بهینه موضعͬ، بهینه جواب است مم΄ن و نیست محدب اقلیدسͬ

است. سراسری بهینه موضعͬ، بهینه جواب لاینکس تابع

وایزفیلد شبه‐ روش ١ . ١ . ۴
هموار تقریب از موجود، نقاط در مشتق پذیری منظور به کردیم، بیان قبل فصل در آنچه مطابق

ͬ کنیم. م استفاده fh
L

fh
L(X) =

n∑
i=١

wi.
(
ea.(d

′(X,Ai)−Ri) − a.
(
d′(X̄, Ai)−Ri

)
− ١) (۵ . ۴)

آن در که
d′(X,Ai) =

((
(x− ai)

٢ + ϵ
) p٢

+
(
(y − bi)

٢ + ϵ
) p٢
) ١

p

است. ΁کوچ مثبت عدد ΁ی ϵ و
.١ . ٢ . ۴ لم

lim
ϵ→٠ |f

h
L(X)− fL(X)| = ٠

داریم: مینکوفس΄ͬ نامساوی از استفاده با .wi∣∣∣برهان.
(
ea.(d

′(X̄,Ai)−Ri) − a.
(
d′(X̄, Ai)−Ri

)
− ١)− wi.

(
ea.(d(X̄,Ai)−Ri) − a.

(
d(X̄, Ai)−Ri

)
− ١)∣∣∣

=
∣∣∣wi.

(
ea.(d

′(X̄,Ai)−Ri) − ea.(d(X̄,Ai)−Ri)
)
− a.wi

(
d′(X̄, Ai)− d(X̄, Ai)

)∣∣∣
≤ wi

(∣∣∣(ea.(d′(X̄,Ai)−Ri) − ea.(d(X̄,Ai)−Ri)
)∣∣∣+ |a| ∣∣(d′(X̄, Ai)− d(X̄, Ai)

)∣∣)
≤ wi

(∣∣∣∣(ea.(d(X̄,Ai)−Ri)
(
e(٢ε)

١
p − ١

))∣∣∣∣+ |a|٢ ١
p ε

١
p

)
بنابراین،

∣∣∣fh
L(X̄)− fL(X̄)

∣∣∣ ≤ n∑
i=١

wi

∣∣∣∣(ea.(d(X̄,Ai)−Ri)
(
e(٢ε)

١
p − ١

))∣∣∣∣+ |a|٢ ١
p ε

١
p

n∑
i=١

wi

درنتیجه،
lim
ϵ→٠ |f

h
L(X)− fL(X)| = ٠
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ͬ گیریم. م کار به را fh

L(X) برای بهینگͬ لازم شرط حال،
(۶ . ۴)

∂fh
L

∂XK
= a

n∑
i=١

wi

d′′′(Xk, aik).
(
ea.(d

′(X,Ai)−Ri) − ١)
d′′(X,Ai)

(Xk − aik)

 = ٠, k = ١,٢

که
d′′(X,Ai) =

((
(x− ai)

٢ + ϵ
) p٢

+
(
(y − bi)

٢ + ϵ
) p٢
) p−١

p

d′′′(Xk, aik) =
(
(x− aik)

٢ + ϵ
) p−٢٢

, k = ١,٢
ͬ گیریم: م کار به را زیر تکراری قاعده ،X٠ = (x٠, y٠) اولیه نقطه از شروع با بنابراین،

X
(t+١)
k =

n∑
i=١

wi.d
′′′(Xk,a

(t)
ik ).

(
e
a.(d′(Xt,Ai)−Ri)−١

)
d′′(X,A

(t)
i )

aik


n∑

i=١

(
wi.d′′′(Xk,a

(t)
ik ).

(
ea.(d

′(Xt,Ai)−Ri)−١)
d′′(X,A

(t)
i )

) , k = ١,٢ (٧ . ۴)

قبل فصل ۴ . ۴ . ٣ و ٣ . ۴ . ٣ ،٢ . ۴ . ٣ لم های و ١ . ۴ . ٣ ملاحظه مشابه، طور به .١ . ١ . ۴ ملاحظه
است. برقرار نیز فوق تکراری روش برای

سرعت دارای کلͬ حالت در که است ثابت نقطه تکراری روش وایزفیلد شبه‐ روش ،ͽواق در
منظور به قبل فصل در روش این برای شده مطرح مش΄لات به توجه با است. خطͬ هم·رایی
شبه‐ روش از که ͬ گیریم م کار به را BFGS بر مبتنͬ روش های ادامه در ،(۵ . ۴) مساله حل

هستند. سریع تر وایزفیلد

آن اصلاح شده نسخه های و BFGS روش ١ . ٢ . ۴
در که است نیوتن شبه متداول روش ΁ی BFGS روش شد، بیان دوم فصل در آنچه به بنا
خصوصیات روش  این ͬ گیرد. م کار به را هسͬ از تقریبی هسͬ، از استفاده جای به تکرار هر

.[١٠۵] دارد نیوتن روش های به نسبت مطلوبی هم·رایی
حل به که دارند وجود BFGS روش برای زیادی شده اصلاح روش های موضوع، ادبیات در
بدین است، گرفته قرار محققان از بسیاری توجه مورد و ͬ پردازند م نامقید بهینه سازی مسایل
بخش در ͬ کنیم. م استفاده (۵ . ۴) مساله حل برای جدید اصلاح شده نسخه چند از منظور
١ . ۴ جدول در روش ها این که ͬ گیریم م کار به را BFGS روش اصلاح شده نسخه شش بعدی،

شده اند. آورده
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آن ها نویسندگان و BFGS روش شده اصلاح نسخه های :١ . ۴ جدول

نویسندگان روش ها
اندری٣[٩] SBFGS: an adaptive Scaled BFGS method

اندری[٨] TSBFGS: A double parameter Scaled BFGS method

زنگین۴[١۴٣] و یوآن MBFGS: a Modified BFGS method

کفاکͬ[١١] بابایی MMLSBFGS: A modified scaling parameter for the memoryless BFGS updating formula

کفاکͬ[١٢] بابایی TMLSBFGS: Two–parameter Scaled Memoryless BFGS methods

لوئنبرگر[١٠٧] و ارن SMMLSBFGS: Self-scaling variable metric (ssvm) algorithms

عددی نتایج ٢ . ۴

برای GN و ICA با WLA و BFGS ال·وریتم های از حاصل عددی نتایج مقایسه به بخش، این در
΁ی با و Matlab- R2017b افزار نرم از استفاده با ال·وریتم ها تمامͬ ͬ پردازیم. م مختلف مسایل
شده اند. پیاده سازی گی·ابایت ٨ حافظه مقدار و Intel core i7-4510U پردازنده با همراه رایانه
نظر در ٠٫١ و ١٠−۴ برابر ترتیب به ولف خطͬ جستجوی در σ و ρ پارامترهای که شود توجه

است. شده فرض همانͬ ماتریس برابر نیز هسͬ ماتریس آغازین تقریب و شده اند گرفته
داده ٢ . ۴ جدول در آن تکمیلͬ اطلاعات که ب·یرید نظر در نقطه n = ٣٠ با مساله ای ابتدا
با (٨٫٣۴,٨٫٠٩) و (٨٫٣٠, ٫٧۴) ،(٨٫٣۴,٨٫٠٨) نقاط به روش ها همه p = ٢ حالت در است. شده
جدول ͬ شوند. م هم·را توافقͬ شعاع سه برای ترتیب به ۵٩٢٨ و ١٢٨١۶ ،۴۵١٢١ بهینه مقادیر

ͬ دهد. م نشان را مذکور ال·وریتم های اجرای زمان ٣ . ۴
هستند. سریع تر روش ها دی·ر از BFGS روش های ͬ دهند، م نشان نتایج که همان طور
نشان را دوم توافقͬ شعاع و مختلف نرم های برای BFGS روش از حاصله نتایج ۴ . ۴ جدول

ͬ دهد. م

۴Andrei
۴Yuan and Zengxin



۵٣ عددی نتایج
موجود نقاط توافقͬ شعاع و وزن ها مختصات، :٢ . ۴ جدول

(x, y, w) توافقͬ شعاع (x, y, w) توافقͬ شعاع (x, y, w) توافقͬ شعاع
(١,٣,٣) (١,٢,٣) (١۴, ١۵, ١) (١,٢,٣) (١٠,٨, ١) (١, ١,٣)
(١,۴,٢) (١,٢,٣) (١۴,٣, ١) (١, ١,٣) (١٠, ١٠,٣) (١,٢,٣)
(٢, ١۵, ١) (١,٣,٣) (١۴, ١,٢) (١,٢,٣) (١١,۴,٢) (١,٢,٣)
(١,٣,٣) (١,٢,٣) (١۴, ١۵, ١) (١,٢,٣) (١٠,٨, ١) (١, ١,٣)
(٢,۴,٣) (١,٢,٣) (١۵,٨,٣) (١,٢,٣) (١١, ١٣,٣) (١, ١,٣)
(٣,۶,٢) (١,٢,٣) (١۵, ١٠,٣) (١,٣,٣) (١٣,٣, ١) (١,٢,٣)
(٧, ١۵,٢) (١,٢,٣) (٣,٢, ١) (١,٣,٣) (٣, ١٠,٢) (١,٢,٣)
(٨,٣, ١) (١,٢,٣) (۴,۶, ١) (١,٢,٣) (٩, ١١,٢) (١,٢,٣)
(٨,۶,٣) (١,٢,٣) (۴,٣,٢) (١,٣,٣) (١۵, ١۵,٢) (١,٢,٣)
(٨,۵, ١) (١,٢,٣) (۶,٨,٣) (١,٣,٣) (٧, ١۴,٢) (١,٢,٣)
(٨,٢, ١) (١,٣,٣) (۶, ١١, ١) (١, ١,٣) (١٣,٧,٣) (١,٣,٣)

روش ها اجرای زمان :٣ . ۴ جدول
روش نام ثانیه حسب بر اجرا زمان
ICA ١۴٫٢۵
GN ۴٫٣٠
WLA ١۶٠٫٢١
BFGS ٢٫٣١
SBFGS ٢٫٢٩
TSBFGS ٢٫۵١
MBFGS ٢٫٠۵
MMLSBFGS ١٫٩۵
TMLSBFGS ١٫٩۶
SMMLSBFGS ٢٫٠١

دوم توافقͬ شعاع و p مختلف مقادیر برای BFGS از حاصله نتایج :۴ . ۴ جدول
p X f(X)

١ (٨٫۵٨,٧٫٧٢) ٣٨۶۵۴٠
١٫۵ (٨٫۴٢,٧٫۶٨) ٣٢٩۵٠
٢ (٨٫٣٠,٧٫٧۴) ١٢٨١۶
۵ (٨٫١٨,٨٫١٢) ۴١۶٢
١٠ (٨٫١٣,٨٫٢۶) ٣۴٨۴

آزمون ۵٠٠ و ٢٠٠ ،١٠٠ نقاط تعداد با مثال هایی روی را مذکور ال·وریتم های علاوه، به
نقاط شده اند. تولید تصادفͬ صورت به آن ها توافقͬ شعاع و وزن ها مختصات، که کرده ایم



نامتقارن زیان تابع تحت توافقͬ وبر م΄ان یابی مسایل ۵۴
همه این که دلیل به است. شده ارائه ۵ . ۴ جدول در ال·وریتم ها این توسط آمده دست به بهینه
جدول در را آن ها تکرارها تعداد و اجرا زمان یافته اند، دست هم به ΁نزدی جواب های به روش ها
روش های و است زیاد بسیار WLA و ICA روش های اجرای زمان چون کرده ایم. مقایسه ۶ . ۴

کرده ایم. مقایسه را BFGS روش های نتایج فقط است، GN روش از سریع تر خیلͬ BFGS

p مختلف مقادیر برای بزرگ مقیاس مثال های از حاصله نتایج :۵ . ۴ جدول
n p X = (x, y)

١٠٠ ١٫۵ (٣١٫٣٨,٣٣٫٨٩)
١٠٠ ٢ (٣١٫۵٣,٣٣٫۶۵)
١٠٠ ٣ (٣١٫٩۶,٣٢٫٧٨)
٢٠٠ ١٫۵ (٣٠٫٩۴,٣١٫٩۴)
٢٠٠ ٢ (٣٠٫٩۴,٣٢٫٠٢)
٢٠٠ ٣ (٣١٫٠٢,٣١٫٩۶)
۵٠٠ ١٫۵ (٣٢٫٢٣,٣١٫٢٢)
۵٠٠ ٢ (٣٢٫٢٢,٣١٫١۶)
۵٠٠ ٣ (٣٢٫١١,٣١٫٠۶)

p مختلف مقادیر برای بزرگ مقیاس در مثال های برای تکرار چند اجرای زمان :۶ . ۴ جدول
روش n p = ١٫۵ p = ٢ p = ٣

اجرا زمان تکرارها تعداد اجرا زمان تکرارها تعداد اجرا زمان تکرارها تعداد
١٠٠ ١١٫١٨ ٨ ۶٫٢٠ ٧ ٨٫٣١ ۶

BFGS ٢٠٠ ١٨٫٧٣ ۵ ١١٫٠۴ ۶ ١٧٫١۶ ۵
۵٠٠ ۴١٫٠٢ ۶ ٢٧٫٢٨ ۵ ۴۴٫٧٣ ۶
١٠٠ ١١٫١١ ٨ ۶٫١٨ ٧ ٨٫۴١ ۶

SBFGS ٢٠٠ ١٨٫١٠ ۵ ١٢٫۵۶ ٧ ١٧٫١۵ ۵
۵٠٠ ۴٠٫٩١ ۶ ٢٧٫١٣ ۵ ۴۴٫۶٣ ۶
١٠٠ ١١٫۵٩ ٩ ٧٫٧۴ ٩ ٩٫٣٢ ۶

TSBFGS ٢٠٠ ٢١٫٩۵ ۶ ١٣٫٧۴ ٧ ٢١٫٨۴ ٨
۵٠٠ ۴۵٫١٩ ٨ ٣٠٫٢۶ ۶ ۴١٫٢۵ ۵
١٠٠ ٩٫٨٧ ٧ ۵٫٣٣ ۴ ٩٫٣٩ ۵

MBFGS ٢٠٠ ١٧٫٩٢ ۶ ١٣٫۵۴ ٧ ١٧٫٢٨ ۵
۵٠٠ ٣۴٫٧٣ ۴ ٢٧٫٢٠ ۶ ۴٢٫٣٩ ۵
١٠٠ ٧٫٩۴ ۶ ۶٫٠٣ ٧ ٨٫٢١ ۶

MMLSBFGS ٢٠٠ ١۶٫٧۴ ۵ ١٢٫٠٣ ۵ ١٣٫۵۴ ۴
۵٠٠ ٣۵٫۵٠ ۵ ٢٧٫٢٣ ۵ ٣۶٫۵٢ ۴
١٠٠ ٩٫٣٩ ٧ ۶٫۴٣ ٧ ٩٫١٠ ۶

TMLSBFGS ٢٠٠ ١۶٫۶١ ۵ ١٢٫٠۶ ۵ ١۶٫۴۶ ۵
۵٠٠ ٣۵٫۶۵ ۵ ٢٧٫۴٣ ۵ ٣٩٫٠۶ ۵
١٠٠ ٩٫٣٨ ٧ ۶٫۴۵ ٧ ٩٫١٠ ۶

SMMLSBFGS ٢٠٠ ١۶٫٩۵ ۵ ١٢٫٣٢ ۵ ١۶٫۵١ ۵
۵٠٠ ٣۵٫٨٢ ۵ ٢٧٫٢٧ ۵ ٣٨٫٨٠ ۵



۵۵ عددی نتایج

موره ‐ دولان معيار از استفاده با آمده به دست عددي نتايج مقايسه
بهينه سازي ال·وريتم هاي عددي كارايي مقايسه براي گسترده طور به اخيراً كه معيار هايي از ي΄ͯ
به ادامه، در است. [۴١] موره۵ و دولان توسط شده ارائه معيار است، گرفته قرار توجه مورد

ͯ كنيم. م بررسͯ را موره و دولان معيار مختصر صورت
از P مجموعه يك روي را حل روش هاي Sاز مجموعه يك كارايي ͯ خواهيم م كه كنيد فرض
روش هاي تعداد دهنده نشان ترتيب به nS و nP كه ͯ كنيم م فرض كنيم. مقايسه آزمون مسایل
ͯ كنيم: م تعريف s ∈ S روش و p ∈ P مساله هر براي حال،  باشد. آزمون مسایل تعداد و حل

.s روش با p مساله حل براي نياز مورد محاسبات تعداد يا محاسبه زمان :tp,s
زير تعريف ،p مساله براي روش بهترين عمل΄رد با p مساله روي s روش عمل΄رد مقايسه براي

ͯ كنيم: م ارائه را
rp , s =

tp , s
min {tp , s : s ∈ S}

,

زير صورت به rM كند. حل را p مساله نتواند s روش اگر تنها و اگر rp , s = rM ͯ دهيم م قرار و
ͯ شود: م انتخاب

∀p, s rM > rp , s.

هم چنين آن ها نيست. تأثيرگذار كارايي مقايسه در rM انتخاب كه دادند نشان موره و دولان
ارائه را زير تعريف ،P آزمونͯ مسایل مجموعه روي s ال·وريتم كارايي دادن نشان منظور به

دادند:
ρs (τ) =

١
nP
{p ∈ P : rp , s ≤ τ} ,

تابع يك ρs تابع است. τ از rp , s بودن كمتر احتمال همان ،τ ≥ ١ مختلف مقادير ازاي به كه
نقاط در كه است ثابت قطعه به قطعه و افزايشͯ تابعͯ تابع، اين است. rp , s برای تجمعͯ توزيع

است. پيوسته راست از تابع انفصال
اعضاي تعداد اگر خصوص به ͯ دهد، م نشان را روش ها اجراي خواص اكثر ρs تابع نمودار
مختلف روش هاي عمل΄رد مقايسه براي نمودار اين از باشد. بزرگ كافͯ اندازه به P مجموعه
كمترين در مسایل درصد چند براي s روش كه ͯ دهد م نشان ρs(١) مقدار گرفت. بهره ͯ توان م
كه باشد روشͯ روش، بهترين از منظور اگر لذا، ͯ دهد. م جواب مم΄ن محاسبات) (تعداد زمان
موجود روش هاي بين از دهد، جواب مسایل بيشتر براي محاسبات) (تعداد زمان كمترين در
روي شروع نقطه با متناظر ρs(١) باشد. داشته بزرگتري ρs(١) كه ͯ كنيم م انتخاب را روشͯ

است. عمودي محور
و rp , s ∈ [١, rM ] كه ͯ دانيم م دارد. نياز دقت كمͯ به τ بزرگ مقادير براي ρs(τ) تعریف
و ρs (rM ) = ١ گفت ͯ توان م لذا كند. حل را p مساله نتواند s روش اگر تنها و اگر rp , s = rM

ρ ∗
s = lim

τ→r−M

ρs (τ) .

۵Dolan and Moré



نامتقارن زیان تابع تحت توافقͬ وبر م΄ان یابی مسایل ۵۶
لذا، ͯ كند. م حل را مسایل درصد چند حداكثر مجاز، زمان مدت در s روش كه ͯ دهد م نشان ρ∗s
ͯ كنيم م انتخاب را روشͯ ͯ دهد، م جواب مسایل بيشتر براي كه باشد روشͯ انتخاب هدف اگر
ͯ شود. م تبديل افقͯ راست خط به ρs نمودار مقدار، اين با متناظر باشد. داشته بزرگتري ρ∗s كه

ال·وریتم اجرای زمان حسب بر را موره ‐ دولان نمودار شده، داده توضيحات به توجه با
ͯ شود م مشاهده ٢ . ۴ ش΄ل در ͯ كنيم. م رسم آزمون مورد ال·وريتم های كارايي مقايسه براي
كارايي نمودار از بالاتر TMLSBFGS و MMLSBFGS های ال·وریتم كارايي نمودار كه
TMLS- و MMLSBFGS های ال·وریتم كه ͯ گيريم م نتيجه پس، است. دي·ر ال·وريتم هاي

دارند. بهتري كارايي دي·ر ال·وريتم هاي با مقايسه در BFGS

آزمون مورد ال·وريتم های كارايي مقايسه براي اجرا زمان حسب بر موره ‐ دولان نمودار :٢ . ۴ ش΄ل



۵ فصل
مقیاس در توافقͬ م΄ان یابی مساله حل

تصادفͬ روی΄رد با بزرگ

مقدمه ١ . ۵
ͬ گیریم. م نظر در را ℓp نرم تحت بزرگ مقیاس توافقͬ م΄ان یابی مساله ΁ی فصل این در
هم·رایی سرعت دلیل به قطعͬ بهینه سازی روش های از استفاده با بزرگ مقیاس مسایل حل
هزینه هسͬ معکوس از تقریبی یا هسͬ معکوس و گرادیان محاسبه زیرا است نامعقول کند
تصادفͬ بهینه سازی روش های دلیل همین به ͬ کند م تحمیل ال·وریتم بر را بالایی محاسباتͬ
بهینه سازی روش های از ی΄ͬ داده اند. اختصاص خود به ویژه ای جای·اه بزرگ مقیاس مسایل در
مسایل برای مطلوبی نتایج عمل در که است LBFGS روش تصادفͬ نسخه دوم، مرتبه تصادفͬ
کار به توافقͬ م΄ان یابی مساله حل برای را روش این بنابراین ͬ دهد. م دست به بزرگ مقیاس

ͬ دهیم. م ارائه را آن از حاصل عددی نتایج و ͬ گیریم م
متناظر توافقͬ شعاع  های نیز Ri, i = ١...., n و باشند موجود نقطه n ،A١, ..., An کنيد فرض
تقاضای نقطه هر به مربوط وزن wi کنید فرض همچنین باشند. A١, ..., An تقاضای نقاط با
به ،ℓp نرم با و خطا مربعات زیان تابع تحت توافقͬ وبر م΄ان یابی مساله ΁ی بنابراین باشد. Ai



تصادفͬ روی΄رد با بزرگ مقیاس در توافقͬ م΄ان یابی مساله حل ۵٨
ͬ  شود: م مدل بندی زیر صورت

min f(X) =
١
n

n∑
i=١

wi.(d(X,Ai)−Ri)
٢ + U(X) (١ . ۵)

طور ی که: به

d(X,Ai) =

((
(x− ai)

٢ + ϵ
) p٢

+
(
(y − bi)

٢ + ϵ
) p٢
) ١

p (٢ . ۵)

ℓ٢ منظم ساز پژوهش این در و است محدب تابعͬ که است منظم ساز١ بخش U : Rd −→ R و
ͬ شود. م نظر گرفته در

تقریب (یا هسͬ محاسبه علت همین به است، بزرگ عددی n بزرگ مقیاس مسایل در
استفاده با ͬ توان م که است بالایی محاسباتͬ هزینه دارای مسایل این برای گرادیان و هسͬ)

دادن قرار با اکنون، داد. کاهش را هزینه این تصادفͬ بهینه سازی روش های از
fi = wi.(d(X,Ai)−Ri)

٢ (٣ . ۵)
صورت به fS تابع S ⊆ {١, ..., n} زیرمجموعه برای

fS(X) =
١
|S|
∑
i∈S

fi(X) + U(X) (۴ . ۵)

گرفته نظر در اصلͬ تابع درون را منظم ساز بخش ادامه در که شود توجه ͬ شود. م تعریف
min f(X) = صورت به (١ . ۵) مسئلۀ یعنͬ، ͬ گیریم. نم نظر در جداگانه صورت به را آن و

ͬ شود. م فرض ١
n

∑n
i=١ fi(X)

هموار٣ ‐Λ و قوی٢ محدب ‐λ تابع ابتدا است لازم نظری، نتایج و قضایا شرح منظور به
تعریف کنیم. زیر صورت به را

برای هرگاه است هموار ‐Λ و قوی محدب ‐λ ،f : Rd −→ R محدب تابع [۵] .١ . ١ . ۵ تعریف
باشند: برقرار زیر های نابرابری X,Z ∈ Rd هر

▽f(X)T (Z −X) +
Λ

٢∥Z −X∥٢ ≥ f(Z)− f(X) ≥ ▽f(X)T (Z −X) +
λ

٢∥Z −X∥٢.

بزرگ مقیاس مسایل برای تصادفͬ بهینه سازی تکنی΁ های اصلͬ ایده های بعدی، بخش در
صورت به را ایده ها این از ی΄ͬ به مرتبط نظری مباحث سوم، بخش در شد. خواهد خلاصه
آخر بخش در و ͬ پردازیم م LBFGS روش تصادفͬ نسخه توضیح به و ͬ دهیم م ارائه مبسوط

ͬ دهیم. م ارائه (١ . ۵) توافقͬ م΄ان یابی مساله برای را حاصله عددی نتایج
١regularizer term
٢λ-strongly convex
٣Λ-smooth



۵٩ تصادفͬ بهینه سازی روش های
تصادفͬ بهینه سازی روش های از خلاصه ای :١ . ۵ جدول

تصادفͬ کاهشͬ گرادیان (۵ . ٢ . ١) روش اول مرتبۀ روش های
(SVRG, SAG) واریانس کاهش روش های

هسͬ ماتریس از استفاده بدون نیوتن روش های (٢ . ٢ . ۵) دوم مرتبۀ روش های
(LBFGS) نیوتن شبه روش های

خطͬ سرعت با م΄عبی کاهشͬ گرادیان روش (٢ . ٣ . ۵) م΄عبی شدۀ منظم سازی نیوتن روش
کاهش یافته واریانس با م΄عبی شدۀ منظم سازی روش

گشتاور با گرادیان روش های (۴ . ٢ . ۵) دی·ر متداول روش های از برخͬ
تسریع شده گرادیان روش های

کاهشͬ مختصات روش های

تصادفͬ بهینه سازی روش های ٢ . ۵
دوم۵ مرتبۀ روش های اول۴، مرتبۀ روش های ͬ شوند: م تقسیم کلͬ دستۀ سه به روش ها این
ارائه ١ . ۵ جدول در تکنی΁ ها این از خلاصه ای م΄عبی۶. شدۀ منظم سازی نیوتن روش های و

است. شده

اول مرتبۀ روش های ٢ . ١ . ۵
در را آن ها ͬ توان م زیرا هستند توجه مورد بهینه سازی ال·وریتم های در اول مرتبۀ روش های
براساس اول مرتبۀ روش های ،ͽواق در .[۶٠] کرد پیاده سازی مساله بعد با متناسب زمان

ͬ کنند. م عمل تابع) اول مرتبۀ اطلاعات (یعنͬ، گرادیان

(SGD)ͬتصادف کاهشͬ گرادیان ۵ . ٢ . ١ . ١ روش
خلاف در حرکت با تکرار هر در که است اول مرتبۀ تکراری روش ΁ی کاهش٧ͬ گرادیان روش
هم·را بهینه نقطۀ به خطͬ صورت به و دارد تابع مقدار کاهش در سعͬ تابع، گرادیان جهت

ͬ شود: م
Xt = Xt−١ − η

n∑
i=١

▽fi(Xt−١)

n) ΁کوچ مقیاس در مسایل حل برای گرادیان بر مبتنͬ سنتͬ روش های است مم΄ن اگرچه
زیرا ͬ شود م ایجاد بالایی محاسباتͬ هزینۀ بزرگ مقیاس مسایل برای اما باشند، مؤثر (΁کوچ

۴first-order methods
۵second-order methods
۶cubic regularized Newton methods
٧Gradient descent method



تصادفͬ روی΄رد با بزرگ مقیاس در توافقͬ م΄ان یابی مساله حل ۶٠
ال·وریتم های تصادفͬ نوع از که است منطقͬ پس شود. محاسبه گرادیان n باید تکرار هر در

شود. استفاده گرادیان بر مبتنͬ
سال در تصادف١٠ͬ کاهشͬ گرادیان روش نام با مونرو٩[١١۴] و رابینز٨ توسط روش این
اعداد میان از تصادفͬ صورت به را i عدد تکرار هر در روش این در است. شده ارائه ١٩۵١
ͬ شود م بهنگام زیر قاعدۀ طبق تکراری صورت به مساله پارامتر و ͬ کنیم م انتخاب {١,٢, ..., n}

Xt = Xt−١ − η▽fi(Xt−١)

هر در که است این روش این مزیت ͬ شود. م نامیده یادگیری١١) (نرخ گام طول η آن در که
روش محاسباتͬ هزینۀ ١

n آن محاسباتͬ هزینۀ که ͬ شود م محاسبه ▽fi گرادیان ΁ی فقط تکرار
به داده ΁ی به مرتبط گرادیان از استفاده اما است. ١٢(FGD) استاندارد کاهشͬ گرادیان
هم·رایی سرعت که ͬ شود م واریانس ایجاد باعث گرادیان کل جای به نااریب برآوردگری عنوان
هم·را زیرخطͬ صورت به نیز قوی محدب توابع برای حتͬ SGD روش ͬ دهد. م کاهش را

.[۶١] ͬ شود م

واریانس کاهش روش های ٢ . ١ . ٢ . ۵
زمان واریانس، کاهش با که است آمده به دست اول مرتبۀ روش های در مهمͬ دستاورد اخیراً
خطͬ صورت به قوی محدب توابع برای روش ها این ͬ بخشد. م بهبود را ال·وریتم اجرای
هزینۀ افزایش با دستاورد این ͬ شود. م SGD زیرخطͬ سرعت بهبود موجب که ͬ شوند م هم·را
شامل ال·وریتم ها این ͬ شود. م حاصل ذخیره سازی برای نیاز مورد حافظۀ افزایش یا محاسباتͬ
کاهش واریانس با تصادفͬ گرادیان و [١١١ ،٣٩ ،١١۶]١٣(SAG) میانگین تصادفͬ گرادیان

هستند. [٢٣ ،١٢٣ ،٧۶]١۴(SVRG) یافته

ضمن برآوردگر، واریانس کاهش ΁کم به ͬ توان م روش این در میانگین تصادفͬ گرادیان
روش، این کرد. پیدا دست خطͬ هم·رایی نرخ به SGD روش تکرار محاسباتͬ هزینۀ حفظ
کاهشͬ گرادیان روش مشابه خطͬ هم·رایی نرخ و SGD روش پایین تکرار هزینۀ از ترکیبی

ش΄ل به تکرارهایی از و است استاندارد

Xt = Xt−١ −
η

n

n∑
i=١

yti

٨Robbins
٩Monro

١٠Stochastic Gradient Descent method (SGD)
١١learning rate
١٢Full Gradient Descent (FGD)
١٣Stochastic Average Gradient
١۴Stochastic Variance Reduced Gradient



۶١ تصادفͬ بهینه سازی روش های
ͬ دهد: م قرار و ͬ شود م انتخاب تصادفͬ صورت به it‐ام داده تکرار هر در که ͬ کند م استفاده

yti =


∇fi(Xt) i = itاگر
yt−١
i o.w.

گرادیان ها، بقیۀ جای به و ͬ شود م محاسبه i‐ام دادۀ به مربوط گرادیان فقط تکرار هر در یعنͬ،
هر در FGD روش مانند روش این در ،ͽواق در ͬ شود. م گرفته نظر در قبل تکرار مقادیر همان
تکرار هر در SGD روش مانند اما، ͬ شود. م گرفته کار به داده ها همۀ به مربوط گرادیان تکرار
است. n از مستقل تکرارها هزینۀ و ͬ شود م محاسبه آموزشͬ دادۀ ΁ی به مربوط گرادیان فقط
این دارد. خطͬ هم·رایی نرخ FGD روش مانند محاسباتͬ کم هزینۀ بر علاوه SAG روش
شدۀ محاسبه گرادیان مقادیر نگهداری و it‐ام دادۀ به دسترسͬ با تکرار این که معناست بدان
سریع تری هم·رایی سرعت مقادیر، این برای حافظه ای اختصاص و آموزشͬ دادۀ هر برای اخیر

ͬ آورد. م دست به SGD استاندارد روش های از را

عمل (دوره ای) چرخه ای صورت به روش این یافته کاهش واریانس با تصادفͬ گرادیان
.▽f(Xt) =

١
n

∑n
i=١ ▽fi(Xt) یعنͬ، ͬ شود. م شروع Xt در کامل گرادیان ΁ی با چرخه هر ͬ کند، م

صورت به درونͬ حلقۀ تکرارهای و X̃١ = Xt ͬ دهد م قرار ابتدا درونͬ حلقۀ برای سپس
آن در که ͬ شوند م بهنگام X̃k+١ = X̃k − ηg̃k

g̃k = ▽fik(X̃k)− (▽fik(Xt)− ▽f(Xt)) , (۵ . ۵)
زیر صورت به را (۵ . ۵) معادلۀ ͬ توان م ͬ شود. م انتخاب {١, ..., n} از تصادفͬ صورت به ik و
متغیر آن در که ▽f(Xt) با است برابر ▽fik(Xt) ریاضͬ امید که است  ͬ بدیه نمود. تفسیر
▽fik(Xt) − ▽f(Xt) بنابراین، ͬ شود. م انتخاب تصادفͬ صورت به ik ∈ {١, ..., n} تصادفͬ
انتخاب را ik ∈ {١, ..., n} تصادفͬ طور به ال·وریتم پس، است. ▽fik(Xt) برآورد در اریبی میزان
متناظر اریبی طبق را آن و کرده محاسبه تکرار هر در را ▽fik(X̃k) تصادفͬ گرادیان و کرده
تفاسیر، این با است. درونͬ حلقۀ در فعلͬ نقطۀ X̃k که باشید داشته توجه ͬ کند. م تصحیح
،SGD مانند اگر که باشید داشته توجه است. ▽f(X̃k) نااریب برآوردگر g̃k که گفت ͬ توان م
بنابراین، ͬ شود. م ایجاد روش این به نسبت بیشتری واریانس شود، انتخاب g̃k = ▽fik(X̃k)

قابل FGD تکرار ΁ی با ͽواق در و است SGD تکرار ΁ی از پرهزینه تر بسیار SVRG تکرار ΁ی
کرد. مشاهده ٧ ال·وریتم در ͬ توان م را ال·وریتم این از نمونه ای است. مقایسه

دوم مرتبۀ روش های ٢ . ٢ . ۵
هستند، رایج بسیار دوم درجۀ هم·رایی نرخ دلیل به نیوتن، روش مانند دوم، مرتبۀ روش های
بزرگ مقیاس مسایل برای ویژه به آن وارون و کامل) صورت (به هسͬ ماتریس محاسبۀ اما



تصادفͬ روی΄رد با بزرگ مقیاس در توافقͬ م΄ان یابی مساله حل ۶٢
[٢٣] SVRG ال·وریتم ٧ ال·وریتم

X١, f(X) = ١
n

∑n
i=١ fi(X), T,m ورودی: :١

T تا t = ١ برای :٢
کن. محاسبه را ▽f(Xt) کامل گرادیان :٣

X̃١ = Xt ده قرار :۴
m تا k = ١ برای :۵

کن. انتخاب {١, ..., n} از تصادفͬ صورت به را ik :۶
g̃k = ▽fik(X̃k)− (▽fik(Xt)− ▽f(Xt)) ده قرار :٧

X̃k+١ = X̃k − ηg̃k ده قرار :٨
حلقه پایان :٩

.Xt+١ = X̃m+١ الف: انتخاب :١٠
Xt+١ = ١

m

∑m
k=١ X̃k+١ ب: انتخاب :١١

انتخاب {١, ...,m} از ی΄نواخت توزیع با و تصادفͬ صورت به را k ج: انتخاب :١٢
.Xt+١ = X̃k+١ ده قرار و کن

حلقه پایان :١٣

ایده هایی نیوسمپ١۵[۴۵] ال·وریتم اخیراً، .( O(d٣) و O(nd٢) ترتیب (به است پرهزینه بسیار
تکنی΁ های از هسͬ تقریب برای ال·وریتم این است. داده پیشنهاد مش΄ل دو این حل برای را
تکنی΁ های از هسͬ وارون محاسبۀ هزینۀ کاهش برای و ͬ کند م استفاده تصادفͬ نمونه برداری

ͬ برد. م بهره پایین١۶ رتبه تصویرسازی

هسͬ ماتریس از استفاده بدون نیوتن روش های ٢ . ٢ . ١ . ۵
Htst = −gt یعنͬ، نیوتن، معادلۀ حل مستلزم نیوتن روش در st جستجوی جهت یافتن
جای به بنابراین، است. ذخیره سازی برای حافظه نیازمند و محاسباتͬ هزینۀ دارای که است
نیوتن مزدوج گرادیان روش مانند غیردقیق روش های از ͬ توان م نیوتن، معادلۀ دقیق حل

کرد. استفاده زبرخط١٨ͬ هم·رایی نرخ آوردن دست به و معادله این حل برای ١٧(NCG)
بل΄ه نیست، هسͬ ماتریس به دقیق دسترسͬ به نیازی نیوتن، مزدوج گرادیان روش در
برای است. روش این نام گذاری دلیل موضوع همین که است کافͬ هسͬ بردار‐ حاصل ضرب

کرد. مراجعه [٢٧] و [٩٠] ͽمراج به ͬ توان م بیشتر مطالعات
١۵NewSamp
١۶low-rank projection
١٧Newton Conjugate Gradient (NCG) method
١٨superlinear



۶٣ تصادفͬ بهینه سازی روش های
استفاده هسͬ معکوس محاسبۀ برای خاص روشͬ از [۵] لیزا١٩ ،٢٠١٧ سال در هم چنین،
سرعت دارای روش این که آورد دست به هسͬ معکوس برای نااریب برآوردگر ΁ی و کرد

است. خطͬ هم·رایی

نیوتن شبه روش های ٢ . ٢ . ٢ . ۵
که دی·ری روش های است. پرهزینه هسͬ ماتریس محاسبۀ شد، اشاره نیز قبلا́ که همان طور
سررشتۀ که هستند نیوتن شبه روش های ͬ شود، م استفاده محاسباتͬ هزینۀ این کاهش برای
آن محدود٢۴ حافظۀ نوع و شانو٢٣) و گلدفارب٢٢ فلچر٢١، (برویدن٢٠، BFGS ال·وریتم آن ها
محاسبه گرادیان تغییرات از استفاده با هسͬ تقریب روش، این در .[١٠۵] است (L-BFGS)
میلیون ها با مسایل برای روش این محدود حافظۀ نوع که است شده ثابت حقیقت، در ͬ شود. م

است. کارا متغیر،
و است شده استفاده ال·وریتم ها این در تصادفͬ تکنی΁ های از بزرگ، مقیاس مسایل برای
΁ی بار، اولین برای ،٢٠٠٧ سال در است. شده ارائه نیوتن تصادفͬ روش های مختلف اش΄ال
محاسبه برای تصادفͬ نمونه گیری روش از استفاده با BFGS ال·وریتم برای ساده تصادفͬ مدل
تصادفͬ ال·وریتم ΁ی ریبیرو٢۵ و مختاری این، بر علاوه .[١١٩] شد ارائه گرادیان تغییرات
برآوردگرهایی [٢٨] هم΄اران و برد هم چنین، .[٩۵] است کرده ارائه منظم سازی شده BFGS
کرده محاسبه هسͬ‐بردار حاصل ضرب ΁تکنی از استفاده با انحنا اطلاعات میانگین برای
دستاورد ،٢٠١۶ سال در سرانجام، دارند. زیرخطͬ هم·رایی نرخ ال·وریتم ها این همۀ اما است.
روش به (شبیه واریانس کاهش ایده های با آن ها شد. حاصل هم΄اران و موریتز٢۶ توسط مهمͬ
این در که [٩٨] یافتند دست خطͬ هم·رایی سرعت به ٢٧΁کوچ دسته ای ΁تکنی و (SVRG

داد. خواهیم ارائه را حاصل عددی نتایج و پرداخت خواهیم روش این شرح به پایان نامه

م΄عبی شدۀ منظم سازی نیوتن روش های ٢ . ٣ . ۵
که است م΄عبی شدۀ منظم سازی نیوتن روش بهینه سازی، متداول روش های از دی·ر ی΄ͬ
تابع کمینه سازی روش، این هدف است. شده معرفͬ [١٠٢] پلیاک٢٩ و نسترو٢٨ توسط

١٩LissA
٢٠Broyden
٢١Fletcher
٢٢Goldfarb
٢٣Shanno
٢۴limited memory
٢۵Mokhtari and Ribeiro
٢۶Moritz
٢٧mini-batch
٢٨Nesterov
٢٩Polyak



تصادفͬ روی΄رد با بزرگ مقیاس در توافقͬ م΄ان یابی مساله حل ۶۴
م΄عبی

m(h,X) = ▽f(X)Th+
١
٢hT▽٢f(X)h+

L

۶∥h∥٣ (۶ . ۵)
ͬ شوند م بهنگام زیر صورت به تکرارها بنابراین، است. منظم سازی پارامتر L > ٠ آن در که است

Xt+١ = Xt + h(Xt),

این در که است شده ارائه مختلفͬ تکنی΁ های منظور بدین .h(X) = argminh∈Rd m(h,X) که
[١۴٢ ،١٣١ ،١۴١] به ͬ توان م بیش تر مطالعۀ برای ͬ شود. م داده شرح جالب ΁تکنی دو بخش

کرد. مراجعه
ماتریس ویژۀ بردار و ویژه مقادیر تقریبی صورت به [۴] هم΄اران و آگاروال٣٠ ،٢٠١٧ سال در
از روش این در کردند. محاسبه اصل٣٢ͬ مؤلفه های آنالیز و توان٣١ͬ روش از استفاده با را هسͬ
΁ی تقریب این ΁کم به و ͬ شود م استفاده ماتریس معکوس تقریب برای مفیدی تکنی΁ های
ذکر به لازم آوردند. دست به (۶ . ۵) م΄عبی تابع کمینه سازی برای کاهشͬ جستجوی جهت
خطͬ هم·رایی سرعت دارای و است شده پیشنهاد نامحدب توابع برای روش این که است

است.
استفاده با هسͬ و گرادیان برای جالبی برآوردگرهای [١۴۶] هم΄اران و ژو٣٣ ،٢٠١٨ سال در
م΄عبی تابع کمینه سازی داده اند. ارائه واریانس کاهش و تصادفͬ نمونه برداری تکنی΁ های از
برای SVRG روش ایده از مقاله این در ͽواق در است. شده انجام برآوردگرها این ΁کم با
دو SVRG روش با روش این اما است شده استفاده هسͬ و گرادیان برآوردگر واریانس کاهش
محاسبه برای که است ΁کوچ دسته ای نمونه برداری روش در اول تفاوت دارد. مهم تفاوت
است این در دوم تفاوت و ͬ کند م استفاده تصادفͬ هسͬ و گرادیان ΁ی از بیش از برآوردگر
تابع کمینه سازی برای کاهشͬ جستجوی جهت محاسبۀ برای نیز دوم مرتبۀ اطلاعات از که

است. شده استفاده م΄عبی

دی·ر متداول روش های از برخͬ ۴ . ٢ . ۵
این کرده اند. کسب مفیدی دستاوردهای که دارند وجود نیز دی·ری بهینه سازی  روش های
روش های گشتاور٣۴، با گرادیان روش های شامل که ͬ پردازد م روش ها این معرفͬ به زیربخش

هستند. کاهش٣۶ͬ مختصات روش های و تسریع شده٣۵ گرادیان
٣٠Agarwal
٣١power method
٣٢Principal Component Analysis (PCA)
٣٣Zhou
٣۴gradient methods with momentum
٣۵accelerated gradient methods
٣۶coordinate descent methods



۶۵ تصادفͬ بهینه سازی روش های
گشتاور با گرادیان روش های ١ . ۴ . ٢ . ۵

جهت و کاهش تندترین جهت از ترکیبی صورت به گام هر گشتاور با گرادیان روش های در
و {αt} اس΄الرهای از دنباله ای و X٠ آغازین نقطۀ ΁ی ابتدا، در ͬ شود. م انتخاب اخیر تکرار
سپس ͬ شوند. م انتخاب پویا٣٧ صورت به یا شده تعیین پیش از که ͬ شوند م گرفته نظر در {βt}

ͬ شوند م بهنگام زیر صورت به تکرارها
X١ = X٠, Xt+١ = Xt − αt▽f(Xt) + βt(Xt −Xt−١). (٧ . ۵)

در را ال·وریتم حرکت بازگشتͬ بطور که ͬ شود م نامیده گشتاور (٧ . ۵) معادله راست سمت
ͬ توان م گشتاور با گرادیان روش های متداول ترین از که ͬ کند م حفظ قبلͬ جستجوی مسیرهای
کامل گرادیان جای به بزرگ، مقیاس با مسایل برای .[١٠۵] کرد اشاره مزدوج گرادیان روش به

ͬ شود. م استفاده تصادفͬ گرادیان از (٧ . ۵) در
گشتاور مفهوم ،[١٠٣] نسترو گشتاور ایده از استفاده با [٨٢ کاتیوشا٣٨[۶، ال·وریتم
ال·وریتم کاتیوشا حقیقت، در است. واریانس کاهش روش نوعͬ که کرد معرفͬ را منف٣٩ͬ

ͬ کند. م تسریع ΁کوچ دسته ای ΁تکنی از استفاده با قوی محدب مسایل برای را SVRG

تسریع شده گرادیان روش های ٢ . ۴ . ٢ . ۵
است. شده ارائه [١٠۴] نسترو توسط آن شدۀ تسریع ایدۀ و است (٧ . ۵) مشابه روش این فرمول

است: زیر ش΄ل دارای تکرار هر
X̃t = Xt + βt(Xt −Xt−١),
Xt+١ = X̃t − αt▽f(X̃t),

یافت: دست زیر فرمول به سادگͬ به ͬ توان م که
Xt+١ = Xt − αt▽f(Xt + βt(Xt −Xt−١)) + βt(Xt −Xt−١). (٨ . ۵)

تندترین گام ابتدا (٧ . ۵) در کرد. تفسیر صورت بدین ͬ توان م را (٨ . ۵) و (٧ . ۵) فرمول های
ابتدا (٨ . ۵) در که حالͬ در ͬ شود، م اعمال گشتاور بخش سپس و ͬ شود م گرفته نظر در کاهش
گرادیان (با ͬ شود م اعمال کاهش تندترین گام سپس ͬ شود، م گرفته نظر در گشتاور بخش

.(Xt در نه ،X̃t در شده محاسبه
استفاده (٨ . ۵) در کامل گرادیان جای به تصادفͬ گرادیان بزرگ، مقیاس با مسایل برای
این از ی΄ͬ است. شده گرفته کار به ال·وریتم ها از وسیعͬ دستۀ در ΁تکنی این ͬ شود. م

٣٧dynamical
٣٨Katyusha
٣٩negative momentum



تصادفͬ روی΄رد با بزرگ مقیاس در توافقͬ م΄ان یابی مساله حل ۶۶
استفاده گرادیان روش تسریع برای استراتژی این از که است [٨۶] کاتالیست۴٠ ال·وریتم ها،

ͬ کند. م

کاهشͬ مختصات روش های ٣ . ۴ . ٢ . ۵
دارد. نام کاهشͬ مختصات روش است، بهینه سازی روش های ͬ ترین قدیم از که دی·ر، روشͬ
جهت های راستای در گام هایی گرفتن نظر در با روش این است، پیدا آن نام از که همان طور
کمینه متغیرها از ی΄ͬ برحسب را هدف تابع ͬ کند م سعͬ روش این ͬ کند. م عمل مختصات
و مشابه طور به متغیرها سایر سپس ͬ شوند، م داشته نگه ثابت متغیرها بقیۀ که حالͬ در کند
هستند: زیر ش΄ل به روش این تکرارهای ͬ شوند. م بهنگام بعد گام های در تکراری صورت به

Xt+١ = Xt − αt▽itf(Xt)eit , ▽itf(Xt) :=
∂f

∂Xit
(Xt). (٩ . ۵)

مختصات بردار نشانگر eit و ͬ دهد م نشان را X بردار ام ‐it مؤلفۀ Xit که باشید داشته توجه
.it ∈ {١, ..., d} برای است ام ‐it

قرار بحث مورد کاهشͬ مختصات روش تصادفͬ نسخۀ بزرگ، مقیاس با مسایل برای
.[١٢١] ͬ شود م نامیده ۴١(SDCA) تصادفͬ دوگان افزایشͬ مختصات روش که ͬ گیرد م
نیست، متداول آن تصادفͬ نسخۀ با (٩ . ۵) در ▽itf(Xt) کردن جای·زین منظور، این برای
کرد. محاسبه SGD روش اعمال برای را بعدی d تصادفͬ گرادیان ΁ی سادگͬ به ͬ توان م زیرا
مثبت گام های از استفاده و آن دوگان مسئلۀ بیشینه سازی از استفاده با ͬ توان م بنابراین،
نرخ دارای SDCA یافت. دست روش این تصادفͬ نسخۀ به گرادیان، منفͬ جای به گرادیان
نسخۀ مطالعۀ برای به علاوه، است. ،d یعنͬ مساله، بعد به وابسته ثابت با خطͬ هم·رایی

ببینید. را [٨٧] و [١٢٢] ͬ توانید م تصادفͬ دوگان افزایشͬ مختصات روش تسریع شده

LBFGS ال·وریتم تصادفͬ نسخه ٣ . ۵
م΄ان یابی مساله خطای کمینه سازی به دوم مرتبه تصادفͬ روش ΁ی ΁کم با فصل این در
قابل جواب های هست بزرگͬ اندازه دارای داده مجموعه که حالاتͬ در روش این ͬ پردازیم. م
LBFGS روش تصادفͬ نسخه معرفͬ به منظور بدین ͬ دهد. م دست به کمتری زمان در قبولͬ
حاصل نتایج و ͬ کنیم م کمینه روش این از استفاده با را م΄ان یابی مساله خطای و ͬ پردازیم م

ͬ دهیم. م ارائه را
هم·رایی سرعت دلیل به قطعͬ بهینه سازی روش های از استفاده با بزرگ مقیاس مسایل حل
هزینه هسͬ معکوس از تقریبی یا هسͬ معکوس و گرادیان محاسبه زیرا است نامعقول کند
در تصادفͬ بهینه سازی روش های دلیل همین به ͬ کند م ال·وریتم متحمل را بالایی محاسباتͬ

۴٠Catalyst
۴١Stochastic Dual Coordinate Ascent (SDCA)



۶٧ LBFGS ال·وریتم تصادفͬ نسخه
بهینه سازی روش های از ی΄ͬ داده اند. اختصاص خود به ویژه ای جای·اه بزرگ مقیاس مسایل
مسایل برای مطلوبی نتایج عمل در که است LBFGS روش تصادفͬ نسخه دوم، مرتبه تصادفͬ

ͬ دهد. م دست به بزرگ مقیاس
حاصل واریانس اما دارند بالایی اجرای و پردازش سرعت تصادفͬ ال·وریتم های اغلب اگرچه
در مثال عنوان به ͬ شود. م بهینه جواب نزدی΄ͬ در هم·رایی کاهش موجب گرادیان برآورد از
تابع به است مم΄ن کنیم، انتخاب بهینه نقطه نزدی΄ͬ در را شروع نقطه اگر حتͬ SGD روش
گام طول به نیاز هم·رایی تضمین برای دلیل همین به یابیم. دست بدتری مقدار با هدف
که است روش هایی از استفاده مش΄ل، این حل راه های از ی΄ͬ داریم. (کم شونده) نزولͬ های

ͬ دهد. م افزایش را ال·وریتم سرعت و ͬ شود م گرادیان برآوردگر واریانس کاهش موجب
SVRG روش مشابه ΁تکنی ΁ی از و ͬ پردازیم م LBFGS روش تصادفͬ نسخه شرح به حال
بزرگ مقیاس مسایل در ال·وریتم این ͬ کنیم. م استفاده گرادیان برآوردگر واریانس کاهش برای
هم·رایی سرعت دارای واریانس کاهش ΁تکنی ایده از استفاده دلیل به و دارد مطلوبی عمل΄رد

است. قوی محدب توابع برای بالایی

SLBFGS ال·وریتم ٣ . ١ . ۵
را آن مهم نکات و ͬ پردازیم م LBFGS ال·وریتم تصادفͬ نسخه جزئیات شرح به قسمت این در

ͬ کنیم. م بیان
هسͬ و کامل گرادیان جای به تصادفͬ برآوردگرهایی از تصادفͬ ال·وریتم این تکرارهای
▽٢fT و ▽fS نمادهای با ترتیب به را برآوردگرها این که ͬ کنند م استفاده اصلͬ تابع کامل
قرار حال هستند. متفاوت تصادفͬ نمونه دو S, T ⊆ {١, ..., n} آن در که ͬ دهیم م نمایش

.|T | = bH و |S| = b ͬ دهیم م
بیرونͬ تکرار هر در گرادیان تصادفͬ برآوردگر واریانس کاهش منظور به ،SVRG روش مشابه

قاعده طبق تکرارها و ͬ شود م محاسبه کامل گرادیان بار ΁ی
Xk+١ = Xk − ηkHkvk

تصادفͬ برآوردگر بیانگر vk و هسͬ معکوس از تقریبی نشان دهنده Hk آن در که ͬ شوند م بهنگام
است. ام ‐k تکرار در یافته کاهش واریانس با گرادیان

دارای ال·وریتم این است. شده داده نشان ٨ ال·وریتم در تصادفͬ ال·وریتم این تکرارهای
بیانگر η پارامتر ͬ پردازیم. م پارامترها این توصیف به ادامه در که هست خاص پارامتر چند
ͬ کند م مشخص را درونͬ حلقه تکرار تعداد که m مثبت صحیح عدد است. ال·وریتم گام طول
استفاده کردیم، بیان نیز قبلا که همان طور که است کامل گرادیان محاسبه تعداد نشان دهنده
L هر در به علاوه ͬ شود. م گرادیان تصادفͬ برآوردگر واریانس کاهش موجب کامل گرادیان از
میانگین sr بردار ͬ شود. م محاسبه هسͬ معکوس برای جدید تقریبی ال·وریتم، تکرار مرتبه



تصادفͬ روی΄رد با بزرگ مقیاس در توافقͬ م΄ان یابی مساله حل ۶٨
yr بردار ͬ کند. م ذخیره را است آمده دست به ال·وریتم اخیر تکرار ٢L طول در که جهاتͬ
ͬ کنیم م توجه ͬ شود. م حاصل هسͬ ماتریس تصادفͬ برآوردگر در sr بردار حاصل ضرب از
در است. yr بردار تعریف چ·ونگͬ در SLBFGS و LBFGS ال·وریتم های تفاوت از ی΄ͬ که
تصادفͬ نسخه در اما ͬ شود م تعریف گرادیان ها تفاضل صورت به yr بردار LBFGS ال·وریتم
معکوس برای تقریب هایی محاسبه برای حال ͬ کند. م ایجاد بهتری عمل΄رد ذکرشده تعریف
و ρj = ١/sTj yj ͬ دهیم م قرار منظور، بدین ͬ کنیم. م استفاده sr و yr بردارهای از هسͬ

صورت به هسͬ معکوس محاسبه برای تقریب هایی بازگشتͬ صورت به .M ′ = min{M, r}

H(j)
r = (I − ρjsjy

T
j )

TH(j−١)
r (I − ρjsjy

T
j ) + ρjsjs

T
j , j ∈ {r −M ′ + ١, ..., r} (١٠ . ۵)

توجه .Hr = H
(r)
r ͬ دهیم م قرار و ͬ کنیم م شروع H

(r−M ′)
r = sTr yr

∥yr∥٢ با ͬ کنیم. م تعریف
.(ρj > ٠) ͬ کند م حفظ را بودن مثبت معین فوق قاعده که ͬ کنیم م



۶٩ LBFGS ال·وریتم تصادفͬ نسخه
[٩٨] SLBFGS ال·وریتم ٨ ال·وریتم

X٠,m, L, η ورودی: :١
r = ٠ ده قرار :٢

H٠ = I ده قرار :٣
... تا k = ٠ برای :۴

کن. محاسبه را µk = ▽f(Xk) کامل گرادیان :۵
x٠ = Xk ده قرار :۶

m− ١ تا t = ٠ برای :٧
کن. انتخاب تصادفͬ صورت به را Sk,t ⊆ {١, ..., n} :٨

کن. محاسبه را ▽fSk,t
(xt) تصادفͬ گرادیان :٩

vt = ▽fSk,t
(xt)− ▽fSk,t

(Xk) + µk ده قرار :١٠
xt+١ = xt − ηHrvt ده قرار :١١

آن گاه L پیمانه به t ≡ ٠ اگر :١٢
r = r + ١ :١٣

ur =
١
L

∑t−١
j=t−L xj ده قرار :١۴

کن. انتخاب ▽٢fTr(ur) تقریب محاسبه برای را Tr ⊆ {١, ..., n} :١۵
کن. محاسبه را sr = ur − ur−١ :١۶

کن. محاسبه را yr = ▽٢fTr(ur)sr :١٧
کن. محاسبه (١٠ . ۵) طبق را Hr :١٨

شرط پایان :١٩
درونͬ حلقه پایان :٢٠

ͬ شود. م انتخاب تصادفͬ صورت به i ∈ {٠, ...,m− ١} که Xk+١ = xi ده قرار :٢١
بیرونͬ حلقه پایان :٢٢

fi تابع هر و است هموار ‐Λ و قوی محدب ‐λ تابعͬ f ͬ کنیم م فرض [٩٨] .٣ . ١ . ۵ لم
ثابت های صورت، این در است. پیوسته مشتق پذیر بار دو و محدب تابعͬ i ∈ {١, ..., n} برای

که طوری به دارند وجود ٠ < γ ≤ Γ

γI ⪯ Hr ⪯ ΓI

مقادیر دارای Γ و γ که است شده ثابت [٩٨] در .r ≥ ١ هر برای
γ =

١
(d+M)Λ

, Γ =
((d+M)Λ)d+M−١

λd+M

هستند.



تصادفͬ روی΄رد با بزرگ مقیاس در توافقͬ م΄ان یابی مساله حل ٧٠
هم چنین، . µk = ▽f(Xk) و باشد f تابع ی΄تای کمینه کننده X∗ کنید فرض [٩٨] .٣ . ٢ . ۵ لم
باشد. یافته کاهش واریانس با تصادفͬ گرادیان vt = ▽fS(xt) − ▽fS(Xk) + µk کنید فرض

داریم آن گاه
E[∥vt∥٢] ≤ ۴Λ(f(xt)− f(X∗) + f(Xk)− f(X∗))

.
و است هموار ‐Λ و قوی محدب ‐λ تابعͬ f ͬ کنیم م فرض [٩٨] (هم·رایی). ٣ . ١ . ۵ قضیه
به را X∗ به علاوه است. پیوسته مشتق پذیر بار دو و محدب تابعͬ i ∈ {١, ..., n}برای fi تابع هر
η < γλ/(٢Γ٢Λ٢) ͬ کنیم  م فرض هم چنین، ͬ گیریم. م نظر در تابع ی΄تای بهینه جواب عنوان

رابطه در که ͬ گیریم م نظر در بزرگ قدری به را m و
γλ >

١
٢mη

+ ٢ηΓ٢Λ٢

داریم k ≥ ٠ هر برای صورت این در کند. صدق
E[f(Xk)− f(X∗)] ≤ αkE[f(X٠)− f(X∗)]

صورت به α پارامتر که
α =

١/(٢mη) + ηΓ٢Λ٢
γλ− ηΓ٢Λ٢ < ١

ͬ شود. م گرفته نظر در



٧١ عددی نتایج

عددی نتایج ۴ . ۵
ارائه ال·وریتم با ℓp نرم با توافقͬ م΄ان یابی مساله حل از حاصل عددی نتایج بخش، این در
حاصل نتایج هم چنین ͬ دهیم. م ارائه متفاوت مقیاس با مثال های روی را قبل بخش در شده
نمودارهای نتایج، بهتر درک برای و ͬ کنیم م مقایسه SGD و SVRG روش های با را روش این از
΁ی با و Matlab- R2017b افزار نرم از استفاده با ال·وریتم ها تمامͬ ͬ دهیم. م ارائه را مرتبط

شده اند. پیاده سازی گی·ابایت ٨ حافظه مقدار و Intel core i7-4510U پردازنده با همراه رایانه
SVRG روش های برای اند. شده گرفته نظر در ٠٫١ برابر λ پارامتر ال·وریتم سه هر برای
استفاده ١/∥∇f(Xk)∥ نزولͬ گام طول ،SGD روش برای و ٠٫٠٠٠١ ثابت گام طول SLBFGS و

.۴٢ است شده
عددی نتایج اما نیست قوی محدب ℓp نرم با توافقͬ م΄ان یابی مساله گرچه ͬ کنیم م توجه
نیز مسایل نوع این برای حتͬ SLBFGS ال·وریتم که ͬ دهد م نشان بخش این در شده ارائه

است. مطلوبی بسیار عمل΄رد دارای
مثال برای ℓ٢ نرم با توافقͬ م΄ان یابی مساله هدف تابع مقادیر مقایسه به ١ . ۵ ش΄ل
ͬ پردازد. م تکرارها برحسب SLBFGS و SVRG ،SGD ال·وریتم های از استفاده با عضوی ٣٠
دست به نوسانͬ صورت به را هدف تابع مقادیر SGD ال·وریتم ͬ بینیم م ش΄ل در که همان طور
عمل΄رد SVRG و SLBFGS ال·وریتم اما است نداشته مناسبی چندان عمل΄رد و است آورده
تعداد در SLBFGS علاوه به داده اند. کاهش خوبی به را هدف تابع مقادیر و داشته اند مطلوبی

است. یافته دست SVRG به نسبت کمتری هدف تابع مقدار به کمتری تکرار
برحسب SVRG و SLBFGS روش های برای گرادیان برآوردگر واریانس مقادیر ٢ . ۵ ش΄ل در
برآوردگر واریانس ش΄ل این مطابق است. شده  داده نمایش عضو ٣٠ با مثال برای تکرارها
روش دو هر مطلوب عمل΄رد بیانگر که ͬ یابد م کاهش بالایی سرعت با روش دو هر در گرادیان

است. واریانس کاهش در
دارای مثال مجموعه برای هدف تابع مقادیر ͬ کنیم، م مشاهده  ٣ . ۵ ش΄ل در که همان طور
روش که حالͬ در یافته اند کاهش بالایی سرعت با SLBFGS و SVRG روش های در عضو ١٠٠

ͬ رود. م پیش کند بسیار و است نیافته دست خوبی هدف تابع مقادیر به SGD

برآوردگر واریانس نیز عضوی ١٠٠ مثال مجموعه برای عضوی، ٣٠ مثال مجموعه مشابه
است. مشاهده قابل ۴ . ۵ ش΄ل در مطلب این که است یافته کاهش بالایی سرعت با گرادیان

شده ذکر روش سه از استفاده با تکرارها حسب بر هدف تابع مقادیر مقایسه به ۵ . ۵ ش΄ل
که ͬ دهد م نشان خود از مطلوبی بسیار عمل΄رد SLBFGS روش نیز ش΄ل این در ͬ پردازد. م

ͬ باشد. م گرادیان برآوردگر واریانس کاهش از حاکͬ
تکرار در که تفاوت این با است مشاهده قابل خوبی به واریانس کاهش نیز ۶ . ۵ ش΄ل در
گام طول بهترین و کرده  آزمون را متفاوت گام طول چندین مناسب، گام طول انتخاب منظور ۴٢به

کرده ایم. انتخاب را مم΄ن



تصادفͬ روی΄رد با بزرگ مقیاس در توافقͬ م΄ان یابی مساله حل ٧٢

SVRG ،SGD ال·وریتم های از استفاده با توافقͬ م΄ان یابی مساله هدف تابع مقادیر مقایسه :١ . ۵ ش΄ل
عضو ٣٠ با مثال برای تکرارها برحسب SLBFGS و

ال·وریتم های از استفاده با توافقͬ م΄ان یابی مساله گرادیان برآوردگر واریانس مقادیر مقایسه :٢ . ۵ ش΄ل
عضو ٣٠ با مثال برای تکرارها برحسب SLBFGS و SVRG



٧٣ عددی نتایج

SVRG ،SGD ال·وریتم های از استفاده با توافقͬ م΄ان یابی مساله هدف تابع مقادیر مقایسه :٣ . ۵ ش΄ل
عضو ١٠٠ با مثال برای تکرارها برحسب SLBFGS و

ال·وریتم های از استفاده با توافقͬ م΄ان یابی مساله گرادیان برآوردگر واریانس مقادیر مقایسه :۴ . ۵ ش΄ل
عضو ١٠٠ با مثال برای تکرارها برحسب SLBFGS و SVRG



تصادفͬ روی΄رد با بزرگ مقیاس در توافقͬ م΄ان یابی مساله حل ٧۴
افزایش گرادیان برآوردگر واریانس نامطلوب، نمونه گیری و روش بودن تصادفͬ دلیل به چهارم
SLBFGS روش از حاصل واریانس و است داده ادامه خود کاهشͬ روند به مجددا اما است یافته
در روش بالاتر سرعت موجب که است یافته دست کمتری میزان به کمتری تکرار تعداد در
تایید نیز را ۵ . ۵ ش΄ل در حاصل نتایج مطلب این که است شده هدف تابع مقدار کاهش

ͬ کند. م

SVRG ،SGD ال·وریتم های از استفاده با توافقͬ م΄ان یابی مساله هدف تابع مقادیر مقایسه :۵ . ۵ ش΄ل
عضو ١٠٠٠ با مثال برای تکرارها برحسب SLBFGS و

و SVRG ،SGD ال·وریتم های اجرای سرعت و بهینه جواب بهینه، مقادیر ٢ . ۵ جدول در
است. شده ارائه p مختلف مقادیر برای SLBFGS



٧۵ عددی نتایج

ال·وریتم های از استفاده با توافقͬ م΄ان یابی مساله گرادیان برآوردگر واریانس مقادیر مقایسه :۶ . ۵ ش΄ل
عضو ١٠٠٠ با مثال برای تکرارها برحسب SLBFGS و SVRG

برای SLBFGS و SVRG ،SGD ال·وریتم های اجرای سرعت و بهینه جواب بهینه، مقادیر :٢ . ۵ جدول
p مختلف مقادیر

اجرا زمان بهینه جواب بهینه مقدار ال·وریتم مثال مجموعه اندازه p مقادیر
٠٫٠٣٠٧ (٧٫٢٧٧٢,۶٫١٠۴٠) ١٨۵۴٫٩ SGD n=٣٠ p=٢
٠٫٠٧٠٠ (٨٫٢٣٣۶,٧٫۶۵٠١) ١۶۶٩٫۵ SVRG

٠٫٧١۵٠ (٨٫٢٧٧١,٧٫۶٩٠٢) ١۶۶٩٫٢ SLBFGS

٠٫٠۴۶٧ (١۵٫٧۴٣٨, ١۶٫١۶٨۶) ١٫٣١٨٨× ١٠۵ SGD n=١٠٠ p=٢
٠٫٣٧٩٣ (٣٠٫۴۵٨۴,٢٩٫٢٠٠۵) ٠٫۶٩٠٠× ١٠۵ SVRG

٠٫٢٨٧٧ (٣٠٫۴۶۴٢,٢٩٫٢٠٧٧) ٠٫۶٩٠٠× ١٠۵ SLBFGS

٠٫٢۵٧۶ (٢٣٫٢۴٨٠, ١٩٫١٣۴٧) ١٫١١٨٣× ١٠۶ SGD n=١٠٠٠ p=٢
٢٫۴۶۵٧ (٣٠٫٢٣۵٧,٣٠٫٣٧١٣) ٠٫٧٩٨٣× ١٠۶ SVRG

١٫۴٢۶۵ (٢٩٫٩۶٩٢,٣٠٫٠٧۴۶) ٠٫٧٩٩٢× ١٠۶ SLBFGS

٠٫١۵٩١ (۶٫٩٩٧٠,٣٫٨٨٨٨) ٢٩٣۵٫٠ SGD n=٣٠ p=١.۵
٠٫١١۴٩ (٨٫٢٣٣۶,٧٫۶۵٠١) ٢٠٣۵٫٣ SVRG

١٫١٨۶٨ (٨٫٢٧٧٢,٧٫۶٩٠٢) ٢٠٣۵٫٩ SLBFGS

٠٫١٢۴۴ (١٩٫١٨۴٢, ١۴٫٠۴١٢٨) ١٫۵١١١× ١٠۵ SGD n=١٠٠ p=١.۵
١٫٣٧۶۶ (٢٩٫٨٩٢٩,٢٩٫٣٨٨۴) ٠٫٨۴۵٧× ١٠۵ SVRG

١٫۶١۴۵ (٣٠٫٠۵٣٣,٢٩٫۵٢٢١) ٠٫٨۴۵٨× ١٠۵ SLBFGS

١٫٠١١٨ (٢٠٫۶۶۵۵,٢٢٫۴٧٨٢) ١٫٣٠٣٧× ١٠۶ SGD n=١٠٠٠ p=١.۵
۶٫۴٣٧١ (٣٠٫١٩٧٠,٣٠٫۵۵٧٨١) ٠٫٩٨٣٧× ١٠۶ SVRG

٣٫۴٨٣٢ (٣٠٫٣٢٣٩,٣٠٫٧٧۶٢) ٠٫٩٨٣۵× ١٠۶ SLBFGS



تصادفͬ روی΄رد با بزرگ مقیاس در توافقͬ م΄ان یابی مساله حل ٧۶
برآوردگر واریانس کاهش در به سزایی نقش تصادفͬ نمونه اندازه بهینه سازی روش های در
را SLBFGS و SVRG ،SGD ال·وریتم های بنابراین، ͬ کند. م ایفا ال·وریتم عمل΄رد نتیجه در و
و ͬ ها هس تعداد همان که تصادفͬ نمونه اندازه کرده ایم. اجرا مختلف نمونه تصادفͬ اندازه با

ͬ دهیم. م نمایش m = |S| با را است جستجو جهت محاسبه برای تصادفͬ گرادیان های
نمایش را m مختلف مقادیر برای مذکور های ال·وریتم نمودارهای ١٢ . ۵ تا ٧ . ۵ ش΄ل های
واریانس کاهش باعث تصادفͬ نمونه اندازه افزایش که هستند مطلب این بیانگر که ͬ دهند م
بهینه، مقادیر ٣ . ۵ جدول در ͬ بخشد. م بهبود را ال·وریتم ها عمل΄رد و شده گرادیان برآوردگر
SLBFGS و SVRG ،SGD ال·وریتم های گرادیان برآوردگر واریانس و اجرا سرعت و بهینه جواب

است. شده ارائه m مختلف مقادیر برای
،SGD ال·وریتم های گرادیان برآوردگر واریانس و اجرا سرعت بهینه، جواب بهینه، مقادیر :٣ . ۵ جدول

m مختلف مقادیر برای SLBFGS و SVRG

واریانس اجرا زمان بهینه جواب بهینه مقدار ال·وریتم مثال مجموعه اندازه m مقادیر
‐ ٠٫٠٠٩۵ (۴٫۴٣١۶,۴٫٠٠۶۴) ٣٫١۵٣٣× ١٠٣ SGD n=٣٠ m=۴

٠٫۵٧۶۵ ٠٫١٧٢٠ (٨٫٢٣٠٠,٧٫۵٣۶۵) ١٫۶٧٠٩× ١٠٣ SVRG

۵٫٨٢٨٢× ١٠٣ ٠٫۴١٠٨ (٨٫٢۶١٢,٧٫۵۶٣٧) ١٫۶٧٠٣× ١٠٣ SLBFGS

‐ ٠٫٠۵٢٢ (١٨٫٢١١٨, ١۴٫٧۵٢۵) ١٫٢٧١٧× ١٠۵ SGD n=١٠٠ m=۴
۵٫۶٢١١× ٢٢−١٠ ٠٫٣٠٧٢ (٣٠٫۴۵٨۴,٢٩٫٢٠٠۵) ٠٫۶٩٠٠× ١٠۵ SVRG

٢٫٨٧٨۶ ٠٫٠۶۶١ (٣٠٫۴۶۴٢,٢٩٫٢٠٧٧) ٠٫۶٩٠٠× ١٠۵ SLBFGS

‐ ٠٫٢۵۴٣ (٢٠٫٢١۶٩, ١۶٫۵٨۴٨) ١٫٣٢٠٢× ١٠۶ SGD n=١٠٠٠ m=۴
٢۴٫١۴١۴ ١٫۵٢۵٨ (٣٠٫٢٣۵٧,٣٠٫٣٧١٣) ٠٫٧٩٨٣× ١٠۶ SVRG

١٠٠٫۴۵٩٧ ١٫۴٨۵٣ (٣٠٫١٩٠٢,٣٠٫٣١٩٠) ٠٫٧٩٨۴× ١٠۶ SLBFGS

‐ ٠٫٠٠۶۶ (۶٫٨٣٠٨,۶٫۵٢٢٣) ١٫٨۵٢٠× ١٠٣ SGD n=٣٠ m=١٠
٠٫۵۶۶۴ ٠٫١۶٣٧ (٨٫٢٢٩٨,٧٫۵٣۶۴) ١٫۶٧٠٩× ١٠٣ SVRG

۶٫۴٩١٩ ٠٫٣۶٢۵ (٨٫٢٣۴١,٧٫۵۴٢٩) ١٫۶٧٠٧× ١٠٣ SLBFGS

‐ ٠٫٠۵٩٩ (٢۴٫٢٨٢٧,٢٠٫١۶٠٨) ٠٫٨٨٣۵× ١٠۵ SGD n=١٠٠ m=١٠
۵٫٠٠٠٩× ٢٢−١٠ ٠٫٢٣۴۵ (٣٠٫۴۵٨۴,٢٩٫٢٠٠۵) ٠٫۶٩٠٠× ١٠۵ SVRG

٠٫٠٠٣١۴۵ ٠٫٠۴٧٣ (٣٠٫۴۵٨۴,٢٩٫٢٠٠۵) ٠٫۶٩٠٠× ١٠۵ SLBFGS

‐ ٠٫٢۶٢۴ (٢٣٫٩۴٨۵,٢۴٫۶۶٢۵) ٠٫٩٣۴٠× ١٠۶ SGD n=١٠٠٠ m=٣٢
٢٢٫٩١٩۴ ١٫۴١٩٩ (٣٠٫٢٣٢۵,٣٠٫٣۶٧٩) ٠٫٧٩٨٣× ١٠۶ SVRG

٩۴٫٧٢٣۴ ١۵٫۴٨٢٧ (٣٠٫٢۴٠٢,٣٠٫٣٢٠٠) ٠٫٧٩٠١× ١٠۶ SLBFGS



٧٧ عددی نتایج

SVRG ،SGD ال·وریتم های از استفاده با توافقͬ م΄ان یابی مساله هدف تابع مقادیر مقایسه :٧ . ۵ ش΄ل
m = ١٠ و عضو ٣٠ با مثال برای تکرارها برحسب SLBFGS و

ال·وریتم های از استفاده با توافقͬ م΄ان یابی مساله گرادیان برآوردگر واریانس مقادیر مقایسه :٨ . ۵ ش΄ل
m = ١٠ و عضو ٣٠ با مثال برای تکرارها برحسب SLBFGS و SVRG



تصادفͬ روی΄رد با بزرگ مقیاس در توافقͬ م΄ان یابی مساله حل ٧٨

SVRG ،SGD ال·وریتم های از استفاده با توافقͬ م΄ان یابی مساله هدف تابع مقادیر مقایسه :٩ . ۵ ش΄ل
m = ١٠ و عضو ١٠٠ با مثال برای تکرارها برحسب SLBFGS و

ال·وریتم های از استفاده با توافقͬ م΄ان یابی مساله گرادیان برآوردگر واریانس مقادیر مقایسه :١٠ . ۵ ش΄ل
m = ١٠ و عضو ١٠٠ با مثال برای تکرارها برحسب SLBFGS و SVRG



٧٩ عددی نتایج

SVRG ،SGD ال·وریتم های از استفاده با توافقͬ م΄ان یابی مساله هدف تابع مقادیر مقایسه :١١ . ۵ ش΄ل
m = ٣٢ و عضو ١٠٠٠ با مثال برای تکرارها برحسب SLBFGS و

ال·وریتم های از استفاده با توافقͬ م΄ان یابی مساله گرادیان برآوردگر واریانس مقادیر مقایسه :١٢ . ۵ ش΄ل
m = ٣٢ و عضو ١٠٠٠ با مثال برای تکرارها برحسب SLBFGS و SVRG





آینده پیشنهادات و نتیجه گیری
و متقارن زیان توابع تحت تک وسیله ای توافقͬ م΄ان یابی مسائل بررسͬ به رساله این در
کمینه را مربوطه زیان توابع غیرخطͬ بهینه سازی روش های ΁کم به و پرداختیم نامتقارن
حل به تصادفͬ بهینه سازی روش های ΁کم به هم چنین، دادیم. ارائه را حاصل نتایج و کرده
نتایج دادیم. ارائه را حاصله عددی نتایج و پرداختیم بزرگ مقیاس توافقͬ م΄ان یابی مسایل
روش های که ͬ دهند م نشان غیرخطͬ بهینه سازی مختلف روش های پیاده سازی از حاصل
مطلوبی هم·رایی خصوصیات دارای مطرح شده روش های دی·ر به نسبت BFGS اصلاح شده
به خوبی عمل΄رد بزرگ مقیاس مسائل برای تصادفͬ بهینه سازی روش های هم چنین هستند.

یافتند. دست کمتری هدف مقدارتابع به کمتری اجرای زمان در و آوردند دست
توافقͬ چندوسیله ای م΄ان یابی مسائل حل به ͬ توان م آینده پیشنهادات و اهداف عنوان به
بزرگ مقیاس مسایل برای هم چنین، پرداخت. غیرخطͬ بهینه سازی روش های از استفاده با
به علاوه برد. بهره تصادفͬ متنوع تکنی΁ های از و گرفت نظر در تصادفͬ روی΄ردی ͬ توان م
کمینه سازی به و گرفت نظر در را هستند دی·ری خصوصیات دارای که متفاوتͬ زیان توابع ͬ توان م
ی΄ͬ که دارد گسترده ای بسیار تکنی΁ های تصادفͬ بهینه سازی حوزه به علاوه، پرداخت. آن ها
از استفاده با تصادفͬ نمونه اندازه ΁تکنی این در دارد. نام پویا نمونه اندازه ΁تکنی آن ها از
بیشتر کاهش به بتوان تا ͬ کند م تغییر پویا صورت به تکرار هر در برآوردگر واریانس مقدار
مطالعات در که دی·ری هدف داد. افزایش را ال·وریتم اجرای سرعت و نمود ΁کم واریانس
قیودی مسایل این در که است مقید توافقͬ م΄ان یابی مسایل حل پرداخت، خواهیم آن به آتͬ

ͬ شود. م گرفته نظر در مساله به
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Aabstract

Location theory is one of the most important topics in optimization and operations
research. In location problems, the goal is to find the location of one or more facilities such
that some criteria such as transportation costs, customer distance traveled, total service
time, and cost of servicing are optimized.

In this thesis, we consider the ideal location problems in which the location of a number
of customers on a plane is given, and the ideal is locating the facility in the distance Ri,
from the i-th client. However, in most instances, the solution of this problem doesn’t exist.
Therefore, the minimizing sum of errors is considered. For this purpose, we consider two
models of symmetric and asymmetric loss (error) function and use the distance function
ℓp norm to define these loss functions. In order to minimize the symmetric loss function,
we use the Weiszfeld like method, Gauss-Newton and Imperialist competitive algorithm
(ICA) and compare the numerical results obtained by solving these algorithms.

In addition, in another part of this thesis, we consider the asymmetric loss function
and explain its interesting features. Using the some modified BFGS methods, Imperialist
competitive algorithms, and the Weiszfeld-like algorithm, we minimize this loss function
and present the results of the implementation of these algorithms and compare these
results with each other.

Also, in the final part of this thesis, we seek to solve large-scale problems using stochas-
tic optimization methods. Stochastic optimization methods perform very well in large-
scale problems by reducing computational cost and achieve less objective function value in
less time, which has led to the popularity of these methods among researchers in the field
of optimization. We have also solved the problem of ideal location under the symmetric
loss function by using Stochastic methods and have obtained very good results, which we
have presented and described in the final part of the thesis using various figures and tables.

Keywords: Ideal location problem, loss function, Imperialist competitive algorithm, Wiesfield-
like method, BFGS methods, Stochastic optimization methods.
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