
 

 

 

 

 

 

 

 

 

 
 

 

 

 



 ب‌

 

 

‌

 

 

 مهندسی کامپیوتر  دانشکده

 مهندسی هوش مصنوعی رساله دکتری

 

برای تحلیل  عمیقیک مدل مبتنی بر یادگیری 

‌ ارجاعی عبارات اسمیهم

 

 سمیرا‌حورعلینگارنده:‌
 

 استاد راهنما

‌دکتر‌مرتضی‌زاهدی

 استاد مشاور

 منصور‌فاتح‌دکتر

‌

 ‌1399آذر

‌



 ج‌

 

 ( Ph.Dساله دکتری )صورت جلسه نهایی دفاع از ر

 

  



 د‌

 

 

  ‌

  روح پاک پدرم، مادر عزیزم و همسر عزیزمبه تقدیم 

 اندکه همواره مایه امید  و دلگرمی برای من بوده

 

 

 

 

 

 

 

 

 

 

 



 ه‌

 

 

 تشکر و قدردانی
 حکمت انوار و است تابان روشن، روز چهره بر او قدرت آثار که جلاله و جل را خدای مر ستایش و سپاس

 و‌عمری گشود ما بر را علم درهای و شناساند ما به را خویشتن که آفریدگاری .درفشان تار، شب دل در او

‌.بیازماید معرفت و علم طریق در را خویش ضعیف بنده بدان، تا فرمود عطا فرصتی و
 

‌نمایند باز دنیا زیباییهای به را چشمم تا داد قرار راهنمایم را استادانی و
 

دانم که از زحمات اساتید محترم جناب آقای دکتر مرتضی زاهدی و جناب آقای دکتر لازم میبر خود 

 ها دلسوزانه مرا در نیل به این هدف یاری کردند تقدیر و تشکر به عمل آورم.منصور فاتح که در این سال

 

   

 



 و‌

 

 تعهد نامه
‌ ‌‌سمیرا حورعلیاینجانب ‌دکتری ‌دوره ‌دانشجوی ‌‌مهندسی کامپیوتررشته مهندسی‌دانشکده

‌پایان‌کامپیوتر ‌نویسنده ‌صنعتی‌شاهرود ‌دانشگاه برای  عمیقیک مدل مبتنی بر یادگیری نامه

 .شوممتعهد‌می‌دکتر مرتضی زاهدیتحت‌راهنمائی‌ارجاعی عبارات اسمی تحلیل هم

 برخوردار‌است‌. توسط‌اینجانب‌انجام‌شده‌است‌و‌از‌صحت‌و‌اصالت‌نامه‌پایانتحقیقات‌در‌این‌‌

 های‌محققان‌دیگر‌به‌مرجع‌مورد‌استفاده‌استناد‌شده‌است‌.در‌استفاده‌از‌نتایج‌پژوهش 

 تاکنون‌توسط‌خود‌یا‌فرد‌دیگری‌برای‌دریافت‌هیچ‌نوع‌مدرک‌یا‌امتیازی‌در‌هیچ‌جا‌‌نامه‌پایانمطالب‌مندرج‌در‌

 ارائه‌نشده‌است‌.

 دانشگاه‌صنعتی‌»‌و‌مقالات‌مستخرج‌با‌نام‌‌باشد‌میکلیه‌حقوق‌معنوی‌این‌اثر‌متعلق‌به‌دانشگاه‌صنعتی‌شاهرود‌‌

 به‌چاپ‌خواهد‌رسید‌.«‌‌Shahrood  University  of  Technology»‌و‌یا‌«‌شاهرود‌

 به‌دست‌آمدن‌نتایجحقوق‌معنوی‌تما‌ ‌در ‌افرادی‌که ‌‌نامه‌پایاناصلی‌‌م ‌از‌‌اند‌بودهتأثیرگذار ‌مقالات‌مستخرج در

 .گردد‌میرعایت‌‌نامه‌پایان

 (‌استفاده‌شده‌است‌ضوابط‌و‌‌ها‌آن‌های‌بافت،‌در‌مواردی‌که‌از‌موجود‌زنده‌)‌یا‌‌نامه‌پایانراحل‌انجام‌این‌در‌کلیه‌م

 اصول‌اخلاقی‌رعایت‌شده‌است‌.

 در‌مواردی‌که‌به‌حوزه‌اطلاعات‌شخصی‌افراد‌دسترسی‌یافته‌یا‌استفاده‌شده‌نامه‌پایاندر‌کلیه‌مراحل‌انجام‌این‌‌،

                                                                                                                                                                      و‌اصول‌اخلاق‌انسانی‌رعایت‌شده‌است‌.‌است‌اصل‌رازداری‌،‌ضوابط

 تاریخ                                                 

 امضای دانشجو                                                 

 

 چکیده
 رمالکیت نتایج و حق نش

کلیه‌حقوق‌معنوی‌این‌اثر‌و‌محصولات‌آن‌)مقالات‌مستخرج‌،‌کتاب‌،‌برنامه‌های‌رایانه‌ای‌،‌نرم‌افزاار‌هزا‌و‌تجهیزاات‌‌‌‌

در‌تولیزدات‌علمزی‌‌‌.‌این‌مطلب‌بایزد‌بزه‌نحزو‌مقتضزی‌‌‌‌‌‌باشد‌میساخته‌شده‌است‌(‌متعلق‌به‌دانشگاه‌صنعتی‌شاهرود‌

 مربوطه‌ذکر‌شود‌.

 .باشد‌میبدون‌ذکر‌مرجع‌مجاز‌ننامه‌‌پایاند‌در‌استفاده‌از‌اطلاعات‌و‌نتایج‌موجو

 



 ز‌

 

 چکیده
های‌مهم‌در‌پردازش‌متن‌و‌یکی‌از‌راهکارهای‌اساسی‌برای‌ارتقاء‌عملکرد‌ارجاعی‌یکی‌از‌گامتحلیل‌هم
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1فصل   هی اول  می و مفاه  مسئله فی تعر:  
 



2 

 

1-1 مقدمه 
یی‌مراجع‌ضمایر‌و‌های‌پردازش‌معنایی‌متن‌است‌که‌هدف‌آن‌شناساارجاعی‌یکی‌از‌گامتحلیل‌هم

مرجع‌درون‌متن‌است.‌استفاده‌از‌این‌گام‌پردازشی‌در‌کاربردهای‌مختلف‌درک‌متن‌های‌هم1نامبری

ترجمه‌ پرسش‌و‌پاسخ،‌تشخیص‌‌احساسات‌و ،سازی‌خلاصههای‌استخراج‌اطلاعات،‌از‌جمله‌سیستم

وضوع‌تحقیقاتی‌ارجاعی‌همواره‌یک‌مماشینی‌ضروری‌است.‌هرچند‌طی‌چند‌دهه‌گذشته‌تحلیل‌هم

برای‌استفاده‌در‌کاربردهای‌‌قبول‌قابلهای‌موجود‌آن‌در‌حد‌فعال‌بوده‌است‌اما‌هنوز‌هم‌دقت‌روش

‌مسئله‌تحلیل‌هم شود‌کامل‌تعریف‌و‌بررسی‌می‌طور‌بهارجاعی‌درک‌متن‌نیست.‌در‌این‌فصل‌ابتدا

شود،‌در‌انتهای‌می‌سپس‌دلایل‌دشواری‌این‌مسئله‌و‌اصطلاحات‌تخصصی‌موجود‌در‌این‌زمینه‌بیان

 گیرد.‌ارجاعی‌‌مورد‌بررسی‌قرار‌میهای‌انجام‌تحلیل‌همفصل‌نیا‌گام

2-1 های موجودو چالش مسئلهتعریف  
های‌خبری‌تلویایونی،‌رادیویی،‌اینترنتی‌و‌‌شبکه‌،های‌اجتماعی‌در‌حال‌حاضر‌با‌توجه‌به‌کثرت‌شبکه

‌خواندن‌متون‌مختلف این‌متون‌نیازمند‌در‌یابی‌به‌ارتباطات‌تدس‌و‌ها‌آن‌تحلیل‌آن‌تبع‌به‌و غیره،

های‌مختلف‌پردازش‌زبان‌‌در‌عصر‌کنونی‌با‌استفاده‌از‌فن‌.صرف‌هاینه‌زمانی‌و‌انسانی‌بسیار‌بالا‌است

تحلیل‌های‌‌بودن‌دقت‌سامانه‌های‌موجود‌در‌این‌زمینه‌پایین‌گیرد،‌یکی‌از‌چالش‌طبیعی‌صورت‌می

‌[1]‌شود‌عدم‌کشف‌روابط‌صحیح‌می‌است‌که‌سبب‌کشف‌روابط‌ناصحیح‌و‌یا‌مرجع حین‌‌معمولاً.

‌آن‌ ‌نام ‌از ‌تنها ‌غیره( ‌محل‌و ‌سازمان، ‌به‌یک‌موجودیت‌)یک‌شخص، ‌برای‌اشاره نوشتن‌یک‌متن،

کنیم‌بلکه‌بسته‌به‌شرایط‌و‌به‌دلیل‌جلوگیری‌از‌تکرار‌و‌بیان‌اطلاعات‌بیشتری‌در‌مورد‌استفاده‌نمی

صیفی‌مختلف‌و‌گاهی‌ضمایر‌برای‌اشاره‌به‌بر‌یک‌ویژگی‌خاص،‌از‌عبارات‌تو‌تأکیدآن‌موجودیت‌یا‌

‌کنیم.آن‌موجودیت‌استفاده‌می

                                                 
1
 mention 
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‌نام‌‌مثلاً ‌تنها ‌یا ‌پور(، ‌فردوسی ‌)عادل ‌شود ‌کاملش‌بیان ‌یک‌شخص‌نام ‌اشاره ‌برای ‌است ممکن

کنیم.‌حتی‌از‌نام‌کوچک‌)عادل(‌استفاده‌می تنها‌‌تر‌یررسمیغخانوادگی‌)فردوسی‌پور(‌او‌و‌در‌موارد‌

ها‌و‌یا‌کاربردشان‌توصیف‌کنیم‌)مجری‌برنامه‌نود‌یا‌گاارشگر‌ا‌اشیا‌را‌با‌ویژگیممکن‌است‌شخص‌ی

‌.[2]‌خوب‌فوتبال(‌و‌یا‌با‌استفاده‌از‌یک‌ضمیر‌)او،‌ش‌و‌غیره(

توان‌گوییم.‌بنابراین‌می‌1شوند‌نامبریبه‌یک‌موجودیت‌استفاده‌می‌به‌چنین‌عباراتی‌که‌برای‌اشاره

هستند‌و‌با‌‌2مرجعکنند‌با‌یکدیگر‌همهایی‌که‌به‌یک‌موجودیت‌یکسان‌اشاره‌میگفت‌همه‌نامبری

‌نامبری ‌دیگر ‌از ‌یک ‌میهر ‌اشاره ‌دیگری ‌موجودیت ‌به ‌که ‌ناهمها ‌کنند ‌هستند. عادل‌‌مثلاًمرجع

‌مرجع‌است.‌مرجع‌است‌اما‌با‌علی‌لاریجانی‌ناهمرنامه‌نود‌همفردوسی‌پور‌با‌مجری‌ب

ها‌به‌یک‌موجودیت‌مشترک‌توان‌گفت‌در‌هر‌متن‌تعدادی‌از‌نامبریبا‌توجه‌به‌توضیحات‌فوق‌می

یافتن‌همه‌عباراتی‌است‌که‌‌3ارجاعیکنند.‌بنابراین‌از‌یک‌دیدگاه‌کاربردی‌هدف‌تحلیل‌هماشاره‌می

‌سند‌هستند.‌‌دارای‌مرجع‌یکسان‌در‌یک

مسائل‌حوزه‌پردازش‌زبان‌طبیعی‌است‌که‌عبارت‌است‌‌نیاتریبرانگ‌چالشارجاعی‌یکی‌از‌تحلیل‌هم

هایی‌در‌متن‌به‌یک‌موجودیت‌مشترک‌در‌جهان‌واقع‌یا‌نامبری‌4از‌تشخیص‌اینکه‌چه‌عبارات‌اسمی

‌دارند ‌[3]‌اشاره ‌یا ‌درون‌همه‌نامبری‌بندی‌گروهعبارت‌است‌از‌‌مسئلهمشابه‌این‌‌طور‌به. های‌سند،

های‌درون‌هر‌دسته‌به‌یک‌موجودیت‌مشترک‌در‌بحث‌اشاره‌که‌نامبری‌ای‌نهگو‌بههای‌مشابه‌دسته

‌کنند.

سریع‌و‌ناخودآگاه‌مراجع‌همه‌عبارات‌زبانی‌را‌‌طور‌بهتوانند‌ها‌که‌کاربران‌اصلی‌زبان‌هستند‌میانسان

های‌اصلی‌متصل‌کنند.‌شوند‌را‌به‌موجودیتتشخیص‌دهند‌و‌اطلاعاتی‌که‌توسط‌این‌مراجع‌ارائه‌می

‌انسان‌هرحال‌به ‌در ‌کار ‌این ‌انجام ‌باعث ‌که ‌میفرآیندی ‌ها ‌هنوز ‌نیست.‌‌دقیقاًشود مشخص

                                                 
1‌markables, mentions, REs (referring expressions) or CEs (coreference elements) 
2‌coreferent‌ 
3‌coreference resolution 
4‌noun phrase 
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ها‌قرار‌دارد‌کار‌دشواری‌،‌تصریح‌دانش‌ضمنی‌که‌در‌پشت‌پرده‌این‌فرآیند‌درک‌انساندیگر‌عبارت‌به

‌کند.‌ارجاعی‌به‌پردازش‌زبان‌طبیعی‌وارد‌میتحلیل‌هم‌مسئلهاست‌و‌این‌چالشی‌است‌که‌

جالب‌در‌پردازش‌زبان‌طبیعی‌و‌یک‌نکته‌کلیدی‌در‌درک‌متن‌‌مسئلهارجاعی‌یک‌تحلیل‌هم‌لهمسئ‌

‌و‌ترجمه‌ماشینی‌که‌در‌سؤالات،‌پاسخ‌به‌سازی‌خلاصهاست‌و‌در‌مسائلی‌مثل‌استخراج‌اطلاعات،‌ ،

سخ‌به‌مثال‌در‌کاربرد‌پا‌عنوان‌بهبالایی‌برخوردار‌است،‌کاربرد‌فراوان‌است.‌‌تیاهمدرک‌متن‌از‌‌ها‌آن

است‌که‌باعث‌بهبود‌بازخوانی‌می‌یپردازش‌شیپارجاعی‌یکی‌از‌مراحل‌،‌استفاده‌از‌تحلیل‌همسؤالات

 .[4]شود

زیادی‌در‌یافتن‌جملات‌پراهمیت‌در‌متن‌دارد‌و‌اطلاعاتی‌را‌‌تأثیرارجاعی‌،‌تحلیل‌همسازی‌خلاصهدر‌

‌موضوع‌اصلی‌بحث‌فراهم‌می ‌رابطه‌با ‌جادر ‌در‌ترجمه‌ماشینی، ‌مراجع‌آورد. ‌ها‌آنیگاینی‌ضمایر‌با

‌بسیار‌مهم‌است.

‌ ‌است‌اما‌تحلیل‌هم‌مسئلههرچند ‌بوده ‌دهه‌گذشته ارجاعی‌یک‌موضوع‌تحقیقاتی‌فعال‌طی‌چهار

نقطه‌‌دودارای‌‌مسئلههنوز‌راه‌طولانی‌تا‌حل‌شدن‌کامل‌در‌پیش‌دارد.‌لبه‌دانش‌فعلی‌در‌زمینه‌این‌

‌ضعف‌است.

.‌بهترین‌رویکرد‌فعلی‌موجود‌[5]‌وجود‌ندارد‌مسئلهی‌برای‌این‌اول‌اینکه‌هیچ‌مدل‌محاسباتی‌دقیق

‌یادگیری‌ماشین‌ ‌رویکرد ‌ناظربرای‌تحلیل‌عبارات‌اسمی، ‌آن‌یک‌رده‌با ‌در بند‌دودویی‌با‌است‌که

‌داده ‌از ‌تعیین‌میاستفاده ‌و ‌شده ‌عبارت‌اسمی‌همهای‌آموزشی‌آموزش‌داده ‌دو ‌آیا ‌که مرجع‌کند

‌د‌یا‌نه.‌هستن

‌دسترسی‌اکثریت‌سیستم ‌ضعف‌عدم ‌دانش‌پیچیده‌های‌تحلیل‌همدومین‌نقطه ارجاعی‌کنونی‌به

‌دانش‌جهانیارجاعی‌تنها‌با‌کمک‌هاست،‌زیرا‌بسیاری‌از‌موارد‌هممورد‌نیاز‌برای‌تحلیل‌درست‌مرجع

ن‌به‌صورت‌زیر‌تواارجاعی‌را‌میهای‌موجود‌در‌زمینه‌تحلیل‌همبطور‌خلاصه‌چالش‌قابل‌حل‌هستند.

‌بیان‌کرد:
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 ساختار جهانی، دانش نحوی، دانش لغوی، دانش ازجمله مختلف دانش منابع به نیاز 

 دانش‌معنایی و گفتمان

 ارجاعیهم موارد از یک هر تحلیل برای دانش منبع چند یا یک به نیاز 

 ارجاعیهم دلایل بودن متنوع 

 جهت ارجاعیهم پارامترهای یرسا و معنایی ای، رشته ساختار تعداد، جنسیت، تطابق 

 مرجع انتخاب

 متن در موجود هاینامبری برای مناسب 

 متن در موجود های تشخیص‌نامبری فرآیند دشواری‌

3-1 ارجاعیتحلیل هم مسئلهدلایل دشواری  
های‌حل‌این‌کارایی‌روش‌ارجاعی،تحلیل‌هم‌مسئلههای‌زیاد‌طی‌چهار‌دهه‌اخیر‌روی‌علیرغم‌تلاش

هنوز‌یک‌موضوع‌تحقیقاتی‌‌مسئلههای‌که‌این‌ی‌نرسیده‌است‌به‌گونهقبول‌قابل‌دحهنوز‌به‌‌مسئله

‌اند.در‌ذیل‌آمده‌مسئله.‌برخی‌دلایل‌دشواری‌این‌باشدمیفعال‌

 ارجاعیمتنوع بودن دلایل هم 

‌تحلیل‌هم ‌منابع‌اطلاعاتی‌در ‌بسیاری‌از از‌‌هرکدامممکن‌است‌‌گرید‌انیب‌بهارجاعی‌دخیل‌هستند.

درون‌یک‌سند‌با‌قانون‌متفاوتی‌از‌دیگری‌به‌مرجع‌خود‌تحلیل‌شوند.‌برخی‌از‌این‌‌ریچندین‌نامب

نقش‌‌1،‌تطبیق‌کلمه‌سر،‌رابطه‌بدل،‌اهمیتای‌رشتهاز‌نادیکی‌فاصله،‌تطبیق‌کامل‌‌اند‌عبارت‌قواعد

‌نامبری‌تکراری،‌توازی‌نحوی،‌شباهت‌معنایی‌هستند.‌‌2فاعل،‌اهمیت

  اطلاعاتی مختلف(نیاز به دانش فراوان )منابع 

ارجاعی‌نیاز‌به‌دانش‌و‌شویم‌که‌هر‌نوع‌از‌همارجاعی‌متوجه‌میبا‌در‌نظر‌گرفتن‌همه‌انواع‌موارد‌هم

‌مسئلهاطلاعات‌مخصوص‌به‌خود‌برای‌حل‌شدن‌دارد.‌برخی‌از‌انواع‌اطلاعات‌مورد‌نیاز‌برای‌حل‌این‌

‌عبارتند‌از:

                                                 
1
 salience 

 

‌
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 تطبیق‌کلمه‌سرای‌رشتهاطلاعات‌لغوی:‌تطبیق‌‌،‌

 لاعات‌نحوی:‌نقش‌نحوی،‌جنسیت،‌تعداد،‌دسته‌معناییاط‌

 ای‌ایران‌است:‌دریاچه‌ارومیه‌همان‌نگین‌فیروزهدانش‌جهانی‌.‌

 ساختار‌گفتمان:‌تمرکا‌بحث‌‌

 [2] ارجاعیموارد دشواری از هم 

در‌این‌بازی‌سه‌‌1مقدم=]تیم‌میابان[رفت.‌‌2]ژاپن[روز‌گذشته‌در‌تهران‌به‌مصاف‌‌1]یم‌ملی‌ایرانت[

‌کرد.‌‌2مقدم=]حریف[گل‌را‌وارد‌دروازه‌

در‌این‌بازی‌سه‌‌2مقدم=]تیم‌میابان[رفت.‌‌2]ژاپن[روز‌گذشته‌در‌توکیو‌به‌مصاف‌‌1]تیم‌ملی‌ایران[

‌کرد.‌‌1مقدم=]حریف[گل‌را‌وارد‌دروازه‌

‌ماشین‌را‌خراب‌کرده‌بود‌2مقدم=]او[داد‌زد‌زیرا‌‌2]رضا[روی‌‌1]لیع[

‌عصبانی‌بود‌1مقدم=]او[داد‌زد‌زیرا‌‌2]رضا[روی‌‌1]علی[

‌را‌شست.‌2مقدم=]آن[برداشت‌و‌‌2]میا[را‌از‌روی‌‌1]کیک[فاطمه‌

‌را‌خورد.‌1مقدم=]آن[برداشت‌و‌‌2]میا[را‌از‌روی‌‌1]کیک[فاطمه‌

به‌یک‌نامبری‌با‌احتمال‌‌تر‌نادیکمقدم‌‌مثلاًقابل‌اطمینان‌نیست.‌‌کاملاً‌ییتنها‌بههیچ‌منبع‌دانشی‌

‌اما‌مثال های‌نقض‌زیادی‌برای‌این‌قانون‌وجود‌بیشتری‌مرجع‌آن‌نامبری‌است‌تا‌یک‌مقدم‌دورتر.

‌دارد.‌

4-1 برخی اصطلاحات و مفاهیم موجود  
‌شود.د‌بررسی‌میارجاعی‌وجود‌داردر‌ادامه‌اصطلاحات‌و‌مفاهیمی‌که‌در‌حوزه‌تحلیل‌هم

 1ارجاعی در مقابل تحلیل ضمیرتحلیل هم 

                                                 
1‌anaphora resolution 
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تحلیل‌ضمیر‌اشتباه‌گرفته‌شود.‌هدف‌تحلیل‌ضمیر‌‌مسئلهارجاعی‌ممکن‌است‌با‌تحلیل‌هم‌مسئله

‌به‌بیان‌ساده‌1یافتن‌مرجع‌یک‌ضمیر‌وابسته تحلیل‌ضمیر‌عبارت‌است‌از‌شناسایی‌‌مسئلهتر‌است.

تحلیل‌ضمیر‌شبیه‌است‌اما‌یک‌‌مسئلهارجاعی‌به‌تحلیل‌هم‌همسئلمرجع‌ضمایر‌در‌متن.‌هر‌چند‌که‌

‌نامبری ‌نیازمند‌بدست‌آوردن‌مرجع‌همه ‌رفته‌و ‌آن‌فراتر ‌از ‌اسامیگام خاص،‌ های‌)شامل‌ضمایر،

)که‌برای‌‌وابسته‌ریغهای‌نکره(‌در‌متن‌است،‌یعنی‌حتی‌نامبری معرفه‌و‌عبارات‌اسمی عبارات‌اسمی

‌شود.‌در‌متن‌ندارند(‌را‌نیا‌شامل‌می‌یگریبه‌عبارت‌دتفسیر‌نیاز‌

 3و نامبری 2موجودیت 

ها‌به‌چند‌نمونه‌ای‌از‌اشیای‌موجود‌در‌جهان‌واقع‌است.‌موجودیتیا‌مجموعه‌ءشی‌،وجودیتمیک‌

‌می ‌محدود ‌یک‌شوند ‌به ‌متنی ‌ارجاع ‌یک ‌نامبری ‌یک ‌محل. ‌و ‌سازمان، ‌شخص، ‌از: ‌عبارتند که

‌به‌بیان‌دیگر‌یک‌موجودی ثابت‌دلالت‌‌شیءهایی‌به‌یک‌ای‌از‌نامبریت‌با‌مجموعهموجودیت‌است.

 دارند‌منطبق‌است.

 5و مقدم 4نامبری وابسته 

‌مثلاًهایش‌وابسته‌است.‌وابسته‌،‌نماینده‌یک‌عبارت‌زبانی‌است‌که‌برای‌تفسیر،‌به‌مقدم‌هر‌نامبری

‌در‌جمله‌زیر‌ضمیر‌او‌یک‌نامبری‌وابسته‌است:

‌است.‌تر‌بارگاز‌من‌‌اوعلی‌برادر‌من‌است.‌

 7و موجودیت چندین نامبری 6موجودیت تک نامبری 

ها‌را‌اشاره‌شده‌است‌یا‌دو‌یا‌چند‌بار،‌موجودیت‌بار‌کیبسته‌به‌اینکه‌در‌متن‌به‌یک‌موجودیت‌تنها‌

کنند.‌به‌موجودیت‌تک‌تقسیم‌می‌2و‌موجودیت‌چندین‌نامبری‌‌1به‌دو‌دسته‌موجودیت‌تک‌نامبری

                                                 
1
 anaphor 

2‌entity 
3‌mention 
4‌anaphor 
5‌antecedent 
6‌Singleton entity‌ 
7‌multi-mention entity 
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‌نامبری‌ایاوله ‌نتیجه‌حل‌‌شود.فته‌میگهم‌‌3نامبری، ‌تنها‌ارجاعی‌موجودیتتحلیل‌هم‌مسئلهدر ها

‌برای‌موجودیت‌با‌نامبری‌تکی‌هیچ‌مورد‌همبرای‌موجودیت‌با‌چندین‌نامبری‌صدق‌می ‌زیرا -کند،

‌ارجاعی‌وجود‌ندارد.

 4کاپولا 

گر‌مترادف‌(‌یک‌نامبری‌با‌نامبری‌دیam, is , areکاپولا‌حالتی‌است‌که‌در‌آن‌با‌کمک‌افعال‌اسمیه‌)

‌شود.مرجع‌فرض‌میو‌هم

[The Eyjafjallaj¨okull volcano] is [one of Iceland’s largest]. 

 بدل 

کاما‌قرار‌‌ها‌آنبین‌‌معمولاًآیند‌و‌است‌که‌در‌آن‌دو‌نامبری‌بلافاصله‌پس‌از‌یکدیگر‌می‌یلتابدل‌ح

نامبری‌اول‌یک‌موجودیت‌‌لاًمعمومرجع‌هستند.‌در‌ساختار‌بدل‌گیرد.‌در‌این‌حالت‌دو‌نامبری‌هممی

‌نامدار‌و‌دومی‌یک‌عبارت‌اسمی‌است.

[The Eyjafjallaj¨okull volcano], [one of Iceland’s largest], had been dormant for nearly 

two centuries. 

 آنافورای زمانی 

‌هم ‌از ‌میمواردی ‌مربوط ‌زمان ‌به ‌که ‌ارجاعی ‌مثل ‌عباراتی ‌موارد ‌این ‌در  ,then, whenشوند.

before/after, until, as, while, since, immediately thereafterمی‌‌ ‌استفاده ‌انگلیسی ‌زبان در

‌شوند.‌

The mail arrived this morning. I was at home then (=this morning) 

 

                                                                                                                                               
1‌singleton entities 
2‌multi-mention entities 
3‌isolated mentions 
4‌predicative یا‌‌ capula 
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 3ایو مدل رتبه 2نامبری-، مدل موجودیت1نامبری-مدل زوج 

‌مدل‌اول‌که‌به‌مدل‌زوجارجاعتحلیل‌هم‌مسئلهسه‌مدل‌کلی‌برای‌ موسوم‌‌4نامبری-ی‌وجود‌دارد.

غیرهم‌عنوان‌بهمرجع‌یا‌هم‌عنوان‌بهکند،‌یعنی‌دو‌نامبری‌را‌یا‌ها‌کار‌میاست‌بر‌مبنای‌زوج‌نامبری

مرجع‌موجود‌در‌های‌هممرجع‌زنجیرههای‌همکند‌و‌سپس‌با‌ترکیب‌همه‌نامبریی‌میبندردهمرجع‌

‌شناسایی‌می ‌مدسند‌را ی‌هر‌نامبری‌با‌بندردهنامبری‌است‌که‌بجای‌-ل‌دیگر‌مدل‌موجودیتکند.

‌ ‌قبلی، ‌نامبری ‌رایک ‌‌آن ‌قبلی ‌یک‌موجودیت ‌میبندردهبا ‌آمدن‌ی ‌وجود ‌به ‌آن ‌نتیجه ‌که کند،

بندی‌استفاده‌میاز‌روش‌خوشه‌معمولاًها‌برای‌هر‌موجودیت‌است.‌رویکرد‌دوم‌ای‌از‌نامبریمجموعه

ها‌ای‌از‌نامبریای‌است‌که‌بجای‌مقایسه‌تنها‌دو‌نامبری‌با‌یکدیگر،‌مجموعهکند.‌مدل‌سوم‌مدل‌رتبه

‌را‌مقایسه‌کرده‌و‌نتیجه‌مقایسه‌تعیین‌رتبه‌هر‌نامبری‌است.‌

 6و سنجه مبتنی بر دسته 5پیونددهیسنجه مبتنی بر  

‌ ‌حل ‌رویکرد ‌دو ‌راستای ‌هم‌مسئلهدر ‌زوجتحلیل ‌)رویکرد ‌موجودیت-ارجاعی ‌رویکرد ‌و -نامبری

‌با‌دو‌مقیاس‌متفاوت‌نیا‌ارزیابی‌کرد:‌سنجه‌مبتنی‌بر‌حلتوان‌این‌راهامبری(،‌مین ‌7پیونددهیها‌را

کند،‌در‌حالیکه‌سنجه‌مبتنی‌ارجاعی(‌درست،‌مفقود‌و‌اشتباه‌را‌شمارش‌میهای‌)موارد‌همتعداد‌ربط

با‌چندین‌نامبری‌بلکه‌های‌خوشه‌در‌نظر‌گرفته‌و‌نه‌تنها‌موجودیت‌عنوان‌بهها‌را‌موجودیت‌8بر‌کلاس

 گیرد.را‌نیا‌در‌نظر‌می‌های‌تک‌نامبریموجودیت

 

 

 

‌

                                                 
1‌pairwise/mention-pair model 
2‌entity-based/entity-mention model 
3‌ranking model 
4‌pairwise (or mention-pair) models 
5‌link-based measure 
6‌class-based measure 
7‌link-based performance metrics 
8‌class-based performance metrics 
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 2های استاندارد طلاییو نامبری 1های سیستمینامبری 

اند‌را‌نامبریهای‌موجود‌در‌استاندارد‌طلایی‌که‌توسط‌افراد‌متخصص‌به‌وجود‌آمدهمجموعه‌نامبری

‌نامبری ‌یا ‌درست ‌نامبریهای ‌اما ‌گویند. ‌نامبریهای‌سیستمی‌های‌طلایی ‌توسط‌یک‌یا ‌که هایی

‌های‌همخوانی‌ندارد.با‌این‌نامبری‌لاوماًآید‌به‌وجود‌می‌end-to-endسیستم‌

 3اشاره به جلو 

‌پس‌از‌آن‌آمده‌است.‌herدر‌جمله‌زیر‌مرجع‌ضمیر‌‌مثلاًآید.‌است‌که‌مرجع‌آن‌بعد‌از‌آن‌می‌نامبری

Near [her], [Jill] saw a snake. 

5-1 ارجاعی تحلیل هم مسئلهمورد نیاز برای حل  هایگام 
-های‌همیک‌متن‌خبری‌و‌خروجی‌آن‌زنجیره‌مثلاًارجاعی‌یک‌متن‌خام‌تحلیل‌هم‌مسئلهورودی‌

ارجاعی‌موجود‌)مبتنی‌بر‌قواعد‌های‌تحلیل‌همهای‌مهم،‌بیشتر‌سیستمارجاعی‌است.‌علیرغم‌اختلاف

ی‌عمومی‌در‌نظر‌گرفت.‌این‌ها‌تمیالگورای‌از‌نمونه‌نوانع‌بهتوان‌یا‌مبتنی‌بر‌پیکره(‌را‌می‌سینو‌دست

را‌برای‌‌LDهم‌مرجعی‌‌پیوندهایاز‌‌ای‌مجموعهرا‌دریافت‌کرده‌و‌‌Dدر‌ابتدا‌یک‌سند‌خام‌‌ها‌تمیالگور

هستند‌که‌در‌مرحله‌بعدی‌زنجیره‌نامدار‌یها‌تیموجودهایی‌از‌زوج‌پیوندهاکند.‌این‌آن‌محاسبه‌می

-اینکه‌یک‌سیستم‌بتواند‌یک‌متن‌خام‌را‌گرفته‌و‌زنجیره‌منظور‌بهکنند.‌ید‌میهای‌هم‌مرجعی‌را‌تول

‌را‌انجام‌دهد.1-1های‌شکل‌مشخص‌کند‌بایستی‌گام‌آن‌راارجاعی‌های‌هم

                                                 
1‌true/gold mentions 
2‌system mentions 
3‌cataphor 
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  [6]ارجاعی های مختلف یک سیستم تحلیل هم. گام1-0 شکل 

‌پردازشپیش -1

های‌موجود‌در‌مرجع،‌بایستی‌نامبریهای‌همبند‌نامبریهای‌یک‌الگوریتم‌ردهتولید‌ورودی‌منظور‌به

‌شوند. ‌استخراج ‌و ‌ متن‌شناسایی ‌نیاز‌پردازش‌پیشمراحل ‌‌ مورد ‌از ‌عبارتند ‌این‌کار ‌واژه‌تکبرای

‌1سازی ‌جملات2لغات‌یابی‌ریشه، ‌جداساز ‌پردازش3، ‌4شناسیهای‌ریخت، ،‌5اجاای‌کلام‌زنی‌چسببر،

‌شناسایی‌موجودیت6شناسایی‌عبارات‌اسمی ‌تعیین‌7های‌نامدار، ‌و ‌تودرتو ‌عبارات‌اسمی ‌استخراج ،

‌.‌9ایسازهو‌درخت‌تجایه‌‌8دسته‌معنایی‌و‌در‌صورت‌امکان‌ایجاد‌درخت‌تجایه‌وابستگی

10پیمانه‌2-1ل‌شک‌روی‌متن‌انجام‌شود.‌در‌پردازش‌پیشبرای‌این‌منظور‌بایستی‌یک‌سری‌عملیات‌

‌خروجی‌این‌مراحل‌مرزهای‌ ‌فیتعر‌خوشهای‌پردازش‌زبان‌طبیعی‌زیر‌برای‌این‌کار‌پیشنهاد‌شد.

                                                 
1
 tokenization 

2
 stemmer 

3
 sentence segmentation 

4
 morphological process 

5
 pos tagging 

6
 np extractor 

7
 ner 

8‌dependency parse tree 
9‌constituent parse tree 
10‌module 

 تشخیص‌نامبری پیش‌پردازش فایل‌متنی

ویژگیاستخراج‌  
تشخیص‌وابسته‌بودن‌‌

(اختیاری)نامبری‌  
 تشخیص‌مراجع‌کاندید

(اختیاری)هرس‌  امتیازدهی‌و‌رتبه‌بندی 
جستجو،‌خوشه‌بندی‌و‌‌
 تولید‌زنجیره‌خروجی
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‌نامبری ‌نامبریبرای ‌مورد ‌در ‌اطلاعاتی ‌و ‌ویژگیها ‌استخراج ‌مرحله ‌است‌در ‌قرار ‌است‌که ها‌هایی

‌استفاده‌شوند.‌

‌تشکیل‌میسرانجام‌مواردی‌که‌مجموعه‌نامبری ‌را ‌عبارات‌اسمی‌دهند‌عباها ،‌شده‌استخراجرتند‌از:

های‌نامدار‌و‌عبارات‌اسمی‌تودرتو.‌برای‌موارد‌غیر‌نامدار‌لازم‌است‌دسته‌معنایی‌مشخص‌موجودیت

ها‌اغلب‌تودرتو‌مثال،‌نامبری‌عنوان‌بهها‌وجود‌دارد،‌بر‌سر‌راه‌شناسایی‌نامبریمشکلات‌زیادی‌‌شود.

‌ ‌مرز ‌استا‌ها‌آنهستند، ‌در ‌موجود ‌موارد ‌با ‌ممکن‌است‌مواردی‌از ‌است‌و ‌ها‌آنندارد‌طلایی‌متمایا

هایی‌یافته‌نشده‌یا‌مواردی‌یافته‌شود‌که‌در‌استاندارد‌طلایی‌وجود‌ندارد.‌در‌یادگیری‌ماشین‌روش

‌ ‌کیفیت‌برای‌داده‌بدست‌میها‌آن‌یریکارگ‌بهوجود‌دارد‌که‌با ‌بازنمایشی‌با ‌در‌این‌روش، ‌از‌آید، ها

-ها،‌یادگیری‌بازنمایش‌میی‌این‌روشگردد.‌به‌مجموعهگوریتم‌استفاده‌میی‌خام‌در‌ورودی‌الداده

‌گویند.

‌

 [7] هاهای پردازش زبان طبیعی استفاده شده برای شناسایی و استخراج نامبریرویه .2-0 شکل 

‌‌طور‌همان ‌در ‌شد، ‌گفته ‌متنend-to-end ارجاعیهم‌های‌سیستمکه ‌پردازش ‌نهایی، های‌هدف

‌حاشیه ‌در ‌است. ‌نشده ‌سیستمنویسی ‌این ‌پیش‌عموماًها ‌فاز ‌بردارهای‌در ‌و ‌کلمات ‌بردار پردازش

ها‌و‌نامبری‌یورودکاراکترهای‌موجود‌در‌متن‌استخراج‌شده،‌سپس‌با‌دنباله‌کلمات‌موجود‌در‌متن‌

استخراج‌بردار‌کلمات‌جدید‌های‌روش شوند.های‌عصبی‌عمیق‌تشخیص‌داده‌میاستفاده‌از‌شبکه‌با

نرمالسازی،‌غلط‌‌
 یابی،‌تقطیع

 تقطیع‌جمله
برچسبگذار‌
 اجاای‌کلام

قطعه‌بندی‌گروه‌
 اسمی

 تشخیص‌ضمیر
تشخیص‌
 جانداری

تشخیص‌
 موحودیت‌نامدار
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ELMo عبارتند‌از
1
 ‌[8]،BERT ‌[9]،‌RoBERTa

2
‌‌.XLNet [11] و‌[10]‌  ‌کهاز ‌روش‌‌آنجا در

را‌توسعه‌و‌بهبود‌‌BERTاین‌روش،‌روش‌.‌استفاده‌شده‌است‌RoBERTaپیشنهادی‌از‌تعبیه‌واژگان‌

‌شود.‌و‌نحوه‌استخراج‌تعبیه‌واژگان‌توسط‌آن‌در‌زیر‌شرح‌داده‌می‌BERTروش‌است.‌‌داده

)که‌‌3رماگذارلایه‌‌12شامل‌پایه‌‌BERTشده‌است.در‌دو‌اندازه‌متفاوت‌آموزش‌داده‌ BERT شبکه

‌.است‌رماگذاریه‌لا‌24شامل‌‌تر‌بارگشوند(‌و‌شبکه‌‌نامیده‌می Transformer Blocks در‌مقاله‌اصلی

قبل‌‌است.‌تشکیل‌شده dropout و‌یک‌لایه dense ،‌یک‌لایه self-attentionاز‌یک‌لایه‌رماگذارهر‌

میلیون‌‌110خروجی‌قرار‌دارد.‌شبکه‌پایه‌در‌مجموع‌‌یها‌هیلاها‌و‌بعد‌از‌آن‌تعبیهها‌لایه‌رماگذاراز‌

ه‌از‌دو‌روش‌زیر‌استفاده‌شد BERT برای‌آموزش‌.میلیون‌پارامتر‌دارد‌345پارامتر‌و‌شبکه‌بارگ‌

 :است

MLM)مدل‌زبانی‌پوششی‌الف(‌
4
) 

‌روش‌ ‌این ‌توکن درصد‌15در ‌با ‌متن ‌ورودی [MASK] لغات ‌به ‌و ‌شده داده‌ BERT جایگاین

‌رماگذاربه‌خروجی‌ softmax سازیتابع‌فعالاندازه‌تعداد‌لغات‌با‌‌هب‌بندیشوند.‌یک‌لایه‌کلاس‌می

ش‌باید‌لغات‌حذف‌شده‌توسط‌شبکه‌حدس‌زده‌شود.‌آموزش‌این‌شبکه‌.‌در‌این‌رواست‌اضافه‌شده

 دو‌سویه
 .باشدمی‌است‌و‌به‌کلمات‌قبلی‌و‌بعدی‌حساس5

NSP)بینی‌جمله‌بعدی‌ب(‌پیش
6
) 

‌این‌روش‌ ‌توکندر ‌می [SEP] دو‌جمله‌با ‌این‌است‌که‌یاد‌‌از‌هم‌جدا ‌وظیفه‌شبکه‌این‌بار شوند.

 ‌.خیرهستند‌یا‌‌بگیرد‌این‌دو‌جمله،‌دو‌جمله‌متوالی

 هااستخراج‌نامبری -2

                                                 
1
 embeddings from language models 

2
 robustly Optimized BERT Pretraining Approach 

3‌encoder 
4‌Masked Language Model  
5‌Bidirectional 
6‌Next Sentence Prediction 
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مشخص‌‌ها‌آنهایی‌است‌که‌بایستی‌مراجع‌ارجاعی‌یافتن‌نامبریتحلیل‌هم‌مسئلهدومین‌گام‌در‌حل‌

شوند‌به‌چندین‌عامل‌بستگی‌دارد‌از‌جمله:‌کاربرد‌نامبری‌شناسایی‌می‌عنوان‌بهشود.‌نوع‌عباراتی‌که‌

نامبری‌،در‌یک‌سیستم‌که‌هدف‌آن‌تحلیل‌ضمیرها‌است‌مثلاًمورد‌نظر،‌زبان‌متن،‌نوع‌و‌دامنه‌متن.‌

انواع‌ضمایر‌ازجمله:‌ضمیر‌شخص‌سوم،‌ضمیر‌ملکی،‌ضمیر‌انعکاسی‌و‌برای‌سیستمی‌ ها‌عبارتند‌از

‌های‌نامدار،‌عبارات‌اسمی‌و‌ضمایرها‌عبارتند‌از‌موجودیتارجاعی‌است‌نامبریکه‌هدف‌آن‌تحلیل‌هم

[7].‌

‌تواند‌یکی‌از‌موارد‌زیر‌باشد:در‌حالت‌کلی‌هر‌نامبری‌می

 دیگر‌موجودیت‌ ‌سازماناسامی‌خاص‌و ‌شامل‌اشخاص‌)دکتر‌حسن‌روحانی(، ها‌های‌نامدار

‌ها‌)استان‌همدان،‌ساختمان‌چهار‌طبقه(.)مجلس‌شورای‌اسلامی(،‌و‌مکان

 سم‌عام‌است.:‌عباراتی‌مثل‌رئیس‌جمهور‌منتخب‌که‌سرِ‌عبارت،‌یک‌ا1عبارات‌اسمی 

 ‌،وی،‌ایشان‌و‌غیره.ها‌آنضمایر‌مثل‌، 

 نمایش‌دانش،‌تابع‌ویژگی -3

‌ ‌گام ‌‌سومدر ‌دانش‌مختلف‌استخراج ‌منابع ‌از ‌استفاده ‌می‌هانامبریی‌ژگیوبا ‌روشانجام های‌شود.

‌ ‌متفاوت‌هستند، ‌یکدیگر ‌با ‌زمینه ‌این ‌‌جهت‌‌نیا‌ازمختلف‌در ‌استخراج ‌فرآیند ‌برخی ی‌ژگیوکه

‌تکیه‌بر‌‌امدارن‌یها‌تیموجود ‌)با ‌استخراج‌‌زن‌برچسبی‌مثل‌پردازش‌پیشهای‌پیمانهرا اجاای‌کلام،

‌پارسرها(‌گر‌موجودیت دهند‌و‌برخی‌دیگر‌از‌اطلاعات‌استاندارد‌خودکار‌انجام‌می‌کاملاًهای‌نامدار،

‌.‌[7]‌کنندطلایی‌استفاده‌می

دهند.‌در‌های‌یادگیری‌ماشینی‌در‌حالت‌کلی‌دانش‌را‌با‌کمک‌بردارهای‌ویژگی‌نمایش‌میالگوریتم

‌هم‌مسئله ‌مجموعهتحلیل ‌ویژگی، ‌یک‌تابع ‌نامبریارجاعی، ‌از ‌سنجهای ‌برخی ‌به ‌توجه ‌با ‌را ها‌ها

طابقت‌دارند.‌در‌ها‌از‌لحاظ‌جنسیت‌با‌یکدیگر‌ماینکه‌آیا‌یک‌مجموعه‌از‌نامبری‌مثلاًکند،‌ارزیابی‌می

                                                 
1‌common noun NPs or nominal mentions 



 

15 

 

ای‌از‌توابع‌ویژگی‌انجام‌میحقیقت‌گام‌تحلیل،‌با‌استفاده‌از‌مقدار‌برگشت‌داده‌شده‌توسط‌مجموعه

‌پیشرفت ‌همچنین ‌و ‌رایج ‌ویژگی ‌توابع ‌ادامه، ‌در ‌توابع‌‌شده‌انجامهای‌شود. ‌بردن ‌کار ‌به ‌زمینه در

‌ررسی‌خواهد‌شد.کنند،‌بو‌دانش‌معنایی‌استفاده‌می‌دانش‌جهانیویژگی‌جدید‌که‌از‌

و‌‌𝑚𝑗و‌𝑚𝑖 های‌های‌یادگیری‌با‌جفت‌کردن‌نامبریقدیمی،‌نمونه‌با‌ناظر‌های‌یادگیریدر‌سیستم

‌مثلاًشدند.‌ایجاد‌می‌2مرجع(یا‌نادرست‌)ناهم‌1مرجع(های‌درست‌)همبا‌برچسب‌ها‌آن‌گذاری‌برچسب

های‌مرجع‌باشند.‌زوجهم‌𝑚𝑗و‌𝑚𝑖 است‌اگر‌و‌تنها‌اگر‌‌درست‌𝑚𝑖, 𝑚𝑗, 𝑏𝑜𝑜𝑙𝑒𝑎𝑛نمونه‌آموزشی‌

𝑚𝑖, 𝑚𝑗بردارهای‌ویژگی‌که‌شامل‌ویژگی‌‌ ‌های‌تکی‌)اطلاعاتی‌در‌مورد‌یکی‌از‌نامبریبا ‌مثلاًها،

همخوانی‌در‌تعداد(‌است‌‌مثلاًها‌)اطلاعاتی‌در‌مورد‌ارتباط‌بین‌دو‌نامبری،‌تعداد‌آن(‌یا‌زوج‌ویژگی

‌.[6]‌شوندنمایش‌داده‌می

‌نامبریتشخیص‌وابسته‌بودن‌‌ -4

شود‌که‌شامل‌جدا‌کردن‌بررسی‌می‌نامبریتشخیص‌وابسته‌بودن‌‌که‌اختیاری‌است،‌چهارمدر‌گام‌

دارای‌هیچ‌مقدمی‌نیستند‌و‌نیازی‌به‌‌هانامبریاست‌که‌وابسته‌نیستند.‌این‌‌هایینامبریآن‌بخش‌از‌

ارجاعی‌همواره‌شود‌و‌در‌مسئله‌تحلیل‌همتحلیل‌ندارند.‌این‌گام‌برای‌مسئله‌تحلیل‌ضمیر‌انجام‌می

‌وابسته‌هستند.‌‌هانامبریشود‌چرا‌که‌همه‌انجام‌نمی

‌‌که‌یدرحال ‌قبلی ‌گام ‌می‌برای‌پردازش‌پیش‌صورت‌بهسه ‌انجام ‌سند ‌بعدی‌کل ‌گام ‌چهار شوند،

‌شود.‌انجام‌می‌𝐴موجود‌در‌‌𝑚𝑗 ‌نامبریو‌برای‌هر‌‌شده‌‌انجامتحلیل‌‌منظور‌به

‌شخیص‌مراجع‌کاندیدت‌ -5

‌ ‌‌یبرا‌یدکاند‌یها‌مقدم‌یدتول‌یفهوظ‌پنجمگام ‌‌را‌نامبریهر ‌دارد. ‌عهده ‌فرض‌شیپ‌صورت‌بهبر

𝐶𝑗یدکاند‌هاینامبریمجموعه‌  قرار‌دارند.‌‌𝑚𝑗 ‌نامبریقبل‌از‌‌یخط‌صورت‌بههستند‌که‌‌هاییمبرینا‌ 

‌

                                                 
1‌positive instance 
2‌negative instance 
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‌هرس -6

‌بر‌عهده‌‌یدکاند‌یها‌کاهش‌تعداد‌مقدم‌جهیناسازگار‌و‌درنت‌یها‌مقدم‌یجداساز‌یفهپنجم‌وظ‌گام را

)مثل‌عدم‌‌ها‌تیاز‌محدود‌ای‌مجموعهبا‌توجه‌به‌‌رمحتملیغ‌یها‌مقدم‌یبرخ‌𝐶𝑗گام‌از‌‌یندارد.‌در‌ا

‌.‌شوند‌ی(‌حذف‌میگذار‌یداصول‌ق‌یاتعداد،‌‌یت،در‌جنس‌یسازگار

‌بندیامتیازدهی‌و‌رتبه -7

-و‌امتیازدهی‌می‌یساز‌مرتب،‌اندشده‌‌استخراجهای‌کاندیدی‌که‌در‌مراحل‌قبل‌گام‌ششم،‌مقدمدر‌

ا‌هر‌آید.‌در‌برخی‌رویکردهمی‌به‌دستها‌یا‌محدودیت‌قواعداز‌‌ای‌مجموعهبندی‌بر‌مبنای‌.‌رتبهشوند

‌𝑚𝑗 ‌نامبری ‌عددی‌را ‌دریافت‌می‌صورت‌بهیک‌امتیاز ‌‌مثلاًکند‌)جداگانه ی‌احتمالی‌یا‌کردهایرودر

‌تعیین‌می𝑚𝑗 و‌ 𝑚𝑖 آماری(‌که‌احتمال‌اینکه ‌آمده‌دست‌بهتوان‌از‌نمره‌کند.‌میهم‌مرجع‌‌باشند‌را

توسط‌‌ماًیمستقی‌دیگر‌کاندیدها‌کردهایروبندی‌آن‌استفاده‌کرد.‌در‌برخی‌برای‌رتبهنامبری‌برای‌هر‌

‌شوند.بندی‌میرتبه‌دار‌تیاولو‌قواعد

 های‌نهاییبندی‌و‌تشکیل‌زنجیرهجستجو،‌خوشه -8

شود‌و‌ی‌گام‌قبل‌انجام‌میشده‌بندی‌رتبههای‌بندی‌نامبریدر‌گام‌هفتم‌که‌آخرین‌گام‌است،‌خوشه

‌آِیند.‌ارجاعی‌نهایی‌بدست‌میهای‌همزنجیره

6-1 نامهیاناساختار پ 
‌ ‌این‌شکل‌رسالهادامه ‌فصل‌‌یده‌سازمانبه ‌در ‌ابتدا ‌است. ‌مراحل‌اساسی‌‌2شده ‌بیان‌مفاهیم‌و به

بندی‌نموده‌و‌مورد‌بررسی‌قرار‌های‌محققان‌در‌این‌حیطه‌را‌طبقهو‌برخی‌از‌یافته‌پردازیممیموضوع‌

به‌‌4د‌و‌در‌فصل‌مراحل‌مختلف‌روش‌پیشنهادی‌را‌توضیح‌خواهیم‌دا‌3خواهیم‌داد.‌سپس‌در‌فصل‌

‌پرداخت. ‌خواهیم ‌پیشنهادی ‌روش ‌‌ارزیابی ‌فصل ‌پی‌5در ‌و ‌پژوهش ‌برای‌شدستاوردهای نهاداتی

‌کارهای‌آتی‌را‌شرح‌خواهیم‌داد.

‌
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2فصل  پژوهش  پیشینه:  
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1-2 مقدمه  
از‌دو‌بخش‌اصلی‌‌فصلدر‌این‌فصل‌مروری‌بر‌کارهای‌قبلی‌مرتبط‌با‌این‌رساله‌خواهیم‌داشت.‌این‌

در‌و‌شود‌بررسی‌میهای‌موجود‌در‌متن‌شناسایی‌نامبری‌هایروشدر‌بخش‌اول،‌‌،استتشکیل‌شده‌

‌انواع‌بخش‌دوم ‌بررسی ‌روش‌به ‌همهای ‌میتحلیل ‌ارجاعی ‌است‌سعیپردازیم. های‌پژوهش‌شده

هایی‌که‌تا‌کنون‌برای‌حل‌این‌ها‌و‌روشحلراه‌و‌بررسی‌شودگذشته‌مرتبط‌با‌موضوع‌هر‌دو‌قسمت‌

‌.‌شودی‌بندردهرفته‌است‌معرفی‌و‌‌به‌کار‌مسئله

2-2 های تشخیص نامبری روش 
دستی،‌توسط‌‌صورت‌به هاهای‌نامدار‌در‌یک‌متن،‌ویژگیدر‌مقالات‌قدیمی،‌برای‌تشخیص‌موجودیت

-بردن‌شبکه‌گردید.‌هدف‌اصلی‌از‌به‌کارآزمون‌و‌خطا‌استخراج‌می‌صورت‌بهاشخاص‌خبره‌و‌در‌واقع‌

‌تشخیص‌موجودیت ‌شدن‌استخراج‌ویژگیهای‌عمیق‌در ‌خودکار ‌در‌های‌نامدار، ‌و ‌توسط‌شبکه ها

‌نتیجه ‌بهبود ‌سیستمنهایت، ‌این ‌تشخیص‌بود. ‌ی ‌اصطلاحاً ‌.بینندآموزش‌می‌1سرتاسر‌صورت‌بهها

‌ ‌ورودی ‌می‌صورت‌بهیعنی ‌وارد ‌شبکه ‌به ‌ویژگیمتن ‌و ‌لایهشود ‌در ‌ها ‌شبکه ‌عمیق ‌صورت‌بههای

‌.[12]‌شوندعقب‌یاد‌گرفته‌میخودکار‌با‌استفاده‌از‌انتشار‌به‌

‌معرفی‌معماری‌یک‌شبکهکولوبرت‌و‌همکارانش ‌با ،‌‌ برای‌‌یحل‌راهی‌عصبی‌و‌همچنین‌آموزش‌آن،

‌ ‌از ‌همچونبسیاری ‌طبیعی ‌زبان ‌پردازش ‌کاربردی ‌قطعه‌زنی‌برچسب‌مسائل ‌سخن، ،‌2بندی‌ادات

ای‌از‌‌ارائه‌نمودند.‌در‌این‌معماری‌پنجره‌3زنی‌نقش‌معنایی‌و‌برچسب‌نامدار‌های‌تشخیص‌موجودیت

‌ویژگی‌کلمات‌در‌ورودی‌دریافت‌می ‌‌شود‌و‌در‌چند‌لایه، ‌به‌‌صورت‌بهها ‌آموزش‌انتشار ‌با ‌و خودکار

ی‌دوم،‌استخراج‌ویژگی‌‌ی‌اول،‌استخراج‌ویژگی‌هر‌کلمه‌و‌در‌لایه‌آیند.‌در‌لایه‌بدست‌می‌عقب‌شبکه

گیرد‌که‌با‌روش‌سبد‌واژگان‌تفاوت‌دارد‌و‌درواقع‌توالی‌واژگان‌در‌‌ای‌از‌کلمات‌صورت‌می‌از‌پنجره

                                                 
1‌
end to end 

2‌
chunking 

3‌
semantic role labeling 
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شکل‌در‌‌.[13]‌شود‌های‌بعدی‌برچسب‌کلمات‌تخصیص‌داده‌می‌این‌بخش‌حائا‌اهمیت‌است،‌در‌لایه

‌ای‌از‌کلمات‌نمایش‌داده‌شده‌است.‌معماری‌پیشنهادی‌کولوبرت‌برای‌پنجره‌2-1

 

 [13]معماری پیشنهادی کولوبرت . 1-2 شکل 

‌بردارهای‌ویژگی‌ ‌ویژگی‌برای‌کلمات‌است، ‌بردار ‌بدست‌آوردن ‌در ‌مقالات‌تلاش‌اصلی ‌تمامی در

ی‌این‌بردارها‌به‌یکدیگر‌و‌استفاده‌از‌شبکه‌پیونددهیآید‌و‌سپس‌با‌مختلفی‌برای‌کلمات‌بدست‌می

‌بردار‌بازنمایش‌جدیدی‌که‌حاوی‌ویژگی ‌برای‌مجموعهعصبی، از‌‌ایهای‌سطح‌بالایی‌از‌زبان‌است،

‌می ‌بدست ‌موجودیتکلمات ‌شناسایی ‌جهت ‌بازنمایش‌جدید ‌بردار ‌این ‌از ‌سپس ‌نامدار‌‌آید. های

-از‌بردار‌تعبیه‌گانی‌واژاستفاده‌از‌بردار‌تعبیه‌جای‌بهالکساندر‌پاسوس‌و‌همکارانش‌‌شود.‌استفاده‌می

‌.[14]‌اند‌استفاده‌کرده‌1ی‌عبارات

                                                 
1‌phrase embedding 
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ها‌‌ی‌واژهها‌استفاده‌کنند،‌از‌بردار‌تعبیه‌ی‌واژهاینکه‌صرفاً‌از‌بردار‌تعبیه‌جای‌بهدوسانتوس‌و‌گیمارس‌

ها،‌ی‌واژهاند‌یعنی‌علاوه‌بر‌یادگیری‌بردار‌تعبیه‌همامان‌استفاده‌کرده‌طور‌بهی‌حروف‌و‌بردار‌تعبیه

‌.[15] ودزشگرفته‌می‌ی‌حروف‌هم‌یادهزی‌پیچشی‌بردار‌تعبیهزتفاده‌از‌یک‌لایزبا‌اس

‌شبکه ‌از ‌همکارانش‌بعد ‌و ‌‌هوانگ ‌عصبی ‌شرطی‌(RNN) بازگشتیی ‌تصادفی ‌میدان ‌لایه، ‌یک از

(CRFاستفاده‌کردند.‌همچنین‌در‌این‌روش‌‌)های‌برگشتی‌‌های‌ساده‌در‌لایه‌استفاده‌از‌نورون‌جای‌به

‌گیت ‌است.شبکه‌LSTMهای‌‌از ‌این‌مقاله‌‌شده‌مطرحی‌استفاده‌شده سراسری‌آموزش‌‌صورت‌بهدر

 .[16] بینندها‌با‌هم‌آموزش‌میی‌لایهیند‌به‌این‌معنا‌که‌همهبمی

توان‌‌در‌واقع‌می‌.های‌پیچشی‌استفاده‌کردند‌ی‌حروف‌از‌لایه‌چیو‌و‌نکولا،‌برای‌یادگیری‌بردار‌تعبیه

‌گیمارس‌است ‌روش‌دوسانتوس‌و ‌‌،گفت‌این‌روش‌همانند ‌این‌روش، ‌در ‌این‌تفاوت‌که ‌جای‌بهبا

‌از‌ ‌از‌شبکه‌RNN‌[17]استفاده ‌این‌‌LSTM‌[18]ی‌عصبی‌‌ساده ‌نام ‌است. دوجهته‌استفاده‌شده

 .[19](‌نامیدند‌CRNNی‌برگشتی‌پیچشی‌)مدل‌را‌شبکه

های‌ی‌برگشتی‌دوجهته‌با‌گیتلامپل‌و‌همکارانش‌دو‌مدل‌را‌معرفی‌کردند.‌مدلی‌که‌حاوی‌شبکه

LSTMبه‌همراه‌یک‌لایه‌‌CRFبهتری‌را‌حاصل‌کرد.‌در‌این‌مدل‌از‌بازنمایش‌واژگان‌‌یبود‌نتیجه‌

مان‌استفاده‌شده‌است.‌أ،‌توWord2Vecی‌حروف‌و‌بازنمایش‌واژگان‌به‌روش‌با‌استفاده‌از‌بردار‌تعبیه

‌.‌[20]‌آیددو‌جهته‌بدست‌می‌LSTMی‌ی‌حروف‌با‌استفاده‌از‌یک‌شبکهدر‌این‌مقاله‌بردار‌تعبیه

-ما‌و‌هوی‌از‌مدلی‌مشابه‌با‌مدل‌لامپل‌و‌همکارانش‌استفاده‌کردند‌ولی‌در‌بدست‌آوردن‌بردار‌تعبیه

‌یک‌شبکه‌جای‌بهی‌حروف‌ ‌از ‌یک‌شبکه‌LSTMی‌استفاده ‌از (‌CNNی‌عصبی‌پیچشی)دوجهته،

‌.‌[21]‌انداستفاده‌کرده

ی‌حروف‌به‌ی‌واژگان‌و‌بردار‌تعبیههای‌نحوی‌به‌بردار‌تعبیهلین‌و‌همکارانش‌با‌اضافه‌کردن‌ویژگی

‌نسبت‌به‌مدلنت ‌ویژگیایجی‌بهتر، ‌نمیزهای‌نحوی‌کلمهایی‌که‌از دست‌یافتند.‌‌،کنندات‌استفاده

‌مدل‌بهترین‌نتیجه ‌معماری‌لامپل‌دارد. ‌مربوط‌به‌مدلی‌است‌که‌معماری‌مشابه‌با ی‌گاارش‌شده

‌‌.[22]‌های‌اجتماعی‌آموزش‌و‌تست‌شده‌استهای‌رسانهپیشنهادی‌بر‌روی‌متن
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‌همکارانش‌ ‌واژگان‌‌[23]لی‌و ‌تعبیه ‌از ‌استفاده ‌عصبی‌‌ELMoبا ‌شبکه های‌نامبری‌Bi-LSTMو

به‌‌ELMoتعبیه‌واژگان‌های‌هم‌مرجع‌شناسایی‌کردند.‌امان‌با‌تشکیل‌زنجیرهموجود‌در‌متن‌را‌هم

ها‌اطلاعات‌معنایی‌مفیدی‌جهت‌شناسایی‌دقیق‌نامبریدلیل‌استفاده‌از‌ساختار‌شبکه‌عصبی‌عمیق‌

‌دهد.‌در‌اختیار‌سیستم‌قرار‌می

‌همکارانش‌ ‌و ‌‌[24]جوشی ‌واژگان ‌تعبیه ‌‌BERTاز ‌عصبی ‌شبکه ی‌جهت‌هانامبری‌Bi-LSTMو

‌ ‌متن‌استفاده‌کردند. ‌نظر‌گرفتن‌مدل‌ها‌آنموجود‌در ‌در ‌پیش‌با ‌دهید‌آموزشهای‌زبانی‌از ‌دو‌‌ در

های‌متن‌با‌دقتی‌بالاتر‌از‌سایر‌روش‌های‌موجود‌درسطح‌پاراگراف‌و‌سند‌موفق‌به‌شناسایی‌نامبری

‌پیشین‌شدند.‌

3-2 ارجاعیهای تحلیل همروش 
و‌مبتنی‌بر‌‌1دسته‌مبتنی‌بر‌قواعد‌زبانی‌دوارجاعی‌را‌به‌همهای‌تحلیل‌توان‌روشدر‌حالت‌کلی‌می

ای‌از‌های‌مبتنی‌بر‌قاعده،‌مجموعهتقسیم‌کرد.‌در‌روش‌های‌مبتنی‌بر‌دادهیا‌روش‌2یادگیری‌ماشین

شوند‌تا‌موارد‌اند،‌به‌ترتیب‌اجرا‌میتوسط‌افراد‌خبره‌نوشته‌شده‌نویس‌دست‌صورت‌بهقواعد‌زبانی‌که‌

بالا‌و‌سادگی‌طراحی‌اشاره‌‌دقت‌بهتوان‌متن‌مشخص‌شوند.‌از‌ماایای‌این‌روش‌می‌ارجاعی‌درونهم

‌مجدداًکرد،‌اما‌قابلیت‌انعطاف‌این‌روش‌پایین‌است‌و‌لازم‌است‌برای‌هر‌زبان‌طبیعی‌مجاا،‌سیستم‌

‌از‌ابتدا‌توسط‌افراد‌خبره‌طراحی‌شود.

‌،‌مبتنی‌بر‌یادگیری‌عمیق5ناظربی،‌4ردسته‌با‌ناظ‌چهارنیا‌به‌‌3های‌مبتنی‌بر‌یادگیری‌ماشینروش‌

‌قبلاًهای‌آموزشی‌های‌با‌ناظر،‌لازم‌است‌دادهشوند.‌در‌روشتقسیم‌می‌و‌مبتنی‌بر‌یادگیری‌تقویتی

‌حاشیه ‌این‌دادهتوسط‌افراد ‌که ‌باشد، ‌مینویسی‌شده ‌قرار ‌استفاده ‌برای‌یادگیری‌سیستم‌مورد ها

                                                 
1
 linguistics-based methods 

2
 machine learning-based methods 

3
 data driven approaches 

4
 supervised 

5
 unsupervised 



22 

 

ها‌آموزشی‌بسیار‌های‌آموزشی‌نیست‌)یا‌دادهیازی‌به‌دادهناظر‌نهای‌بیگیرند.‌از‌طرف‌دیگر،‌در‌روش

شکل‌ارجاعی‌پایین‌است.‌تحلیل‌هم‌مسئلهکمی‌مورد‌نیاز‌است(‌اما‌دقت‌این‌روش‌هنوز‌برای‌حل‌

ها‌به‌هر‌کدام‌از‌روش‌تر‌دقیقدهد.‌در‌ادامه‌توضیحات‌های‌مختلف‌را‌نمایش‌میی‌روشبندرده‌2-2

‌شود.ورده‌میآ‌ها‌آن‌هایی‌ازنمونههمراه‌

های‌تحلیل‌هم‌ارجاعی‌روش

مبتنی‌بر‌یادگیری‌
ماشین

مبتنی‌بر‌قواعد

یادگیری‌با‌ناظر

یادگیری‌بدون‌ناظر

مدل‌زوج‌نامبری

مدل‌رتبه‌ای

مدل‌موجودیت‌نامبری
یادگیری‌تقویتی

مبتنی‌بر‌یادگیری‌
عمیق

 

 ارجاعیهای مختلف تحلیل همروش. 2-2 شکل 

 قواعد  بر رویکردهای مبتنی 2-3-1
‌مکاشفات‌زبانی‌برای‌حل‌به‌سیستم ‌قواعد‌و ‌میتحلیل‌هم‌مسئلههایی‌که‌از کنند‌ارجاعی‌استفاده

ای‌از‌،‌مجموعه1شود.‌در‌این‌رویکردها،‌برای‌هر‌نامبری‌وابستهبر‌قواعد‌گفته‌می‌های‌مبتنیسیستم

مقدم‌برای‌‌نیتر‌محتملها،‌ها‌و‌تقدمهای‌کاندید‌انتخاب‌شده‌و‌سپس‌با‌استفاده‌از‌محدودیتمقدم

 شود.هر‌نامبری‌از‌این‌مجموعه‌انتخاب‌می

‌قدیمی‌[25]با‌ها‌روش تحلیل‌ضمیر‌است.‌‌مسئلهتنی‌بر‌قواعد‌برای‌حل‌های‌مبترین‌روشیکی‌از

‌ ‌الگوریتم ‌این ‌کار ‌از‌‌عمدتاًمبنای ‌الگوریتم ‌این ‌دیگر ‌بیان ‌به ‌است. ‌ورودی ‌جمله ‌تجایه درخت

‌برد.‌های‌نحوی‌برای‌تحلیل‌ضمیر‌به‌مرجع‌درست‌آن‌بهره‌میمحدودیت

                                                 
1‌anaphor 
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در‌یک‌‌3هاو‌پیوستگی‌گفته‌2مدل‌کردن‌تمرکا‌بحث‌در‌یک‌گفتمان‌منظور‌به‌[26]‌1تئوری‌مرکایت

ها‌و‌تواند‌هر‌نوع‌متن‌از‌جمله‌مقالات‌خبری،‌متون‌ادبی،‌دیالوگگفتمان‌مطرح‌شد.‌یک‌گفتمان‌می

‌از‌جمله‌اهداف‌اصلی‌تئوری‌مرکایت‌ردگیری‌موجودیت‌اصلی‌در‌یک‌گفتمان‌است.‌ امثالهم‌باشد.

‌ارجاعی‌بکار‌رود.‌های‌مبتنی‌بر‌قواعد‌تحلیل‌همتواند‌در‌روشاین‌دانش‌نیا‌می

 ارجاعی‌بهره‌برد.تحلیل‌هم‌مسئلهها‌برای‌حل‌ها‌و‌مکاشفهای‌از‌روشتوان‌از‌مجموعههمچنین‌می

کاری‌که‌از‌این‌روش‌استفاده‌کرده‌است،‌سیستمی‌است‌که‌برای‌تحلیل‌مراجع‌زبان‌‌نیتر‌مهمشاید‌

‌ ‌توسط ‌از‌‌[27]انگلیسی ‌است‌که ‌شده ‌تشکیل ‌غربال ‌تعدادی ‌از ‌سیستم ‌این ‌است. ‌شده طراحی

های‌کاندید‌برای‌هر‌نامبری،‌این‌غربالاند.‌پس‌از‌انتخاب‌مقدمدهمرتب‌ش‌نیتر‌دقت‌کمبه‌‌نیتر‌قیدق

‌شوند‌تا‌مرجع‌هر‌نامبری‌تعیین‌شود.‌ها‌اعمال‌میها‌به‌ترتیب‌روی‌مقدم

 رویکردهای مبتنی بر یادگیری ماشین  2-3-2

‌روشهای‌دادهروش ‌یا ‌تعمیمگرا ‌و ‌کشف‌الگوها ‌خوبی‌در هایی‌های‌یادگیری‌ماشین‌قابلیت‌بسیار

میلادی‌روش‌90توسط‌چشم‌انسان‌قابل‌شناسایی‌نیستند.‌همچنین‌از‌میانه‌دهه‌‌یراحت‌بهد‌که‌دارن

ارجاعی‌بوده‌است.‌روشتحلیل‌هم‌مسئلههای‌یادگیری‌ماشین‌رویکرد‌غالب‌به‌کار‌رفته‌برای‌حل‌

‌داده ‌دادههای ‌به ‌نیاز ‌حاشیهگرا ‌اطلاعات ‌با ‌که ‌دارند ‌همهایی ‌شده ‌ارتباطاتنویسی بین‌‌ارجاعی،

‌پروژه ‌باشند. ‌مشخص‌کرده ارجاعی‌تحلیل‌هم‌مسئلهزیادی‌در‌حل‌‌تأثیرهایی‌که‌عبارات‌اسمی‌را

MUCهای‌ششم‌و‌هفتم‌اند،‌سریداشته
5و‌‌4

ACEاین‌ابتکارات‌موجب‌ایجاد‌اباارهایی‌‌‌ بوده‌است.

‌روشبرای‌حاشیه ‌بهبود ‌دادههای‌حاشیهنویسی‌داده، ‌ایجاد ‌سنویسی‌و های‌یستمهایی‌برای‌توسعه

 ارجاعی‌شد.‌های‌تحلیل‌همهای‌ارزیابی‌سیستمبعدی‌و‌همچنین‌بهبود‌روش

                                                 
1
 centering theory 

2
 discourse 

3
 utterances 

4
 message understanding conference 

5
 automatic content extraction 
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‌1یبندردهارجاعی‌به‌روش‌یادگیری‌ماشین‌را‌به‌دو‌زیر‌فرایند‌تقسیم‌کرد:‌توان‌فرایند‌تحلیل‌هممی

ا‌میههاست،‌که‌المانی،‌فرایند‌بررسی‌وجود‌یا‌عدم‌وجود‌سازگاری‌بین‌المانبندرده.‌2پیونددهیو‌

مرجع‌تشخیص‌هایی‌که‌در‌مراحل‌قبل‌هم)گروهی‌از‌نامبری‌یجائهایی‌ها‌یا‌موجودیتتوانند‌نامبری

ها‌را‌درون‌کند‌تا‌المانی‌استفاده‌میبندرده،‌از‌اطلاعات‌مرحله‌پیونددهی(‌باشند.‌فرایند‌اند‌شدهداده‌

‌کنند.هایی‌نهایی‌را‌ایجاد‌میهایی‌قرار‌دهد‌که‌موجودیتگروه

میپیونددهی‌ی‌و‌بندردههای‌تحلیل‌مرجع‌موجود‌را‌با‌توجه‌به‌نحوه‌استفاده‌از‌فرایندهای‌تمسیس

‌توان‌به‌سه‌نوع‌زیر‌تقسیم‌کرد:

‌های‌جستجوی‌پسگردرویکرد -1

یافتن‌بهترین‌مقدم‌جستجو‌می‌منظور‌بهها‌با‌موارد‌قبلی،‌فضای‌پشت‌سر‌را‌ی‌نامبریبندردهبرای‌‌

های‌نمونه‌عنوان‌بهها‌را‌نامبری-ای‌است‌که‌زوجمکاشفه‌معمولاًپیونددهی‌د‌کنند.‌در‌این‌حالت،‌فراین

 (.single-linkکند‌)ی‌میبندردهمثبت‌

 ایمرحله-رویکرد‌دو -2

ی،‌بندردهکند.‌در‌مرحله‌اول‌یعنی‌پشت‌سر‌هم‌اجرا‌می‌صورت‌بهرا‌پیونددهی‌ی‌و‌بندردهفرایندهای‌

‌نمونههمه‌زوج‌نامبری ‌بررسی‌شده‌تا های‌مثبت‌)و‌مقدار‌اطمینان‌هر‌کدام(‌مشخص‌شود‌و‌در‌ها

‌ ‌مرحله ‌یعنی ‌دوم، ‌الگوریتمپیونددهیمرحله ‌از ‌بخش، ‌مثل ‌خوشههایی ‌گراف، ‌و‌بندی بندی

‌خطی‌یسینو‌برنامه ‌می‌3صحیح ‌یعنی‌استفاده ‌نهایی، ‌نتیجه ‌قبل ‌مرحله ‌کمک‌خروجی ‌با ‌تا شود

‌د.های‌مربوط‌به‌هر‌موجودیت‌بدست‌آیمجموعه‌نامبری

‌ایمرحله-رویکرد‌تک‌ -3

                                                 
1‌classification 
2‌linking 

3‌integer linear programming (ILP) 
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شود.‌به‌بیان‌برخط‌اجرا‌می‌صورت‌بهی‌بندرده‌که‌یدرحالکند،‌را‌اجرا‌میپیونددهی‌مرحله‌‌ماًیمستق

-همامان‌با‌هم‌و‌در‌یک‌مرحله‌انجام‌می‌صورت‌بهها‌ی‌و‌شناسایی‌موجودیتبندردهدیگر‌عملیات‌

‌ستفاده‌کرد.‌موجودیت‌ا-های‌نامبریتوان‌از‌مدلشود.‌در‌این‌راستا،‌می

‌نظر‌های‌جستجوی‌پسگرد‌آنست‌که‌همه‌نامبرییک‌نکته‌ضعف‌رویکرد ‌به‌عنوان‌وابسته‌در ‌را ها

.‌تنها‌در‌حالتی‌که‌هیچ‌مقدمی‌برای‌یک‌نامبری‌یافت‌نشود،‌آن‌نامبری‌تکی‌در‌نظر‌شده‌1دنگیرمی

یک‌نامبری‌وابسته‌‌شود.‌هر‌چه‌تعداد‌کاندیدهاییا‌اولین‌المان‌یک‌خوشه‌جدید‌در‌نظر‌گرفته‌می

بیشتر‌باشد،‌احتمال‌اینکه‌این‌نامبری‌به‌اشتباه‌وابسته‌فرض‌شود‌بیشتر‌است.‌برای‌حل‌این‌مشکل‌

‌حل‌پیشنهاد‌شده‌است.حداقل‌دو‌راه

ها،‌جستجو‌را‌حل،‌محزدود‌کردن‌گستره‌جستجوی‌پسززگرد‌است.‌بسیاری‌از‌سیستمساده‌ترین‌راه

هرچند‌بسیاری‌از‌مراجع‌معمولا‌در‌همان‌جمله‌یا‌جمله‌قبلی‌‌کنند.به‌دو‌یا‌سه‌جمله‌محدود‌می

‌نامبری‌فعال‌قرار‌دارند،‌اما‌یقینا‌محدود‌کردن‌گستره‌جستجو‌باعث‌کاهش‌فراخوانی‌خواهد‌شد.

دهد.‌بنابراین،‌حل‌دیگر،‌زیر‌سیستمی‌است‌که‌وابسته‌بودن‌یا‌نبودن‌یک‌نامبری‌را‌تشخیص‌میراه

‌ ‌یک‌نامبری‌بعنوان‌غیر ‌هیچ‌جستجویی‌برای‌یافتن‌مقدماگر ‌شود، ‌تشخیص‌داده های‌آن‌وابسته

اند‌بند‌دودویی‌را‌آموزش‌دادهیک‌رده‌[29]‌بوگل‌و‌فرنک‌و‌[28]دنیس‌و‌بالدریج‌انجام‌نخواهد‌شد.‌

ی‌بندردهکند‌آیا‌یک‌نامبری‌تکی‌وابسته‌هست‌یا‌نه‌و‌به‌عنوان‌یک‌فیلتر‌قبل‌از‌اینکه‌که‌تعیین‌می

گیرد.‌به‌این‌نوع‌فیلتر‌وابستگی‌معمولا‌تشخیص‌دهنده‌ارجاعی‌اعمال‌شود‌مورد‌استفاده‌قرار‌میهم

‌دیگفتمان‌جدید‌هم‌گفته‌می ‌که‌در ‌است‌شود ‌نیا‌مطالعه‌شده ‌بهبود‌دقت‌[31]‌[30]گر‌کارها .

سیستم،‌بدون‌تاثیر‌منفی‌روی‌بازخوانی،‌یک‌هدف‌مهم‌برای‌هر‌سیستم‌است.‌بهرحال‌این‌موضوع‌

‌برای‌ساختار‌خط‌لوله‌در‌جستجوی‌پسگرد‌مطابق‌انتظار‌عمل‌نمی است‌‌هکردسعی‌‌[32]‌لوکند.

د.‌به‌جستجوی‌پسگرد‌را‌تشخیص‌ده‌بندردهو‌‌دلیل‌کم‌شدن‌بازخوانی‌را‌حین‌اعمال‌خط‌لوله‌فیلتر

                                                 
 ه‌نامبری‌است‌که‌برای‌تفسیر،‌به‌مقدم‌هایش‌وابسته‌استنامبری‌وابست‌1
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.‌از‌طرف‌دیگر‌استکه‌کارایی‌کل‌سیستم‌به‌شدت‌وابسته‌به‌دقت‌فیلتر‌‌استدلیل‌این‌مشکل‌آن‌

ر‌خواهد‌ارجاعی‌به‌زنجیره‌دیگباعث‌الحاق‌نادرست‌یک‌زنجیره‌هم‌1تشخیص‌اشتباه‌یک‌مورد‌مثبت

د‌که‌یک‌نامبری‌وابسته‌به‌عنوان‌شروع‌وشباعث‌می‌2شد‌و‌همچنین‌تشخیص‌اشتباه‌یک‌مورد‌منفی

ارجاعی‌قطع‌شود.‌در‌نتیجه‌یک‌بهبود‌در‌یک‌زنجیره‌جدید‌در‌نظر‌گرفته‌شود‌و‌زنجیره‌درست‌هم

‌دقت‌فیلتر‌وابستگی‌باعث‌بهبود‌قابل‌توجهی‌در‌نتایج‌خواهد‌شد.‌

‌ ‌‌[32]لو ‌قبلی ‌کار ‌با ‌مشابه ‌نامبری‌[33]خود ‌وابستگی ‌مفهوم ‌از ‌که ‌دوقلویی‌معرفی‌شده ‌مدل ،

بودن‌نامبری‌مرجع‌کند.‌این‌رویکرد‌از‌دو‌مدل‌تشکیل‌شده‌است.‌مدل‌اول‌خاصیت‌هماستفاده‌می

‌هر‌کدام‌از‌موجودیت ‌کنون‌ایجاد‌شدهوابسته‌با ‌بررسی‌میهای‌جایی‌که‌تا ‌اگر‌نامبری‌اند‌را کند.

‌موجودیت ‌این ‌از ‌هرکدام ‌با ‌هموابسته ‌آن‌ها ‌به ‌احتمالی ‌صورت ‌به ‌شود، ‌داده ‌تشخیص مرجع

بری‌را‌بررسی‌موجودیت‌متصل‌خواهد‌شد.‌در‌غیر‌اینصورت،‌مدل‌دومی‌وجود‌دارد‌که‌وابستگی‌نام

‌بررسی‌میمی ‌توسط‌نامبری‌را ‌یک‌موجودیت‌جدید ‌ایجاد ‌احتمال ‌مدل، ‌آن ‌در ‌که ‌)در‌کند کند

هایی‌که‌تا‌صورت‌تشخیص‌عدم‌وابستگی‌نامبری(.‌برای‌این‌منظور‌مدل،‌نامبری‌را‌با‌همه‌موجودیت

‌مقایسه‌میکنون‌ایجاد‌شده ‌از‌مجموعه‌ویاند‌به‌صورت‌یکجا ‌برای‌این‌کار های‌متفاوتی‌ژگیکند‌و

‌کند.‌استفاده‌می

سیستم‌از‌‌،[34]برای‌تعیین‌وابستگی‌نامبری‌بر‌مبنای‌برش‌گراف‌پیشنهاد‌شده‌است‌‌که‌در‌روشی‌

کند‌و‌بطور‌همامان‌از‌فرایند‌تحلیل‌استفاده‌می‌،شودمرجع‌فراهم‌میبند‌هماطلاعاتی‌که‌توسط‌رده

شود‌و‌دو‌یال،‌گره‌را‌به‌کند.‌هر‌نامبری‌توسط‌یک‌گره‌گراف‌نمایش‌داده‌میمرجع‌نیا‌استفاده‌می

‌وابسته‌متصل‌می ‌غیر ‌یک‌گروه ‌و ‌وابسته ‌وزن‌یالیک‌گروه ‌احتمالاتی‌که‌توسط‌فیلتر‌کنند. ‌با ها

‌همکاری‌احتمالات‌هموابستگی‌نامبر ‌با ‌است‌)و ‌مشخص‌میی‌بدست‌آمده ‌گراف‌با‌ارجاعی( شود.

‌یال ‌وزن ‌به ‌میتوجه ‌برش‌داده ‌بخشها، ‌ترین ‌محتمل ‌تا ‌بخششود ‌شود. ‌پیدا ‌نهایی‌بندی بندی

                                                 
1‌false positive‌
2‌false negative 
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ها‌وابسته‌هستند‌که‌این‌اطلاعات‌برای‌بهبود‌کارایی‌سیستم‌تحلیل‌کند‌که‌کدام‌نامبریمشخص‌می

‌ند‌بود.‌مرجع‌مفید‌خواه

‌انوع‌دانش‌سراسسازی‌سراسری‌همچنین‌میاین‌مدل‌بهینه ‌بستن‌دیگر ‌به‌کار ‌منظور ری‌تواند‌به

های‌نامدار‌وابسته‌اطلاعاتی‌در‌رابطه‌با‌موجودیت‌[28]مورد‌استفاده‌قرار‌گیرد.‌مثلاٌ،‌دنیس‌و‌بالدریج‌

‌ارجاعی‌بکار‌بستند.های‌بیشتر‌برای‌تعیین‌شروع‌زنجیره‌همرا‌به‌منظور‌فراهم‌کردن‌سرنخ‌1بودن

این‌کار‌روی‌یک‌گراف‌بدون‌جهت‌‌است.‌معمولاٌپیونددهی‌یگری‌از‌فرایند‌بندی‌گراف،‌نوع‌دبخش

ها‌ارجاعی‌هستند‌که‌وزن‌آنهای‌وزن‌دار‌روابط‌همها،‌و‌یالریها‌نامبشود‌که‌در‌آن‌راسانجام‌می

شود‌و‌الگوریتم‌ها‌به‌صورت‌فاصله‌یا‌هاینه‌تصور‌میوزن‌یال‌ارجاعی‌است.‌معمولاٌنگر‌احتمال‌همبیا

‌یال ‌آستانه ‌مقدار ‌یک ‌از ‌آنها ‌مقدار ‌که ‌گروه‌rهایی ‌جداکردن ‌منظور ‌به ‌را ‌است ‌که‌بیشتر هایی

‌نشان‌میهای‌مجاموجودیت ‌را ‌مقدار‌آستانه‌دهند‌قطع‌میا ‌می‌rکند. ‌هر‌پارامتر‌دیگری‌را توان‌یا

ست‌یک‌اقتباس‌شده‌ا‌[6]مدل‌ساپنا‌و‌همکاران‌که‌از‌‌3-2های‌آموزشی‌فراگرفت.‌شکل‌توسط‌داده

.‌در‌این‌مثال‌یک‌الگوریتم‌دهدرا‌نشان‌میها‌و‌ارتباطاتشان‌توسط‌گراف‌مثال‌از‌نحوه‌نمایش‌نامبری

،‌A. Smithهای‌ای‌حاوی‌نامبریو‌در‌نتیجه‌ایجاد‌زنجیره‌Heهای‌نامبری‌تحلیل‌تصمیم‌به‌قطع‌یال

Alice Smithو‌‌،Sheیک‌الگوریتم‌تجایه‌گراف‌را‌روی‌یک‌گراف‌وزن‌دار‌‌[35]است.‌بدین‌ترتیب‌‌

‌بدون‌جهت‌اعمال‌کردند.‌

                                                 
1‌anaphoricity 
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‌

 [6] بندخروجی احتمالی ردهو ها ن یالالی از افراز گراف که بر مبنای وزمث .3-2 شکل 

ها‌این‌گراف،‌راس‌.‌در[36]بندی‌گراف‌ارائه‌کردند‌را‌برای‌بخش‌BestCutنیکول‌و‌نیکول‌الگوریتم‌

ی‌دودویی‌آنتروپی‌بیشینه‌محاسبه‌میبندردهها‌توسط‌یک‌الگوریتم‌ها‌بوده‌و‌وزن‌یالبیانگر‌نامبری

های‌با‌حداقل‌وزن‌یال‌BestCutدهد.‌الگوریتم‌ها‌را‌نشان‌میارجاعی‌زوج‌نامبریشود‌که‌احتمال‌هم

هایی‌بود‌دو‌زیرگراف‌برابر‌مجموع‌یال‌کند.‌برای‌این‌منظور،‌وزن‌برش‌یک‌گراف‌بهبرش‌را‌قطع‌می

‌قطع‌می ‌را ‌میکه‌برش‌آنها ‌زمانی‌ادامه‌پیدا ‌این‌فرایند‌تا کند‌که‌یک‌شرط‌توقف،‌که‌توسط‌کرد.

های‌موجود‌در‌سند،‌شود،‌برقرار‌شود.‌در‌این‌کار‌برای‌نمایش‌نامبریی‌فراگرفته‌میبندردهالگوریتم‌

های‌نامدار‌و‌عبارات‌اسمی‌موجودیت‌شود.‌مثلاٌاستفاده‌می‌هاای‌از‌گرافبجای‌یک‌گراف‌از‌مجموعه

‌و‌ ‌تسهیلات، ‌سازمان،‌مکان، ‌میGPEتوسط‌نوعشان‌)شخص، ‌از‌یکدیگر‌جدا ‌پایان‌( ‌تا شود.‌ضمایر،

‌شود.‌عملیات‌تقسیم‌گراف‌به‌فرایند‌تحلیل‌اضافه‌نمی

معرفی‌شد.‌‌[37]ر‌و‌آیلود‌کلنبندی‌گراف‌توسط‌بندی،‌برای‌بخشرویکرد‌مشابهی‌اما‌بر‌پایه‌خوشه

به‌الگوریتم‌خوشه‌شوندمیمرجع‌تشخیص‌داده‌شده‌ی،‌همبندردههایی‌که‌توسط‌الگوریتم‌همه‌زوج

‌می ‌داده ‌همبندی‌تحویل ‌احتمال ‌از ‌و ‌آنشوند ‌هاینهارجاعی ‌برای‌محاسبه ‌میها ‌استفاده شود.‌ها

‌زنجیرهالگوریتم‌خوشه ‌حداقل‌هاینه‌تعیین‌میهای‌همبندی، ‌با ‌همه‌ارجاعی‌را ‌این‌فرایند، ‌در کند.
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‌بدون‌جداسازی‌آننامبری ‌توسط‌کلاس‌معنایی‌لحاظ‌شدهها اند‌که‌این‌باعث‌ساده‌شدن‌فرایند‌ها

‌شود.می

اند‌که‌از‌نوع‌بندی‌را‌برای‌مساله‌تحلیل‌مرجع‌معرفی‌کردهکاردی‌و‌واگستاف‌نیا‌یک‌رویکرد‌خوشه

‌ترتیب‌تحلیل‌برعکس‌ترتیب‌یافته‌شدن[38]‌ناظر‌استیادگیری‌بی ‌درون‌سند‌است‌و‌نامبری‌. ها

‌برای‌هر‌نامبری‌و‌با‌توجه‌به‌نامبریتصمیمات‌به‌صورت‌حریصانه‌اتخاذ‌می های‌قبلی‌آن‌یک‌شود.

ها‌تعریف‌میای‌از‌ویژگیشود.‌این‌فاصله‌به‌صورت‌حاصل‌جمع‌وزن‌دار‌مجموعهفاصله‌محاسبه‌می

‌آن‌نامبری‌ ‌باشد، ‌آستانه‌کمتر ‌یک‌مقدار ‌اگر‌فاصله‌از ‌وزن‌توابع‌شود. به‌خوشه‌اضافه‌خواهد‌شد.

را‌برای‌‌F1شود‌که‌مقدار‌ای‌انتخاب‌میشود‌و‌مقدار‌آستانه‌بگونهویژگی‌به‌صورت‌دستی‌انتخاب‌می

‌های‌توسعه‌بیشینه‌کند.‌داده

‌توسط‌ان‌روش ‌بیشینهجی‌یک‌مدل‌خوشهمعرفی‌شده ‌انتظاربندی‌مبتنی‌بر ‌(EM)‌1سازی‌مورد

‌هرچند‌د ‌ضعیف‌استفاده‌شده‌استبدون‌ناظر‌است، ‌[39]‌ر‌آزمایشات‌به‌صورت‌باناظرِ این‌روش،‌.

بندی‌یک‌ماتریس‌مربعی‌ای‌از‌توابع‌ویژگی‌سازگاری‌هر‌زوج‌نامبری‌را‌ارزیابی‌کرده‌و‌خوشهمجموعه

هم‌𝑚𝑗و‌‌𝑚𝑖دهد.‌یعنی‌اگررا‌نشان‌می‌𝑚𝑗و‌‌𝑚𝑖زوج‌نامبری‌پیونددهی‌‌𝐶𝑖,𝑗بولی‌است‌که‌در‌آن‌

‌است.‌‌برابر‌صفرو‌در‌غیر‌اینصورت‌‌یکبرابر‌‌𝐶𝑖,𝑗مرجع‌باشند‌

طبق‌نتایج‌منتشر‌شده،‌نتایج‌بدست‌آمده‌توسط‌سیستم‌قابل‌قبول‌است‌اما‌هنوز‌با‌مقادیر‌بدست‌

های‌دو‌مرحلهتوان‌گفت،‌رویکردبطور‌خلاصه‌می‌های‌باناظر‌قابل‌مقایسه‌نیست.آمده‌توسط‌سیستم

‌در‌مقایسه‌با‌سیستمنتایج‌منسجمای‌ ‌دلیل‌اصلی‌این‌های‌جستجوی‌پسگرد‌تولید‌میتری‌را کنند.

تواند‌از‌بروز‌تناقضات‌جلوگیری‌کند‌و‌بطور‌با‌اعمال‌تراگذاری‌می‌پیونددهیموضوع‌آنست‌که‌فرایند‌

لید‌کند.‌بهرحال‌تری‌را‌توارجاعی‌با‌یکدیگر‌نتایج‌بهینهزمان‌با‌مقایسه‌هر‌چه‌بیشتر‌احتمالات‌همهم

‌ها‌هنوز‌پابرجاست.‌مشکل‌فقدان‌اطلاعات‌بافتاری‌در‌ارزیابی‌جداگانه‌زوج‌نامبری

                                                 
1‌expectation maximization 
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 با ناظر یادگیری مبتنی بر هایروش 

‌ناظرهای‌روش ‌می‌معمولاً‌با ‌انجام ‌مرحله ‌دو ‌مجموعهدر ‌اول ‌مرحله ‌در ‌که ‌مقدمشوند ‌از های‌ای

ها،‌از‌مرجع‌بودن‌هر‌یک‌از‌این‌زوجو‌برای‌تعیین‌همشود‌کاندید‌برای‌هر‌نامبری‌وابسته‌انتخاب‌می

‌رده ‌می‌1بندیک ‌نامبریاستفاده ‌زوج ‌بعد ‌مرحله ‌در ‌مقدم-شود. ‌که ‌هم‌عنوان‌بههایی -ردهمرجع

‌زنجیره‌اند‌شده‌یبند ‌تا ‌شده ‌متصل ‌یکدیگر ‌همبه ‌های ‌آید. ‌وجود ‌به ‌مبنای‌بندردهارجاعی ‌بر ی

رای‌هر‌زوج‌ساخته‌شده‌است.‌به‌چنین‌رویکردهایی‌با‌ناظر‌گفته‌شود‌که‌بانجام‌می‌بردارهای‌ویژگی

نویسی‌شده‌های‌حاشیهمرجع‌نیاز‌به‌داده-های‌نامبریی‌زوجبندردهشود،‌زیرا‌برای‌آموزش‌مدل‌می

‌‌وجود‌دارد.

ارجاعی،‌فرآیند‌تعیین‌تعلق‌هر‌عبارت‌اسمی‌به‌یک‌زنجیره‌از‌موارد‌همتحلیل‌هم‌مسئلههر‌چند‌که‌

-رده‌مسئلهیک‌‌صورت‌به‌مسئلهاعمال‌یادگیری‌ماشین‌به‌این‌فرآیند،‌این‌‌منظور‌بهست،‌اما‌مرجع‌ا

ها‌و‌مراجع‌کاندید‌است‌و‌خروجی‌آن‌برچسبهایی‌از‌نامبریشود‌که‌ورودی‌آن‌زوجی‌تعریف‌میبند

‌هاست.مرجع‌به‌این‌زوجارجاعی(‌و‌ناهمدرجه‌اطمینان‌هم‌احتمالاًمرجع‌)و‌های‌هم

‌پردازش‌پیشهای‌روش ‌انتخاب‌زوج‌منظور‌بهی‌که ‌ساخت‌مجموعه‌-های‌نامبریشناسایی‌و ‌و مقدم

‌توصیف‌می‌ها‌آنهایی‌که‌ویژگی ‌بیشتر‌این‌را ‌اما ‌پیشرفته‌با‌یکدیگر‌متفاوت‌است، ‌از‌ساده‌تا کند،

‌ ‌مراحل ‌حاوی ‌پردازش‌پیشرویکردها، ‌زسا‌واژه‌تکی ‌تشخیص‌عبارات‌‌زنی‌برچسبی، ‌کلام، اجاای

جداسازی‌عبارات‌اسمی‌هستند.‌هر‌کدام‌از‌این‌مراحل‌حاوی‌خطاهایی‌است‌که‌به‌مراحل‌اسمی‌و‌

‌این‌نوع‌زنجیره‌خطا‌در‌تحلیل‌بعدی‌گسترش‌می یابد‌و‌مثل‌هر‌پردازش‌سطح‌بالای‌زبان‌طبیعی،

‌است.‌ریناپذ‌اجتنابارجاعی‌نیا‌هم

های‌زبان‌مورد‌استفاده‌به‌ویژگی‌توان‌اطلاعات‌بیشتری‌را‌با‌توجههای‌اولیه،‌میپردازش‌پیشپس‌از‌

‌[41]نت(‌ها‌)فارسهای‌آن‌در‌دیگر‌زبان،‌و‌نمونهWordNet‌[40]و‌منابع‌موجود‌اضافه‌کرد،‌مثل‌

                                                 
1
 classifier 
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‌انجام‌عملیات‌‌اضافه‌کردن‌اطلاعات‌معنایی.‌منظور‌به ای‌از‌استخراج‌مجموعه‌پردازش‌پیشهدف‌از

‌عنوان‌بهرا‌‌پردازش‌پیشهای‌توان‌این‌گامهاست.‌میای‌از‌مراجع‌برای‌آن‌نامبریها‌و‌مجموعهنامبری

ای‌که‌اولین‌گام‌از‌یک‌فرآیند‌دو‌مرحله‌عنوان‌بهدر‌نظر‌گرفت‌یا‌ارجاعی‌تحلیل‌هم‌مسئلهبخشی‌از‌

‌و‌مرحله‌دوم‌شناسایی‌موارد‌هممرحله‌اول‌آن‌شناسایی‌موجودیت ها‌ارجاعی‌بین‌این‌موجودیتها

‌ ‌تقسیم ‌با ‌‌مسئلهاست. ‌زیر ‌دو ‌می‌مسئلهبه ‌محققان ‌فوق، ‌با ‌شدن ‌درگیر ‌بدون اول‌‌مسئلهتوانند

ارجاعی‌متمرکا‌کنند.‌مراحل‌لازم‌برای‌ایجاد‌هم‌مسئلهمرکا‌خود‌را‌روی‌حل‌ها(‌ت)شناسایی‌نامبری

‌زیر‌است:‌صورت‌به‌با‌ناظربند‌برای‌روش‌یادگیری‌رده

‌انتخاب‌مجموعه .1 ‌همه‌عبارات‌اسمی‌قبلی‌که‌از‌ای‌از‌مقدمشناسایی‌و ‌معمولاً های‌کاندید:

سه‌جمله‌قبل(‌برای‌هر‌نامبری‌‌نظر‌فاصله‌مکانی‌درون‌یک‌آستانه‌خاص‌قرار‌دارند‌)معمولاً

های‌کاندید‌قبل‌های‌آموزشی‌با‌جفت‌کردن‌هر‌نامبری‌با‌مقدمشوند.‌دادهوابسته‌انتخاب‌می

‌منجر‌به‌یک‌ردهآن‌ایجاد‌می شود‌که‌بیشتر‌نمونهبندی‌نامتوازن‌میشود.‌این‌روش‌معمولاً

‌نمونه ‌بههای‌مثبت‌کمی‌درون‌این‌دادههای‌منفی‌هستند‌و‌نمونهها، ‌وجود‌دارد. منظور‌‌ها

ها‌استفاده‌میای‌از‌نمونهها‌برای‌انتخاب‌زیرمجموعهها،‌برخی‌روشمتوازن‌کردن‌این‌داده

‌شود.

‌توصیف‌یک‌نامبری‌یا‌ها:‌هر‌ویژگی‌میای‌از‌ویژگیایجاد‌مجموعه .2 تواند‌توصیفی‌باشد،‌مثلاً

ای‌باشد‌مثلاً‌با‌ا‌مقایسهمرجع‌کاندید‌با‌برشمردن‌خواصی‌مثل‌دسته‌کلمات‌و‌جنسیت‌آن،‌ی

ها‌از‌لحاظ‌جنسیت‌‌هایی‌از‌قبیل‌سازگار‌بودن‌آنمقایسه‌نامبری‌با‌مقدم‌آن‌توسط‌برچسب

 یا‌تعداد‌و‌غیره.

‌الگوریتم .3 ‌یادگیری‌ماشین: ‌استفاده‌انتخاب‌یک‌الگوریتم ‌کنون ‌تا های‌زیادی‌برای‌این‌کار

ای‌نامبری،‌رتبه-بندی‌یعنی،‌زوج.‌سه‌مدل‌معروف‌رده[7]گیری‌اند‌مثل‌درخت‌تصمیمشده

‌شود.‌نامبری‌بررسی‌خواهند‌شد‌و‌ماایا‌و‌معایب‌هر‌کدام‌بیان‌می-و‌موجودیت



32 

 

‌نامبری-مدل‌زوجالف(‌

کند‌بند‌دوتایی‌است‌که‌مشخص‌میمبنای‌کار‌این‌مدل‌که‌به‌مدل‌محلی‌نیا‌موسوم‌است،‌یک‌رده

‌دو‌نامبری‌هم ‌یک‌بردار‌ویژگی‌برای‌هر‌زوج‌نامبری‌بر‌‌مرجع‌هستند‌یاآیا ‌برای‌انجام‌این‌کار، نه.

‌شود.در‌فصل‌قبل‌ایجاد‌می‌شده‌انیبهای‌طبق‌ویژگی

‌بیان‌ ‌ردهتر‌دقیقبه ‌تعیین‌می، ‌و ‌دریافت‌کرده ‌ویژگی‌را ‌بردار های‌متناظر‌نامبری-کند‌زوجبند‌دو

مرجع‌بودن،‌درجه‌بند‌علاوه‌بر‌تعیین‌هممرجع‌هستند‌یا‌نیستند.‌در‌بسیاری‌از‌موارد،‌ردههم‌ها‌آن

‌مشخص‌می ‌برای‌این‌رابطه ‌نیا ‌این‌اطلاعات‌برای‌اطمینانی‌را ‌از ‌بعدی، ‌مرحله ‌در ‌سپس‌و کند.

نامبری‌دارای‌دو‌نقطه‌ضعف‌است‌که‌عبارتند‌از‌فقدان‌-شود.‌مدل‌زوجاستفاده‌می‌پیونددهیفرآیند‌

‌ی.‌بندردهاطلاعات‌و‌وجود‌تناقضات‌در‌

‌یا‌رتبه‌مدلب(‌

نامبری‌غلبه‌کنند.‌برای‌-ای‌سعی‌دارند‌بر‌مشکل‌فقدان‌اطلاعات‌موجود‌در‌مدل‌زوجهای‌رتبهمدل

مرجع‌هستند‌یا‌نه،‌با‌جستجو‌هم‌𝑚𝑗و‌‌𝑚𝑖های‌این‌منظور‌بجای‌بررسی‌مستقیم‌اینکه،‌آیا‌نامبری

یابند.‌در‌این‌ا‌نامبری‌مورد‌نظر‌میارجاعی‌بها،‌بهترین‌کاندید‌را‌برای‌همدر‌میان‌گروهی‌از‌نامبری

‌خروجی‌ ‌برچسببندردهحالت، ‌ناهمهای‌همی‌کننده، ‌دوو‌‌یکهای‌مرجع‌نیست‌بلکه‌رتبهمرجع‌و

در‌مدل‌‌کند.نیا‌با‌استفاده‌از‌این‌اطلاعات‌از‌بروز‌خطا‌و‌تناقض‌جلوگیری‌می‌پیونددهیاست.‌فرآیند‌

‌ ‌میزوج‌نامبری، ‌مقایسه ‌یکدیگر ‌نامبری‌با ‌مدل‌رتبه‌،ندوشدو ‌در ‌نامبریاما های‌مقایسه‌ای‌تعداد

‌ ‌بیشتر ‌دوی‌های‌رتبهمدل‌.استشونده ‌هر ‌دارند. ‌جستجوی‌پسگرد ‌رویکرد ای‌ارتباط‌تنگاتنگی‌با

 گایند.‌مرجع‌شدن‌با‌نامبری‌وابسته‌برمیبهترین‌کاندید‌ممکن‌را‌برای‌هم‌ها‌آن

‌نامبری-مدل‌موجودیتج(‌

تغییر‌این‌است‌که‌‌نیتر‌مهمنامبری،‌-در‌مدل‌موجودیت‌.ا‌موسوم‌استاین‌مدل‌به‌مدل‌سراسری‌نی

نامبری،‌مقایسه‌بین‌یک‌-رود.‌در‌مدل‌موجودیتها‌بکار‌میبجای‌نامبری‌مفهوم‌موجودیت‌در‌مقایسه
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شود‌و‌نتیجه‌مقایسه‌با‌یکدیگر‌انجام‌می‌جائی،‌یا‌بین‌دو‌موجودیت‌جائینامبری‌و‌یک‌موجودیت‌

‌نبهم ‌یا ‌بودن ‌مدل‌ها‌آنودن‌مرجع ‌برخی‌از ‌در ‌یک‌موجودیت‌است. ممکن‌است‌دارای‌‌جائیها،

‌دلیل‌اطلاعاتی‌که‌موجودیتویژگی ‌به ‌باشد. ‌رده‌جائیهای‌های‌خاصی‌برای‌خود دهند،‌بند‌میبه

‌آیند.‌نامبری‌در‌بیشتر‌مواقع‌بر‌مشکلات‌کمبود‌اطلاعات‌و‌تناقضات‌فائق‌می-های‌موجودیتمدل

‌ماایای‌این ‌حل‌مشکل‌کافی‌نبودن‌قابلیت‌بیان‌مدل‌زوج‌یکی‌از ‌مدل‌-مدل، ‌در‌دو نامبری‌است.

نامبری‌رویکرد-شد.‌تنها‌تفاوت‌این‌بود‌که‌در‌مدل‌زوجها‌انجام‌میی‌بر‌مبنای‌نامبریبندردهقبلی،‌

مرجع‌های‌همهای‌مجاایی‌از‌نامبریارجاعی،‌ایجاد‌زنجیرهنتیجه‌نهایی‌فرآیند‌تحلیل‌هم‌ناظرهای‌بی

مرجع‌های‌همبندی‌که‌همه‌نامبریست.‌با‌توجه‌به‌این‌موضوع،‌ایده‌استفاده‌از‌یک‌الگوریتم‌خوشها

بند،‌درون‌یک‌خوشه‌قرار‌دهد‌منطقی‌و‌مناسب‌به‌نظر‌های‌جفتی‌و‌ردهرا‌بدون‌استفاده‌از‌ویژگی

‌رسد.می

نویسی‌شده‌برای‌روابط‌شیههای‌حابه‌داده‌ها‌آنبررسی‌شد‌را‌با‌توجه‌به‌نیاز‌‌تر‌شیپهایی‌که‌رویکرد

نویسی‌شده‌پرهاینه‌های‌حاشیهگوییم.‌اما‌ایجاد‌و‌بدست‌آوردن‌داده‌با‌ناظرارجاعی،‌رویکردهای‌هم

‌بنابراین‌با‌استفاده‌از‌رویکردها‌چنین‌دادهاست‌و‌برای‌برخی‌زبان ناظر‌)یا‌های‌بیهایی‌وجود‌ندارد.

‌نویسی‌شده‌غلبه‌کرد.‌های‌حاشیهتوان‌بر‌مشکل‌دستیابی‌به‌دادهنیمه‌ناظر(‌می

 ناظربی یادگیری مبتنی بر هایروش 

‌رویکرد ‌های‌بیمبنای‌کار ‌تحلیل‌هم‌مسئلهناظر ‌روابط‌هم‌آن‌استارجاعی، ‌که ‌آنجا ‌از ارجاعی‌که

مرجع‌یک‌دسته‌یکسان‌دارای‌خواص‌متقارن،‌تعدی،‌و‌بازتابی‌است‌و‌هر‌زنجیره‌از‌عبارات‌اسمی‌هم

‌‌.[42]بندی‌در‌نظر‌گرفت‌خوشه‌مسئلهیک‌‌عنوان‌بهارجاعی‌را‌تحلیل‌هم‌مسئلهتوان‌سازد،‌میرا‌می

‌بی ‌رویکرد ‌همدر ‌یافتن‌موارد ‌فرآیند ‌عملیات‌خوشهناظر، ‌تبدیل‌به ‌آن‌بندی‌میمرجع ‌در ‌که شود

ای‌ویژگی‌که‌عبارات‌اسمی‌را‌توصیف‌موجود‌در‌اسناد‌با‌توجه‌به‌شباهت‌بین‌برداره عبارات‌اسمی

‌به‌زنجیره بر‌مبنای‌این‌ابتکار‌است‌که‌‌[42]الگوریتم‌ارائه‌شده‌توسط‌‌شوند.هایی‌تقسیم‌میکند،

مرتبط‌یا‌مشابه‌‌ینوع‌بههمه‌عبارات‌اسمی‌که‌به‌یک‌موجودیت‌موجود‌در‌بحث‌اشاره‌دارند،‌بایستی‌



34 

 

‌ ‌وجود‌یک‌توصیف‌)‌ها‌آنفاصله‌معنایی‌باشند‌و ‌با ‌برای‌هر‌ای‌از‌ویژگیمجموعه‌مثلاًکم‌باشد؛ ها(

‌روشی‌برای ‌عبارات‌اسمی‌هماندازه‌موجودیت‌اسمی‌و ‌عبارت‌اسمی، ‌معنایی‌بین‌دو گیری‌فاصله

 بندی‌درون‌یک‌گروه‌قرار‌گیرند.‌مرجع‌بایستی‌توسط‌یک‌الگوریتم‌خوشه

‌ارتند‌از:ماایای‌چنین‌رویکردی‌عب‌

 به‌ ‌توجه ‌نیازی‌بهروش‌خوشهبودن‌‌ناظربی‌با ‌آموزشی‌های‌حاشیهداده‌بندی، نویسی‌شده

‌نیست

 .این‌روش‌مستقل‌از‌دامنه‌است 

 آورد.های‌محلی‌و‌سراسری‌را‌فراهم‌میاین‌مدل‌امکان‌ترکیب‌محدودیت 

 دهد.یهم‌رخ‌م‌محدودیت‌محلی:‌این‌نوع‌محدودیت‌تنها‌بین‌یک‌زوج‌نامبری‌نادیک‌به 

 این‌نوع‌محدودیت‌نه‌ ‌بلکه‌دیگر‌نامبری‌محدودیت‌سراسری: ‌موارد‌نادیک، های‌موجود‌تنها

ناظر‌مبتنی‌یک‌الگوریتم‌یادگیری‌بی‌[43]گیرد.‌پون‌و‌دمینگوس‌در‌بحث‌را‌هم‌در‌نظر‌می

ها‌را‌از‌قبل‌مشخص‌کرده‌است‌در‌سیستم‌تعداد‌خوشهبر‌منطق‌مارکف‌معرفی‌کردند.‌این‌

ای‌که‌‌گونه‌به‌EMوریتم‌نیست.‌این‌سیستم‌با‌اصلاح‌الگ‌نیچن‌نیا‌[44]حالیکه‌سیستم‌مولد‌

که‌با‌کمک‌‌E-stepها‌از‌قبل‌مشخص‌شوند‌و‌با‌تعریف‌مجدد‌گام‌لازم‌نباشد‌تعداد‌خوشه

آورد.‌سیستم‌قدیمی‌کاردیه‌و‌ارجاع‌را‌بدست‌میناحیه‌هم‌‌nنیتر‌محتمل‌Bellیک‌درخت‌

شود.‌این‌سیستم‌با‌اعمال‌بندی‌میناظر‌ردهبیهای‌با‌ناظر‌و‌نیا‌بین‌سیستم‌[42]واگستف‌

دهد،‌قصد‌دارد‌برای‌ها‌را‌نمایش‌میهایی‌که‌نامبریبندی‌روی‌بردار‌ویژگیالگوریتم‌خوشه

‌وزن ‌از ‌استفاده ‌دلیل ‌به ‌اما ‌کند. ‌ایجاد ‌خوشه ‌یک ‌موجودیت ‌توسط‌هر ‌که ‌ثابتی های

‌بهها‌مکاشفه ‌بین‌یی ‌برای‌مقایسه ‌فاصله ‌تعیین ‌سنجه ‌میخوشه‌عنوان ‌کار ‌به ‌این‌ها روند،

‌شود.‌بندی‌نمیناظر‌ردههای‌بیسیستم‌جا‌سیستم

 گفت‌در‌کارهای‌قبلی‌ایده‌نو‌یا‌روی‌الگوریتم‌و‌منطق‌استنتاج‌سیستم‌تحلیل‌هم‌توان‌یم-

‌روی‌ویژگی ‌است‌یا ‌شده ‌ارجاعی‌داده ‌نظر ‌به ‌سیستم. ‌رفته‌در ‌دانش‌بکار ‌و با‌‌رسد‌میها
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شده‌و‌ارجاعی‌انجامهای‌تحلیل‌همها‌و‌روشرهایی‌که‌روی‌الگوریتمتوجه‌به‌حجم‌انبوه‌کا

اینکه‌این‌مسئله‌در‌بسیاری‌از‌موارد‌حتی‌با‌بهترین‌الگوریتم‌موجود‌هم‌نیازمند‌دانش‌برای‌

‌کردن‌ ‌روی‌اضافه ‌بجای‌الگوریتم‌جدید ‌را ‌است‌تمرکا ‌بهتر ‌است، ‌نظر ‌تحلیل‌مورد انجام

‌ب ‌داشته ‌این‌مسئله ‌به ‌پیشرفتدانش‌جدید ‌با ‌و‌اشیم. ‌واژگان ‌معانی‌لغات‌و ‌در های‌اخیر

های‌دانش‌مقیاس‌بارگ،‌محققین‌شروع‌به‌استفاده‌از‌دانش‌جهانی‌در‌مسئله‌توسعه‌پایگاه

‌.[45]اند‌ارجاعی‌کردهتحلیل‌هم

 رویکردهای مبتنی بر یادگیری عمیق 

‌در‌حیطه‌تحلیل‌همروش -می شده استفاده عمیق هایشبکه از اند،ارائه‌شده‌ارجاعیهای‌که‌اخیراٌ

 است، مدل ورودی در خام متن از استفاده عمیق هایشبکه یریکارگ‌به اصلی یها‌تیما کنند.‌یکی‌از

‌.گرددمی استخراج متن از انسان دخالت بدون و شبکه خود داخل در مفید، هایویژگی که بدین‌صورت

-ماهیت‌دنباله که هستند هاییداده از اطلاعات استخراج برای شبکه نوع ترینساده بازگشتی هایشبکه

 را‌استخراج متن یک در واژگان از هاییدنباله در موجود هایوابستگی اینکه با هاشبکه این دارند، ای

 دلیل به‌LSTMهای‌شبکه که‌یدرحال ندارند، را طولانی هایوابستگی استخراج قابلیت ولی کنندمی

کند.‌می استخراج یک‌متن واژگان یدنباله از را تریطولانی هایوابستگی خود، در حافظه واحد وجود

‌مختلفی‌تقسیم‌میشبکه ‌انواع ‌به ‌معماری، ‌اساس‌نوع ‌برای‌مثالهای‌عمیق‌بر ‌CNN ,RNNشوند

DBN ,GAN REZNET ,LSTM‌.و‌غیره‌‌

‌شبکه ‌زمینه‌CNNهای ‌در ‌که ‌مسائلی ‌کاراکتردر ‌بردار ‌استخراج ‌و ‌تصویر ‌می‌1های شوند،‌مطرح

ها‌ماهیت‌ترتیبی‌دارند‌همانند‌مسائلی‌که‌بر‌اند.‌در‌مسائلی‌که‌دادهعملکرد‌خوبی‌از‌خود‌نشان‌داده

‌کنند.‌عمل‌می‌یخوب‌به‌RNNهای‌شود،‌شبکههای‌زمانی‌مطرح‌میروی‌متن‌و‌گفتار‌و‌سری

                                                 
1
 character embedding 
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‌رتبه ‌غیرخطی ‌مدل ‌تشخیص‌هماولین ‌برای ‌نامبری ‌ویژگیبندی ‌یادگیری‌خودکار ‌و ‌بر‌ارجاعی ها

-عمده‌را‌در‌تحلیل‌هم‌مسئلهارائه‌شده‌است.‌این‌رویکرد‌دو‌‌‌[46]‌مرجع‌اساس‌یادگیری‌عمیق‌در

های‌ویژگی‌ج(‌استخرا2متن،‌‌مرجع‌موجود‌در(‌شناسایی‌موارد‌غیرهم1ده‌است.‌ارجاعی‌بررسی‌کر

مرجع.‌این‌مرجع‌و‌غیر‌همهای‌همک‌مرز‌شفاف‌بین‌نامبریهای‌خطی‌برای‌ایجاد‌یچیده‌در‌مدلپی

ورودی‌دریافت‌‌عنوان‌بههای‌خام‌نامرتبط‌را‌مدل‌با‌معرفی‌یک‌مدل‌شبکه‌عصبی‌جدید،‌تنها‌ویژگی

شبکه‌‌2شود.‌تابع‌امتیازانجام‌می‌1ارجاعی‌برکلیها‌توسط‌سیستم‌تحلیل‌همتخراج‌نامبریکند.‌اسمی

‌.شده‌است‌(1-2رابطه‌)زیر‌‌صورت‌بهبندی‌نامبری‌عصبی‌برای‌مدل‌رتبه

(‌2-1)‌
s(x,y)≜{

uTg ([
ha(x)

hp(x, y)
]) + u0                  if   y ≠ 𝜖

uTha(x) + v0                               if    y = 𝜖

 

(‌2-2)‌ha(x) ≜ tanh(Waθa(x) + ba) 

(‌2-3)‌hp(x, y) ≜ tanh(Wpθp(x, y) + bp) 

‌روابط‌) ‌)1-2در ‌و‌)2-2(، )2-3)‌ha‌‌ روی‌ویژگی‌نامبری‌‌شده‌فیتعرتوابع‌غیرخطی‌ترتیب‌به‌hpو

(Ѳa)ویژگی‌جفت‌نامبری‌‌ ‌ (Ѳp) و ‌تابع‌‌𝑔1تابع‌خطی‌‌gهستند. ‌‌𝑔2‌(tanhیرخطیغیا )‌ ‌C’(x)و

‌اگر‌‌xای‌که‌نامبری‌خوشه ‌است‌𝜖داشته‌باشد‌برابر‌هم‌مرجعی‌ن‌xبه‌آن‌تعلق‌دارد. .yn
l بالاترین‌

‌.است‌‌𝜖برابر‌،‌مقدار‌آنهم‌مرجعی‌نداشته‌باشد‌xاگر‌است‌و‌ C’(x) امتیاز‌مرجع‌نامبری‌در‌خوشه

 .بیندآموزش‌می‌(4-2رابطه‌)‌3شبکه‌عصبی‌برای‌کاهش‌تغییرات‌متغیر‌نهفته‌توسط‌تابع‌هاینه

‌(‌2-4)‌
L(θ) = ∑maxŷ∈γ(xn)∆(xn, ŷ)(1 + s(xn,

N

n=1

ŷ) − s(xn, yn
l ))         

مجموعه‌پارامترهایی‌‌W ,u ,v ,Wa ,Wp, ba, bpو‌‌شده‌فیتعر‌ی‌نهیهاخطای‌تابع‌‌(،‌4-2در‌رابطه‌)

ارجاعی‌مقادیر‌متفاوتی‌انواع‌خطاهای‌ممکن‌در‌مسئله‌هم‌بر‌اساس‌‌که‌باید‌بهینه‌شوند.هستند‌

                                                 
1
 berkeley coreference resolution 

2
 scoring function 

3
 loss function 
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‌ ‌فیلتر‌شدن‌نامبریمراجع‌نامبری‌بندی‌رتبهدارد. ‌با وایامن‌و‌‌گیرد.مرجع‌صورت‌میهای‌غیر‌همها

،‌تواند‌میارجاعی‌که‌ثابت‌کرد،‌مسئله‌هم‌را‌ارائه‌دادندارجاعی‌غیرخطی‌اولین‌مدل‌هم‌[47]‌همکاران

‌خوشهویژگی‌یساز‌مدل ‌روی ‌کلیدی ‌رتبههای ‌مدل ‌موجودیت ‌شبکه‌های ‌بر ‌مبتنی ‌نامبری بندی

روی‌‌(RNN)‌بازگشتیعصبی‌را‌تکمیل‌کرده‌و‌با‌ترکیب‌اطلاعات‌سطح‌موجودیت‌و‌شبکه‌عصبی‌

-صورت‌دنبالهها‌بهها،‌نامبریRNN در‌شده‌محاسبههای‌خوشه‌مراجع‌کاندید‌حل‌شود.‌از‌طریق‌وزن

‌ایده‌استفاده‌از‌شبکهاده‌میای‌به‌هر‌خوشه‌تخصیص‌د این‌بود‌که‌تصمیمات‌‌بازگشتیهای‌شوند.

‌مرجع‌کاندید‌حفظ‌شود.‌-قبلی‌نیا‌در‌طول‌فرایند‌بررسی‌سازگاری‌نامبری

تغییر‌‌2یازدهی‌جهانیبندی‌مراجع‌را‌با‌اضافه‌کردن‌امتمدل‌رتبه‌1تابع‌امتیاز‌[48]‌کلارک‌و‌منینگ

‌ویژگیندداد ‌سطح‌موجودیت‌و ‌این‌روش‌بر‌مبنای‌ترکیب‌اطلاعات‌در ‌ایده روی‌‌شده‌فیتعرهای‌.

‌قسمت‌اصلی‌تشکیل‌شده‌است:‌‌چهارهای‌زوج‌نامبری‌است.‌معماری‌این‌شبکه‌عصبی‌از‌خوشه

ها‌را‌از‌بریها‌و‌تعبیه‌نامها،‌ویژگینامبری‌شده‌یعتوزبرای‌نمایش‌‌3نامبری‌رماگذار‌زوج .1

 ‌.(4-2)شکل‌‌دهدعبور‌می‌FFNNیک‌شبکه‌عصبی‌

‌خوشه .2 ‌زوج ‌نمایش‌‌4رماگذار ‌برای ‌خوشه‌شده‌یعتوزکه ‌هم‌زوج ‌با ‌را ‌نامبری ‌زوج ها،

 (.5-2کند‌)شکل‌ترکیب‌می

ها‌و‌بدست‌آوردن‌امتیازاتی‌که‌بعداً‌‌برای‌مقداردهی‌اولیه‌به‌وزن‌5بندی‌نامبری‌مدل‌رتبه .3

 شود.ها‌استفاده‌می‌بندی‌خوشه‌در‌رتبه

‌برای‌امتیازدهی‌به‌زوج‌خوشهبندی‌خوشهرتبه‌پیمانه .4 ‌آنها ‌عبور ‌با ‌یک‌شبکه‌‌ها ‌از ها

 .ای‌عصبی‌یک‌لایه

                                                 
1
 scoring function 

2
 global scoring 

3
 mention pair encoder 

4
 cluster pair encoder 

5
 mention ranking model 
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زوج‌نامبری(‌عبارتند‌از:‌میانگین‌بردار‌کلمات‌هر‌‌رماگذاراستفاده‌شده‌در‌مدل‌داخلی‌)‌یها‌یژگیو

،‌بردار‌اولین‌کلمه،‌آخرین‌کلمه،‌دو‌کلمه‌ها‌یتگوابس،‌1ها،‌تعبیه‌کلمه‌سرنامبری،‌فاصله‌بین‌نامبری

‌تطابق‌رشته ‌طول‌نامبری، ‌مکان‌نامبری، ‌نوع‌نامبری، ‌و‌ماقبل، ‌این‌‌غیرهها ‌قالب‌یک‌‌ها‌ویژگی. در

شوند.‌خروجی‌داده‌می که‌شامل‌سه‌لایه‌مخفی‌خطی‌تمام‌متصل‌FFNNبردار‌ورودی‌به‌یک‌شبکه‌

‌ا‌است.‌هآخرین‌لایه‌نمایش‌برداری‌زوج‌نامبری

‌دو‌خوشه‌از‌نامبری‌جفت‌رماگذار 𝑐𝑖ها‌خوشه، = 𝑚1
𝑖 , 𝑚2

𝑖 , … ,𝑚|𝑐𝑖|
𝑖و‌‌𝑐𝑗 = 𝑚1

𝑗
, 𝑚2

𝑗
, … ,𝑚

|𝑐𝑗|

𝑗را‌‌

‌یک‌نمایش‌توزیع ‌و 2‌𝑟𝑐(𝑐𝑖شدهگرفته + 𝑐𝑗) ∈ 𝑅
2𝑑می‌‌ ‌تولید ‌از‌را ‌استفاده ‌ماتریس‌با ‌این کند.

بندی‌کند.‌سپس‌مدل‌زوج‌نامبری‌)رتبهها‌را‌با‌هم‌ترکیب‌مییر‌ماکایمم‌و‌میانگین،‌زوج‌نامبریمقاد

بندی‌برای‌رتبه‌شده‌نییتعهای‌از‌پیش‌زوج‌نامبری‌که‌شامل‌وزن‌رماگذارنامبری(‌توسط‌خروجی‌

‌بیند.‌مرجعی‌است،‌آموزش‌میها‌و‌اتخاذ‌تصمیم‌همخوشه

‌

 [48]زوج نامبری رمزگذار. 4-2 شکل 

ها‌است‌که‌از‌بندی‌خوشهآخرین‌مرحله‌رتبه‌بیند.بندی‌توسط‌تابع‌هاینه‌آموزش‌میاین‌مدل‌رتبه

‌پیش‌وزن ‌از ‌رتبه‌ی‌دهید‌آموزشهای ‌نامبریمدل ‌آبندی ‌بدست ‌برای ‌تاریق‌ها ‌برای ‌امتیاز وردن

دو‌عمل‌بر‌ کند.ی‌تمام‌متصل‌استفاده‌میبه‌یک‌شبکه‌عصبی‌یک‌لایه خوشه‌رماگذارهای‌خوشه

                                                 
1
 head word embedding 

2
 distributed representation 
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‌می ‌انجام ‌طول‌استنتاج‌بالاترین‌امتیاز‌اساس‌امتیاز ‌در ‌)هیچ‌عملی(. ‌رد ‌و ‌خوشه، ‌ترکیب‌دو شود:

‌انتخاب‌می ‌مرحله ‌در ‌عمل ‌احتمال( ‌رشود)بیشترین ‌جدید ‌ایده ‌این ‌بندی‌خوشهتبه. ‌به =‌‌F1ها،

‌های‌چینی‌دست‌یافت.‌روی‌داده‌66/63و‌‌CoNLLهای‌انگلیسی‌روی‌داده 39/65

‌تغییر‌تابع‌هاینه‌ابتکاری‌[49]‌کلارک‌و‌منینگ ای‌در‌مقاله‌قبلی‌که‌آموزش‌پیچیده‌شده‌ارائه‌1با

‌بر ‌مبتنی ‌تقویتی ‌سیاست‌یادگیری ‌به ‌‌داشت، ‌مقیاس‌پاداشگرادیان ‌تغییر ‌بیشینهو 2دهی‌مرز
 ،‌

کند.‌مستقل‌های‌مستقل‌استفاده‌می3الگوریتم‌قبلی‌را‌بهبود‌بخشید.‌این‌روش‌از‌اهمیت‌بالای‌عمل

‌نشان‌میبودن‌عمل ‌بنابراین‌این‌شرایط،‌‌تأثیردهد‌که‌ها هر‌عمل‌روی‌نتیجه‌نهایی‌متفاوت‌است،

بندی‌نامبری‌مبتنی‌بر‌شبکه‌این‌مدل‌از‌مدل‌رتبه‌کاندیدای‌مناسبی‌برای‌یادگیری‌تقویتی‌است.

‌نهیهاعصبی‌که‌در‌بالا‌راجع‌به‌آن‌توضیح‌داده‌شد،‌استفاده‌کرده‌که‌در‌آن‌تابع‌هاینه‌با‌یک‌تابع‌

‌مبتنی‌بر‌یادگیری‌تقویتی‌جایگاین‌شده‌است.‌

‌

 [48] زوج خوشه رمزگذار. 5-2 شکل 

 

 

 

 

                                                 
1
 heuristic 

2
 reward-rescale max-margin objective 

3
 action 
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 های تحلیل مرجع مختلفبندی سیستمرده . 1-2 جدول 

 پژوهش
-رده

 یبند
 شده استفاده پیکره یادگیری الگوریتم سال

[51]  

زوج‌

‌نامبری

1995‌C4.5‌

 با‌ناظر

Annotated news article‌

[52] 1995‌C4.5‌MUC-5 English Joint 

Venture (EJV) corpus 

[7] 2001 C4.5 MUC-6 training 

documents 

[53] 2006 Maximum 

Entropy 

MUC-6 andMUC-7 + 

ACE 2003 Data 

+WordNet +Wikipedia [54]‌2006 SVM 
ACE-2 V1.0 corpus 

[30] 2002 C4.5 MUC-6andMUC-

7datasets + WordNet 
[55] 2005 C4.5+SVM ACE coreference 

corpus 

[56] 2007 C4.5 unannotated BLLIP 

corpus+ ACE data sets 

[57] 2005 maxent  

classification 

the ACE 2004 relation  

ontology‌+ACE  2002  

and  2003  training  

corpora 

[58]  2008 Perceptron 
ACE training data 

[59] 2009 Averaged 

Perceptron 

MUC and ACE 

corpora 

[34] 2009 MaxEnt ACE Phase II 

coreference‌corpus 

[60] 2011 maximum entropy 

classifier 
Wikipedia and Yago ‌‌+

ACE-02 corpus 

یرتبه‌ا [61]  2003 C5.0 MUC-6  and MUC-7 

data set 

[62] 2008  
ACEcorpus 

موجودیت‌ [63]

 نامبری‌

2008 ILP 
ACE-2003‌corpus 

[45] 
2011 SVM YAGO, FrameNet, 

annotated+ 

unannotated data 

[33] 2004 Bell tree+ 

MaximumEntropy MUC6‌data 

[64] 2007 MaxEnt 
ACE 2005‌data 
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‌پژوهش
-رده

شده استفاده پیکره الگوریتم سال‌یبند  

[65] 

زوج‌

‌نامبری

2008 TiMBL TuBa-D/Z‌‌coreference 

corpus: German 

newspaper Treebank 

[36] 2006 maximum entropy ACE and MUC6 

corpora 

[66] 2007 ILP 
ACE datasets 

[67] 2007 ILP MUC-6,MUC-

7andACE data 

[68] 2008 ILP MUC-6‌and ACE data 

set 

[69] 

زوج‌

‌نامبری

2004‌Dempster-Shaferناظربی‌ Raw text as KB‌

[42] 1999 clustering  

algorithm 
نظارت‌

 ضعیف

Simple features 

[44] 2008 EM clustering Simple features 

موجودیت‌ [70]

 نامبری‌

2007‌First-Order Logic 

Model‌

 باناظر

 

ACE 2004 data‌

[71] 2005 SVM MUC-6 

‌تیموجود [72]

‌نامبری‌

2010 spectral clustering MUC6 and MUC7 

data+ ACE 2004 

[73] 2004 C5.0 
Handcrafted annotated 

coreference corpus 

[35] 
2005 conditional 

random 

fields 

MUC-6 and ACE data 

set 

[74] 2010‌generative 

graphical modelنظارت‌‌

 ضعیف

ACE 2005 corpora‌

[75] 2008 MLN ACE-2004 

[76] 2012 linear regression 

+ EM 

 باناظر

EventCorefBank 

(ECB) corpus 

‌2013‌SVM‌Wikipedia + ACE 2004 رتبه‌ای [77]

زوج‌ ‌[78]

‌نامبری

‌

2012‌
C4.5‌

ACE 2004 and ACE 

2005+ Webn-gram‌

[79]‌2015‌
ILP‌

ACE-2004+ 
OntoNotes-5.0 dataset 

 ‌Gigaword dataبی‌ناظر ‌2015‌ILPتیموجود‌[80]
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 شده استفاده پیکره‌ الگوریتم‌سال‌نامبری‌‌پژوهش

[29]‌2013‌
MLN باناظر‌

CoNLL 2012 Shared 

Task data 

[81]‌

‌ایرتبه

2017‌FFNN + CNN + 

Neural Attention 

Marginal Log-

likelihood 

‌عمیق
CoNLL 2012 Shared 

Task data 

[49]‌2016‌Heuristic Max-

margin objective, 

REINFORCE 

policy gradient + 

Reward Rescaling 

Algorithm 

‌تقویتی
CoNLL 2012 Shared 

Task data 

[82]‌2018‌coarse-to-fine 

approach + 

Heuristic 

antecedent 

pruning 

‌عمیق
CoNLL 2012 Shared 

Task data 

[83]‌2019‌maximum entropy 

regularization‌‌+
gradient model 

‌تقویتی
CoNLL 2012 Shared 

Task data 

[84]‌2019‌Paragraph level‌
and document 

Level resolution+ 

 higher-order 

entity-level 

representations 

‌عمیق
CoNLL 2012 Shared 

Task data +‌‌GAP 

زوج‌‌[1]

‌نامبری

‌

هرس‌گراف‌و‌‌2020

بازنمایش‌مبتنی‌بر‌

شبکه‌عصبی‌جفت‌

 نامبری

 [85]اپسالا‌ پیکره‌عمیق

زوج‌‌[3]

‌نامبری

بند‌مبتنی‌بر‌قطعه‌2020

گر‌وابستگی،‌تجایه

های‌انتخاب‌نمونه

 مثبت‌و‌منفی

 پسالاا پیکره‌باناظر

روی‌مدل‌‌شده‌انجامها‌و‌ارتباطات‌های‌متفاوت‌از‌عملویتی‌با‌گرفتن‌بازخورد‌از‌مجموعهیادگیری‌تق

ها‌بر‌اساس‌ماکایمم‌پاداش،‌این‌عمل‌شده‌ارائهنامبری‌مورد‌استفاده‌قرار‌گرفته‌است.‌مدل‌‌بندی‌رتبه

‌F1دهی‌به‌امتیاز‌ر‌مقیاس‌پاداشدهی(.‌الگوریتم‌تغییکند‌)الگوریتم‌تغییر‌مقیاس‌پاداشرا‌بهینه‌می
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Bو‌‌CEAFϕ4تحت‌معیارهای‌‌4/63و‌‌73/65به‌ترتیب‌
‌CONLL2012روی‌پایگاه‌داده‌انگلیسی‌‌3

‌اصلی‌این‌روش‌در‌رابطه‌با‌نحوه‌تخصیص‌پاداش‌و‌جریمه‌است.‌چالشدست‌یافت.‌

‌ ‌حداقل‌تعداد ‌با ‌مدل‌ها‌ویژگیمدل‌جدیدی‌که ‌توانست‌نسبت‌به ‌عمل ‌بهتر ‌مدل‌های‌دیگر کند

بردار‌کلمات‌‌صورت‌بهاست.‌این‌مدل‌اسناد‌را‌‌[50]مبتنی‌بر‌شبکه‌عصبی‌مربوط‌به‌لی‌و‌همکارانش‌

‌ابعاد‌بالا ‌بردار‌کلمات‌از‌طریق‌الحاق‌در‌نظر‌می‌1با ‌Gloveگیرد. ،Turianو‌بردار‌کاراکترها‌بدست‌‌

کاراکتر‌با‌سه‌سایا‌پنجره‌‌در‌سطح‌(CNN)‌پیچشیآید.‌بردار‌کاراکترها‌با‌استفاده‌از‌شبکه‌عصبی‌می

آید.‌جملات‌برداری‌اسناد‌برای‌یادگیری‌نمایش‌کلمات،‌به‌یک‌شبکه‌عمیق‌وارد‌مختلف‌بدست‌می

شوند.‌های‌ممکن‌در‌سند‌متنی‌تحت‌یک‌بردار‌یک‌بعدی‌استخراج‌میشوند.‌سپس‌تمام‌نامبریمی

-و‌ویژگی‌4،‌بردار‌کلمات‌ابتدا3ات،‌بردار‌پایان‌کلم2این‌نمایش‌نامبری‌ترکیبی‌از‌بردار‌شروع‌کلمات

‌.است‌5های‌دیگر‌در‌سطح‌نامبری

‌ماکایمم‌ ‌تا ‌برای‌آموزش‌و‌ارزیابی‌است‌و‌دنباله‌کلمات‌را ایده‌این‌روش،‌هرس‌حریصانه‌کاندیدها

شوند‌و‌فقط‌بخشی‌از‌دنباله‌امتیازدهی‌می FFNN ها‌با‌استفاده‌ازگیرد.‌نامبریدر‌نظر‌می‌10سایا‌

‌امتیا ‌برای‌تشخیصکلمات‌که ‌بالایی‌دارند ‌میهم‌ز ‌گرفته ‌نظر ‌مرجعی‌در نامبری‌قبل‌‌250شوند.

‌می‌عنوان‌به ‌گرفته ‌نظر ‌در ‌زوج‌نامبری‌و‌شوندمراجع‌کاندید ‌طریق‌شبکه‌عصبی‌‌6مرجع-امتیاز از

‌لگاریتم‌احتمال‌مرزی‌شدهتابع‌هاینه‌استفاده‌‌شود.محاسبه‌می مراجع‌صحیح‌بر‌اساس‌‌7در‌مدل،

‌.است‌8لاییبندی‌طخوشه

                                                 
1
 high-dimensional 

2
 start word embedding 

3
 end word embedding 

4
 head word embedding 

5
 mention-level 

6
 mention-antecedent pair 

7
 marginal log-likelihood 

8
 gold-clustering 



44 

 

-ترین‌مرجع‌انتخاب‌شده‌و‌زنجیره‌هممحتمل‌عنوان‌بهدر‌طول‌استنتاج‌مرجع‌دارای‌بهترین‌امتیاز‌

‌از‌ومرجعی‌ ‌استفاده ‌تحت‌میشکل‌‌1یریپذ‌انتقال‌یژگیبا ‌نویسندگان‌آزمایش‌را مدل‌با‌‌پنجگیرد.

ن‌میانگین‌امتیاز‌نامبری‌های‌مختلف‌گاارش‌کردند‌و‌در‌هر‌مدل‌دنباله‌کلمات‌با‌در‌نظر‌گرفتارزیابی

‌ ‌و ‌صحت ‌اساس‌بازخوانی، ‌بر ‌پیشنهادی ‌ایده ‌است. ‌‌F1هرس‌شده ‌معیارهای ‌MUCروی ،B
و‌‌3

CEAF‌‌ بهتر‌ارائه‌‌ریتفس‌یبرا‌را‌مدل‌یفیو‌ک‌یکم‌لیتحل‌نیهمچن‌سندگانینوبررسی‌شده‌است.

‌قابل‌آموزش‌است.‌یترهاپارام‌ادیزمان‌محاسبات‌بالا‌و‌تعداد‌زاین‌روش‌‌ایجنبه‌چالش‌برانگ‌.اندداده

‌سخت‌اریبسآن‌‌یرو‌نگهدار‌نیاز‌ا،‌کند‌میبارگ‌استفاده‌‌اریبس‌قیعم‌یشبکه‌عصب‌کیمدل‌از‌‌نیا

‌‌است.

دهند‌و‌روابط‌ارجاعی‌مبتنی‌بر‌یادگیری‌عمیق‌کلمات‌را‌با‌استفاده‌از‌بردارها‌نمایش‌میهای‌هممدل

های‌یادگیری‌های‌کمتری‌نسبت‌به‌مدلویژگیها،‌از‌دهند.‌این‌مدلمعنایی‌بین‌کلمات‌را‌شرح‌می

-ها‌را‌با‌استفاده‌از‌شبکهضمنی‌وابستگی‌بین‌نامبری‌طور‌بهها‌کنند.‌این‌سیستمماشین‌استفاده‌می

سخت‌‌ها‌آنها‌این‌است‌که‌فهم‌گیرند.‌یکی‌از‌معایب‌این‌سیستمدر‌نظر‌می‌LSTMو‌‌RNNهای‌

‌ناست‌و‌ ‌دامنه‌دار‌ای‌2دستهخاص‌‌لیبه‌تعد‌ازیاغلب‌قبل‌از‌استفاده، بر‌‌یمبتن‌های‌الگوریتمدر‌ند.

‌‌یوابستگ‌قیعم‌یریادگی ‌م‌ها‌ویژگیبه ‌کاهش ‌زمان ‌طول ‌پیش‌ابدییدر ‌از ‌کلمات ‌بردار ‌زیرا ،

‌نظر‌می‌3دهید‌آموزش ‌تا‌حدودی‌در ‌برخلاف‌سیستم‌تحلیل‌و‌شباهت‌معنایی‌بین‌کلمات‌را گیرند.

های‌سطح‌نامبری‌و‌کمترین‌ویژگی‌[50]ارجاعی‌سیستم‌جدید‌تحلیل‌هم‌[48]‌ارجاعی‌استنفوردهم

‌این‌سیستم‌همچنین‌از‌مرجع‌را‌استفاده‌می-زوج‌نامبری از‌اباارهای‌استخراج‌نامبری‌‌کی‌چیهکند.

-می‌کلمات‌را‌تا‌یک‌طول‌ثابت‌استخراج‌های‌ممکن‌ازحریصانه‌تمام‌دنباله‌طور‌بهکند‌و‌استفاده‌نمی

ابتکاری‌های‌عمیق‌از‌هیچ‌تابع‌هاینه‌ر‌این‌سیستم‌این‌است‌که‌برخلاف‌سایر‌مدلکند.‌مایت‌دیگ

‌نمی ‌می‌،کنداستفاده ‌لگاریتم‌احتمال‌استفاده ‌تابع‌هاینه‌ساده ‌توابع‌یقبل‌های‌مدل کند.بلکه‌از ‌از

                                                 
1
 property of transitivity 

2
 genre 

3
 pre-trained word embeddings 
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‌‌ابتکاری‌هاینه ‌‌کردند‌میاستفاده ‌به ‌وابسته ‌ها‌کیکه ‌مقاد‌نهیتابع ‌که ‌بود ‌از‌ریاشتباه ‌بعد ‌آن

‌سختبه‌علت‌ابعاد‌بارگ‌آن‌‌عمدتاً‌ستمیس‌نیا‌ینگهدار‌اگرچه‌.شد‌می‌مشخص‌زیاد‌های‌آزمایش

‌های‌وابستگیدر‌جذب‌‌ها‌آن‌ییها‌و‌توانا‌LSTMنانیاطم‌تیقابل‌رابطه‌بادر‌‌زیادیاست،‌اما‌شواهد‌

و‌‌مبرینا‌بندی‌رتبهاست‌که‌‌نیمدل‌ا‌نیا‌یاحتمال‌یها‌ضعفاز‌‌گرید‌یکی‌.وجود‌دارد‌مدت‌یطولان

‌ ‌نامبری‌نیبالاترانتخاب ‌مرجع ‌‌امتیاز ‌خوشه ‌سطح ‌اطلاعات ‌از ‌استفاده ‌میبدون .‌شودانجام

بهتر‌‌یها‌ویژگیتعریف‌با‌استفاده‌از‌‌ق،یعم‌ارجاعیتحلیل‌هم‌ستمیس‌زمینهدر‌‌ندهیآ‌های‌پیشرفت

حلیل‌مرجع‌های‌مختلف‌تروش‌1-2در‌جدول‌‌ممکن‌است.بهتر‌‌های‌معماریبا‌ارائه‌‌ای‌یادگیری‌برای

‌بررسی‌شده‌اند.‌

 تقویتی یادگیری مبتنی بر هایروش 

‌نامبریعموماً‌[83]‌[49]های‌مبتنی‌بر‌یادگیری‌تقویتی‌در‌روش ،‌ ‌پیوندهایو‌‌1هاحالت‌عنوان‌بهها

اند؛‌سپس‌طبق‌سیاست‌یادگیری‌تقویتی‌و‌تعریف‌در‌نظر‌گرفته‌شده‌2هاعمل‌عنوان‌بهها‌بین‌نامبری

‌پاداش ‌خطا‌3توابع ‌هم‌پیوندهای‌4و ‌مرجع ‌در ‌است. ‌شده ‌داده ‌تشخیص  مجموعه‌[49]ارجاعی

‌‌‌𝑚1, 𝑚2,…, 𝑚𝑛صورت‌بهواژه‌‌nته‌شده‌شامل‌در‌نظر‌گرف‌5آموزشی جع‌امجموعه‌مر‌𝐶(𝑚𝑖)است.

‌هم‌مرجع‌هستند.‌𝑚𝑖است،‌که‌با‌‌هایی‌واژه مجموعه‌𝑇(𝑚𝑖)و‌‌𝑚𝑖واژه‌‌کاندید‌برای‌هم‌مرجع‌بودن‌با

cدید‌شده‌به‌کلمه‌کان‌𝑚𝑖واژه‌‌پیونددهیبرای‌عمل‌انجام‌شده‌توسط‌عامل‌یعنی‌ ∈ C(𝑚𝑖)6،‌خطا‌

‌ت.تعریف‌شده‌اس(‌5-2)‌رابطه‌صورت‌به

                                                 
1‌
States 

2‌
Actions 

3‌Reward 
4‌Punishment 
5 
Training 

6
 Error 
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(‌2-5)‌^ ( ) { }

^ ( ) { }

( , )
^ { }

0 ^ ( ) { }

iFN

iFA

h i

WL

i

if c NA T m NA

if c NA T m NA

c m
if c NA c NA

if c NA T m NA







 

  


  
 


  

‌

‌هم‌عنوان‌به ‌شده ‌کاندید ‌کلمه ‌اگر ‌مثال، ‌نداشته ‌متن ‌در ‌هم‌باشدمرجعی های‌مرجعولی‌مجموعه

‌واژه‌‌𝑚𝑖درست‌واژه ‌اشتباه ‌عامل‌به ‌و ‌‌𝑐های‌خالی‌نباشد ‌هم‌𝑚𝑖و ‌آنگاه‌را مرجع‌تشخیص‌دهد،

‌.‌کندرا‌دریافت‌می‌𝛼FN ‌خطای

‌ ‌عمل ‌هر ‌روش‌پیشنهادی ‌بهبود ‌𝑎𝑖 برای ‌مثل ‌دیگر ‌یک‌عمل ‌به 𝑎′𝑖 را ∈ 𝐴تا‌‌‌ ‌شده ‌داده تغییر

R( 𝑎1, …,  𝑎𝑖+1,  𝑎′𝑖. کند‌جدید‌چه‌پاداشی‌دریافت‌می‌ازای‌عملمدل‌به‌کهد‌شومشخص‌ ,  𝑎′𝑖+1, 

… , 𝑎𝑇)شود‌که‌در‌آن‌می‌محاسبهزیر‌‌صورت‌بهپاداش‌نهایی‌دریافت‌شده‌برای‌عمل‌a1:Tای‌از‌دنباله‌

‌اند.ها‌است‌که‌طبق‌پارامترهای‌جاری‌مدل‌بالاترین‌امتیاز‌را‌دریافت‌کردهعمل

(‌2-6)‌'

1 1 1 1( , ) ( ,...,( , ),..., ) max ( ,..., , , ,..., )
i ir i i T a A i i i Tc m R a c m a R a a a a a     

‌

Qمقدار‌
‌شود.محاسبه‌می‌(8-2(‌و‌)7-2بط‌)بر‌اساس‌روا‌sدر‌حالت‌𝑎𝑖 برای‌هر‌عمل‌‌1

(‌2-7)‌( , ) ( , )i i

i

Q s a W X s a‌

(‌2-8)‌( , )( ) s c mP a e  

‌رسد.‌‌ن‌پاداش‌مورد‌انتظار‌میبه‌بیشتری‌(9-2طبق‌رابطه‌)‌به‌این‌ترتیب‌الگوریتم‌تقویتی

(‌2-9)‌
1: 1:[ ] ( )( )
T Ta p R aJ E


 ‌

بر‌است‌و‌ها‌در‌نظر‌گرفته‌شود،‌محاسبه‌گرادیان‌زمانهای‌ممکن‌از‌عملاز‌آنجا‌که‌باید‌تمامی‌دنباله

‌بنابرنمایی‌تحت‌این‌دنباله‌رشد‌می‌صورت‌به ‌‌a1:Tاز‌دنباله(‌11-2(‌و‌)10-2طبق‌روابط‌)این‌کند.

                                                 
1
 Q-Value 
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-استفاده‌می‌2برای‌کاهش‌پراکندگی‌b𝑖کرده‌و‌گرادیان‌آن‌را‌محاسبه‌شده‌است.‌پارامتر‌‌1گیرینمونه

‌‌‌.]18 [شود

(‌2-10)‌
'

' '

1

1

( ) [ ( )]( ( ,..., ,..., ) )
i i

T

i i T ia A
i

j P a R a a a b  




   ‌

(‌2-11)‌'

'

1( ,..., ,..., )
i i

i Ta A P
E R a a a


 

4-2 گیرینتیجه 
‌

‌راه‌مسئله ‌که ‌است ‌بوده ‌گذشته ‌دهه ‌چند ‌طی ‌فعال ‌تحقیقاتی ‌فیلد ‌یک ‌مرجع های‌حلتحلیل

نیازمند‌چند‌‌مسئلهبرای‌آن‌هنوز‌پاسخگوی‌نیازهای‌پردازشی‌موجود‌نیست.‌حل‌کامل‌این‌‌شده‌ارائه

ها،‌بکار‌بستن‌یک‌الگوریتم‌های‌نامبریها،‌استخراج‌ویژگیختلف‌است‌از‌جمله‌استخراج‌نامبریگام‌م

‌ویژگی‌منظور‌به ‌از ‌هماستفاده ‌موارد ‌شناسایی ‌برای ‌ها ‌و ‌مرجع ‌همپیونددهی ‌موارد ‌منظور‌بهمرجع

نیا‌با‌هدف‌‌ها‌ممکن‌است‌یک‌گام‌اضافیارجاعی‌نهایی.‌در‌مرحله‌تولید‌ویژگیهای‌همتولید‌زنجیره

‌ ‌شود. ‌برداشته ‌پردازش ‌برای ‌نیاز ‌دانش‌مورد ‌آوردن ‌کارهای‌‌طور‌همانفراهم ‌از ‌بالایی ‌حجم که

تحلیل‌مرجع‌مستلام‌به‌کار‌بستن‌‌مسئلهدهد‌حل‌نشان‌میی‌نادیک‌در‌گذشتهپیشین‌‌شده‌انجام

بودند‌بررسی‌‌شده‌‌انجامهای‌مختلف‌است.‌در‌این‌فصل‌برخی‌کارهایی‌که‌با‌این‌منظور‌دانش‌از‌حوزه

‌حالت‌کلی‌روش‌شد. ‌یادگیری‌های‌تحلیل‌همدر ‌مبتنی‌بر ‌و ‌قاعده ‌مبتنی‌بر ‌دسته ‌دو ارجاعی‌به

ای‌از‌مرجع‌درون‌متن‌توسط‌مجموعههای‌مبتنی‌بر‌قاعده‌موارد‌هم‌شوند.‌در‌روشماشین‌تقسیم‌می

توان‌می‌از‌ماایای‌این‌روششوند.‌اند،‌استخراج‌می‌ه‌که‌توسط‌افراد‌خبره‌نوشته‌شد‌سینو‌دستقواعد‌

به‌دقت‌بالا‌و‌سادگی‌طراحی‌اشاره‌کرد.‌اما‌قابلیت‌انعطاف‌این‌روش‌پایین‌است‌و‌باید‌برای‌هر‌زبان‌

‌‌.طبیعی،‌سیستم‌از‌ابتدا‌توسط‌افراد‌خبره‌طراحی‌شود

                                                 
1 sampling 
2 variance 
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و‌های‌مبتنی‌بر‌یادگیری‌تقویتی،‌آماری‌‌های‌مبتنی‌بر‌یادگیری‌ماشین‌نیا‌به‌سه‌دسته‌روش‌روش

‌روشمبتنی‌بر‌یادگیری‌عمیق‌تقسیم‌می ‌در ‌ناظرهای‌آماری‌‌شوند. ‌اتوماتیک‌به‌با صورت‌دستی‌یا

‌این‌دادهاند‌شدهگذاری‌‌های‌آموزشی‌برچسبداده ‌قرار‌می. ‌برای‌یادگیری‌سیستم‌مورد‌استفاده -ها

‌از‌طرف‌دیگر،‌در‌روش ها‌آموزشی‌ههای‌آموزشی‌نیست‌)یا‌دادهای‌بدون‌ناظر‌نیازی‌به‌داده‌گیرند.

‌در‌‌مسئلهبسیار‌کمی‌مورد‌نیاز‌است(‌اما‌دقت‌این‌روش‌هنوز‌برای‌حل‌ تحلیل‌مرجع‌پایین‌است.

‌یادگیری‌تقویتی‌روش ‌نامبریعموماًهای‌مبتنی‌بر ،‌ ‌حالت‌عنوان‌بهها ‌و ها‌بین‌نامبری‌پیوندهایها

و‌تعریف‌توابع‌پاداش‌و‌اند؛‌سپس‌طبق‌سیاست‌یادگیری‌تقویتی‌ها‌در‌نظر‌گرفته‌شدهعمل‌عنوان‌به

در‌حیطه‌تحلیل‌‌شده‌ارائههای‌ارجاعی‌تشخیص‌داده‌شده‌است.‌جدیدترین‌روشهم‌پیوندهایخطا‌

‌روشهم ‌این‌روشارجاعی، ‌در ‌نامبریهای‌مبتنی‌بر‌یادگیری‌عمیق‌هستند. متن‌‌های‌موجود‌درها

نه‌مختلف‌سیستم‌در‌جهت‌سپس‌با‌تعریف‌توابع‌های‌،اندتوسط‌ساختار‌یادگیری‌عمیق‌استخراج‌شده

‌آموزش‌میهای‌همشناسایی‌درست‌زنجیره ‌در‌فصل‌آتی‌روش‌پیشنهادی‌که‌مبتنی‌بر‌مرجع، بیند.

 گیری‌چندشاخصه‌است،‌توضیح‌داده‌خواهد‌شد.‌یادگیری‌عمیق،‌بازنمایش‌دانش‌و‌تصمیم

 

‌  
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3فصل  ارجاعی عبارات اسمیهمبرای تحلیل  تنی بر یادگیری عمیقمدل مب : 
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1-3 قدمهم 
‌‌مسئله ‌یکی‌از ‌پردازش‌‌نیتر‌مهمتحلیل‌مرجع‌که ‌بان‌طبیعی‌استزمسائل‌حوزه ‌دهه‌، طی‌چند

این‌‌که‌آن‌استگذشته‌همواره‌یک‌موضوع‌تحقیقاتی‌فعال‌در‌این‌حوزه‌بوده‌است.‌دلیل‌این‌موضوع‌

-اصلی‌در‌وظایف‌پردازش‌زبان‌طبیعی‌از‌جمله‌ترجمه‌ماشینی،‌خلاصه‌مسئلهیک‌‌عنوان‌به‌مسئله

‌پاسخ‌به‌ ‌از‌طرف‌دیگر‌کارایی‌روش‌سؤالاتسازی‌متن، ‌مشابه‌آن‌کاربرد‌دارد. های‌قبلی‌تحلیل‌و

‌ ‌کاربردهای‌امروزی‌نیست. ‌پاسخگوی‌نیاز ‌هنوز ‌پیش‌طور‌همانمرجع ‌شدکه ‌توضیح‌داده یک‌‌،تر

‌تحلیل‌مرجع‌و‌نیاز‌آن‌به‌دانش‌فراوان‌است.‌‌مسئلهدشواری‌‌،یناکارآمددلیل‌مهم‌برای‌این‌

مگر‌با‌تاریق‌‌،آیدهای‌تحلیل‌مرجع‌بدست‌نمیکه‌سطح‌کارایی‌بهتر‌در‌سیستم‌است‌نیاعتقاد‌بر‌ا

شود‌که‌هدف‌آن‌با‌توجه‌به‌این‌نیاز‌در‌این‌فصل‌روش‌پیشنهادی‌معرفی‌می.‌هادانش‌به‌این‌سیستم

‌ ‌کارایی ‌‌مسئلهبهبود ‌با ‌مرجع ‌تحلیل ‌عمیق، ‌عصبی ‌شبکه ‌از ‌استفاده ‌آوردن ‌دامنفراهم نش،‌ابع

‌‌های‌عصبی‌است.مبتنی‌بر‌شبکه‌چند‌شاخصه‌بندیرتبههای‌و‌معرفی‌روشها‌بازنمایش‌آن

‌ ‌‌دواین‌فصل‌از ‌در‌بخش‌اول‌نحوه ‌است. و‌‌هانامبری‌ها،ویژگی‌استخراجبخش‌اصلی‌تشکیل‌شده

شود.‌در‌توضیح‌داده‌میو‌بازنمایش‌دانش‌دوجهته‌‌GRUمراجع‌کاندید‌توسط‌تعبیه‌واژگان،‌شبکه‌

-مراجع‌کاندید‌و‌تشکیل‌زنجیره‌زدهی‌بهامتیا‌نحوهنحوه‌استفاده‌از‌اطلاعات‌سطح‌خوشه،‌‌دومش‌بخ

‌.‌شودمرجع‌شرح‌داده‌میهای‌هم

2-3 روش پیشنهادی 
‌استفاده‌از‌شبکه‌عصبی‌عمیق‌‌دقت‌بهبرای‌دستیابی‌ ‌با و‌منابع‌دانش،‌بالاتر‌در‌تحلیل‌هم‌ارجاعی،

ی‌ها‌ویژگیرا‌با‌ضرایب‌مناسبی‌با‌هم‌ترکیب‌کرد‌و‌به‌‌ی‌بدست‌آمده‌توسط‌شبکهها‌ویژگی‌توان‌یم

کاراتری‌دست‌یافت.‌نتایج‌حاصل‌از‌این‌ترکیب‌و‌استفاده‌از‌اطلاعات‌سطح‌موجودیت‌و‌منابع‌دانش‌

ساایی‌دارد.‌روش‌پیشنهادی‌شامل‌مراحل‌زیر‌پیشنهادی‌نقش‌به‌‌تمیالگورمختلف‌در‌بالا‌بردن‌دقت‌

‌است.
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 گام اول: تعبیه واژگان  3-2-1
‌انتخاب‌ویژگی ‌بهبود‌کیفیت‌و‌ک‌های‌مناسب‌استخراج‌و ارایی‌از‌یک‌مجموعه‌داده‌نقش‌حیاتی‌در

‌دادههای‌یادگیری‌ماشین‌دار‌روش ‌در ‌خصوصاً ‌صوت،‌‌د. ‌تصویر، ‌متون، ‌بالا‌مانند ‌ابعاد ‌تعداد های‌با

‌انتخاب‌ویژگی‌امری‌ضروری‌است. ‌غیره های‌‌های‌یادگیری‌ماشین‌بر‌روی‌داده‌اغلب‌روش‌ویدئو‌و

‌روی‌داده ‌اجرای‌آنها ‌و ‌برای‌استفاده ‌و ‌هستند ‌تبدیل‌متون‌به‌‌عددی‌قابل‌اجرا ‌به های‌متنی‌نیاز

‌ هدف‌رویکردهای‌مختلف‌تبدیل‌متن‌به‌بردارهای‌عددی،‌استخراج‌و‌‌در‌واقع،مجموعه‌اعداد‌است.

‌مجموعه ‌ویژگی‌انتخاب ‌از ‌بو‌ای ‌بعد ‌مرحله ‌در ‌که ‌است ‌طبیعی ‌زبان ‌متون ‌از ‌مناسب سیله‌های

ها‌با‌دو‌هدف‌‌شوند.‌بطور‌کلی،‌استخراج‌ویژگی‌از‌مجموعه‌داده‌های‌یادگیری‌ماشین‌استفاده‌می‌روش

‌شود:‌انجام‌می

‌اندازه‌دادهبندردههای‌‌افاایش‌کارایی‌و‌سرعت‌روش -1 ‌کاهش‌ابعاد‌و ‌بخصوص‌جهت‌‌ی‌با ها:

‌سرباربندردههای‌‌بکارگیری‌برخی‌روش ‌و ‌هاینه ‌آموزش‌آنها ‌فاز ‌حافظهزما‌ی‌که ای‌‌نی‌یا

 ،‌این‌امر‌ضروری‌است.بالایی‌دارند

‌حذف‌ویژگیبندردههای‌‌افاایش‌دقت‌روش -2 ‌با ‌باعث‌افاایش‌‌ی: ‌آنها ‌وجود های‌نویای‌)که

‌دادهبندردهخطای‌ ‌برای ‌می‌ی ‌ویژگی‌های‌جدید ‌استخراج ‌و ‌باعث‌‌شوند( ‌مناسب‌)که های

‌داده ‌شدن ‌دسته‌نادیک ‌درون ‌داد‌های ‌بین ‌بیشتر ‌تمایا ‌و ‌دسته‌هها ‌مختلف‌‌های های

‌شوند(.‌می

‌دارند ‌زبان‌طبیعی‌وجود ‌برای‌بردارسازی‌متون ‌رویکردهای‌مختلفی .‌ برای‌استخراج‌‌این‌رسالهدر

RoBERTaروشکلمات‌از‌‌ویژگی‌و‌تعبیه
1
عصبی‌‌شبکهدر‌ساختار‌این‌روش‌از‌‌شود.استفاده‌می‌ 

‌،ها‌ی‌ترکیبی‌و‌جدید‌در‌لایهها‌ویژگیی‌به‌دلیل‌قابلیت‌یادگیر‌هاشده‌است.‌این‌شبکه‌استفادهعمیق‌

                                                 
1
 Robustly Optimized BERT Pretraining Approach 
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‌،یافتهعمیق‌توسعه‌هایاند.‌شبکه‌مورد‌استفاده‌قرار‌گرفته‌یبندردههای‌‌گسترده‌در‌همه‌زمینه‌طور‌به

‌ها‌هستند.‌‌روی‌داده‌،برای‌یادگیری‌تبدیل‌غیرخطی‌هاییمدل

‌این‌شبکه ‌یادگیری‌بازنمایش‌دادهدر ‌توسط‌خود‌شبکه‌صورت‌میها، ‌این‌عمل‌در‌چندین‌گیرها د،

شود‌های‌متعدد‌به‌شبکه‌آموزش‌داده‌میشود‌و‌ساختارهای‌پیچیده‌با‌استفاده‌از‌لایهلایه‌انجام‌می

واقع‌‌های‌دستی‌است.‌درهای‌عمیق‌عدم‌استفاده‌از‌ویژگیترین‌قابلیت‌موجود‌در‌شبکهمهم‌.]84[

‌شبکه ‌در ‌ویژگی ‌مهندسی ‌عمیق ‌می‌صورت‌بههای ‌انجام ‌شیوه‌ .]85[‌گیردخودکار ‌این ‌مایت دو

 یادگیری‌در‌زیر‌آمده‌است.‌

1. ‌ ‌مناسبها‌ویژگیاستخراج ‌ی ‌یادگیری ‌الگوریتم ‌هر ‌اصلی ‌نیاز ‌از‌‌ییها‌ویژگی: ‌که است

دستی‌تهیه‌شده‌و‌به‌‌صورت‌بهاز‌پیش‌‌ها‌ویژگیاین‌‌،.‌ممکن‌استشود‌یاستخراج‌م‌ها‌یورود

‌الگور ‌در ‌روش ‌این ‌که ‌شود ‌خورانده ‌ناظر‌یها‌تمیالگوریتم ‌م‌با ‌کار ‌مقابل‌رود‌یبه ‌در .

‌ها‌از‌ورودی‌خواهد‌نمود.‌ویژگیبدون‌نظارت‌خواهد‌بود‌که‌خود‌اقدام‌به‌استخراج‌‌یها‌روش

 است.‌هم‌ناقص‌معمولاً‌،است‌بر‌زمانعلاوه‌بر‌اینکه‌‌ها‌ویژگیاستخراج‌دستی‌

برای‌ما‌‌یادگیری‌عمقی‌‌:ی‌سطح‌بالا‌با‌استفاده‌از‌قابلیت‌لایه‌لایه‌بودنها‌ویژگییادگیری‌ .2

که‌بتوانیم‌مفاهیم‌با‌سطح‌انتااع‌بالا‌را‌با‌استفاده‌از‌یادگیری‌‌آورد‌یاین‌امکان‌را‌به‌وجود‌م

‌.چند‌لایه‌از‌پایین‌به‌بالا‌بسازیم

  تعبیه واژگانRoBERTa  

ی‌جدیدترین‌روش‌بازنمایش‌یا‌تعبیه‌واژگان‌و‌جملات‌است.‌این‌روش،‌بهینه‌شده‌‌RoBERTaروش

‌که‌BERTروش‌ ‌روش‌‌است، ‌روش‌آموزش، ‌بهبود ‌‌BERTبا ‌است. ‌بازآموزی‌کرده یک‌‌BERTرا

یادگیری‌بازنمایش‌یک‌‌جهتهای‌متنی‌بدون‌برچسب‌آموزش‌روی‌دادهپیش‌برایدوجهته‌‌1مبدل

                                                 
1
 transformer 
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را‌‌‌NSPفهیوظبرای‌بهبود‌روند‌آموزش،‌‌RoBERTaکند.‌استفاده‌می‌NSPو‌‌‌MLMزبان‌است‌که‌از

‌.‌است‌حذف‌کرده‌BERTآموزش‌پیشاز‌

از‌‌آموزششیپ‌یبرا‌‌RoBERTa.استفاده‌کرده‌است‌تر‌بارگ‌ایاین‌روش‌از‌آموزش‌دسته‌نیهمچن

‌متنیداده‌تیگابایگ‌160 ‌م‌ی ‌یاستفاده ‌جمله ‌از ‌‌تیگابایگ‌16کند، ‌و‌هاکتابمتون ‌ایپدیکیو

‌‌یسیانگل ‌در ‌م‌BERTکه ‌دادهیاستفاده ‌داده‌یاضاف‌یهاشود. ‌مجموعه  یهاشامل

‌‌ونیلیم CommonCrawl News ‌(63پیکره ‌)ومت‌،(گیگابایت‌76مقاله، ‌وب ‌و‌گیگابایت‌38ن )

‌(‌است.‌تیگابایگ‌31)‌ Common Crawlهایداستان ‌وپیکره‌نیااز‌‌استفادهبا ‌هااجرای‌آن‌ها ‌روند،

 و‌تعبیه‌واژگان‌از‌در‌استخراج‌ویژگی RoBERTa عملکرد‌.انجام‌شده‌است‌RoBERTaآموزش‌شیپ

BERTو‌ XLNet است‌بهتر‌ ‌براگریطرف‌د‌از. ‌پ‌یمحاسبات‌یهاکاهش‌زمان‌ی، (‌ینیبشی)آموزش،

BERTمرتبط‌یهامدل‌ای‌،‌‌ ‌یاز ‌ایجاد ‌‌کروش‌هرس‌جهت عملکرد‌‌بهبود‌یبرا‌تر‌کوچکشبکه

 کند.استفاده‌می

 گام دوم: استخراج دنباله کلمات  3-2-2
‌ ‌کلمات ‌ویژگیبردار ‌و ‌قبل ‌گام ‌از ‌شده ‌استخراج ‌‌عنوان‌بههای ‌ورودی ‌عصبی ‌یک‌شبکه عمیق‌به

1بازگشتی
GRU‌(دوجهته‌Bi-GRU‌ -سازی‌و‌پیشمدلجهت‌‌GRUاز‌شبکه‌‌.شودداده‌می‌[88](

‌می‌های‌متوالیبینی‌داده ‌استفاده ‌حطو‌‌هایدنباله‌‌فراموشی‌‌مشکل‌‌این‌شبکهشود. ل‌کرده‌لانی‌را

به‌‌هاشبکهاین‌خروجی‌شود.‌کنترل‌میمیانی‌شبکه‌‌لایهحدهای‌ورود‌و‌خروج‌داده‌در‌وا،‌زیرا‌است

‌ورودی‌لایههای‌خروجی ‌ازای‌همه ‌به ‌است‌هامخفی ‌بلوک‌لایههای‌رونون‌و‌وابسته ‌با های‌پنهان

‌نداهحافظه‌جایگاین‌شد ‌توسط‌این‌شبکه‌تعبیه‌کلمات‌به. نباله‌کلمات‌موجود‌در‌دهم‌الحاق‌شده،

دانش‌مختلف‌‌بازنمایش‌منابعتوسط‌های‌دیگری‌نیا‌اسایی‌شده‌و‌ویژگیشن ها‌آنهای‌متن‌و‌ویژگی

‌شود.‌تاریق‌می‌ورودی‌به‌مدل‌عنوان‌به

                                                 
1
 Gated Recurrent Unit 
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‌

  شبکه GRU 

سنتی‌نظیر‌مشکل‌‌بازگشتیشبکه‌عصبی‌‌یها‌یکاست‌کردنبرطرف‌‌منظور‌به‌GRU [88] معماری

‌عنوان‌به‌عموماً GRU ت.اسارائه‌شده‌ LSTM معماری‌در‌ودموج‌سربار‌کاهش‌و‌گرادیان‌یمحوشدگ

ی‌بهره‌از‌طراحی‌مشابه‌ها‌یمعمارچرا‌که‌این‌‌،شوددر‌نظر‌گرفته‌می‌LSTM از‌افتهیرییتغ‌یا‌نسخه

‌مفاهیمیاین‌نوع‌معماری‌از‌‌.دهندیکسان‌نتایج‌عالی‌بدست‌می‌صورت‌بهبرند‌و‌در‌بعضی‌از‌موارد‌می

‌این‌دو‌دروازه‌یاستفاده‌میا‌2و‌دروازه‌بازنشانی‌1روزرسانی‌بهبنام‌دروازه‌ ‌در‌اصل‌دو‌بردار gate کند.

‌‌هستند ‌از ‌استفاده ‌با ‌می‌ها‌آنکه ‌گرفته ‌چه‌‌،شودتصمیم ‌و ‌خروجی‌منتقل‌شده ‌اطلاعاتی‌به چه

‌نکته‌خاص‌درباره‌این‌ توان‌آموزش‌را‌می‌ها‌دروازهاین‌است‌که‌این‌‌ها‌دروازهاطلاعاتی‌منتقل‌نشود.

‌اطلاعات‌مربوط‌به‌‌،داد ‌بدون‌آنکه‌در‌حین‌گذر‌زمان‌)طی‌گام‌های‌گامتا های‌زمانی‌بسیار‌قبل‌را

‌است.‌1-3شکل‌صورت‌بهGRU یک‌سلولساختار‌‌.زمانی‌مختلف(‌دستخوش‌تغییر‌شوند‌حفظ‌کند

 

 GRU[88] یک سلولساختار . 1-3 شکل 

                                                 
1
 update gate 

2
 reset gate 

https://deeplearning.ir/%d8%a2%d9%85%d9%88%d8%b2%d8%b4-%d8%b4%d8%a8%da%a9%d9%87-%d8%b9%d8%b5%d8%a8%db%8c-%d8%a8%d8%a7%d8%b2%da%af%d8%b4%d8%aa%db%8c-%d8%a8%d8%ae%d8%b4-%d9%be%d9%86%d8%ac%d9%85-%d9%85%d8%b9%d8%b1%d9%81%db%8c/
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(‌3-1) 𝐶̂𝑡 = 𝑡𝑎𝑛ℎ (𝑊1[Γ𝑟 ∗ C𝑡−1, x𝑡] + b𝑐) 

(‌3-2) Γ𝑢 = 𝜎(𝑊2[C𝑡−1, x𝑡] + b𝑢) 

(‌3-3) Γ𝑟 = 𝜎(𝑊3[C𝑡−1, x𝑡] + b𝑢) 

(‌3-4) 𝐶𝑡 = Γ𝑢 ∗ 𝐶̂𝑡 + (1 − Γ𝑢) ∗ C𝑡−1 

(‌3-5) 𝑜𝑡 = softmax(𝑊4C𝑡 + b0) 

کی‌از‌مشکلات‌ی است. RNN بازگشتیدر‌شبکه‌عصبی‌‌ℎ𝑡یا‌‌1سلول‌حافظههمان‌‌‌𝐶𝑡(4-3)در‌رابطه‌

‌عنوان‌بهطولانی‌است.‌‌های‌دنبالهوری‌از‌در‌بهره‌ها‌آنسنتی‌عدم‌توانایی‌‌بازگشتیعصبی‌‌های‌شبکه

ت‌منتخب‌ایران‌به‌مرحله‌نهایی‌المپیاد‌ریاضی‌رسیده‌و‌به‌مقام‌نخس دانش‌آموزان ” مثال‌در‌جمله

‌انتخاب‌فعل‌انتهایی‌جمله‌داشته‌‌“کردند دست‌پیدا شبکه‌برای‌اینکه‌بتواند‌تشخیص‌صحیحی‌در

‌‌،باشد ‌سپردن ‌خاطر ‌به ‌‌"دانش‌آموزان"نیازمند ‌است. ‌ابتدای‌جمله ‌در ‌عصبی ‌شبکه ‌بازگشتیدر

سنتی‌‌بازگشتیمکانیام‌مناسبی‌برای‌این‌مهم‌وجود‌ندارد‌و‌در‌بهترین‌حالت‌در‌یک‌شبکه‌عصبی‌

‌انتخاب‌یرگذاریتأثد‌گام‌محدود‌محلی‌دارای‌قدرت‌چن ‌که‌یکی‌از‌مشکلات‌‌اند‌شبکههای‌در )چرا

محتویات‌گام‌زمانی‌فعلی‌همیشه‌با‌یک‌مقدار‌‌ها‌شبکهسنتی‌این‌است‌که‌در‌این‌‌ ‌RNN اصلی‌در

ن‌قابلیت‌حفظ‌یک‌ویژگی‌از‌چندی‌اٌاساس‌طور‌اینشوند‌و‌جدید‌از‌ورودی‌و‌حالت‌قبلی‌جایگاین‌می

برای‌رفع‌این‌معضل‌از‌یک‌ GRU بازگشتیممکن‌نیست(‌در‌شبکه‌عصبی‌‌تر‌عقبگام‌زمانی‌خیلی‌

 .استفاده‌شده‌است روزرسانیهدروازه‌ب نامهمفهوم‌تازه‌ب

‌،یچی‌استئسو‌اٌاصطلاح‌،شودنمایش‌داده‌می 𝐺𝑎𝑚𝑚𝑎𝑢 که‌با روزرسانی‌بهدروازه‌ خیلی‌ساده‌طور‌به

ک‌گام‌زمانی‌حالت‌قبلی‌مورد‌استفاده‌قرار‌گیرد‌یا‌ورودی‌)و‌یا‌ترکیبی‌از‌در‌ی‌،کندکه‌مشخص‌می

یک‌حالت‌از‌‌یراحت‌بههای‌طولانی‌در‌دنباله‌،هر‌دو(.‌با‌استفاده‌از‌این‌قابلیت‌جدید‌شبکه‌قادر‌است

تا‌‌،شبکه‌قادر‌خواهد‌بود‌یگرد‌عبارت‌به‌،چندین‌گام‌زمانی‌قبل‌را‌در‌چند‌گام‌زمانی‌بعدی‌اثر‌دهد

رابطه‌از‌طریق‌‌کاراین‌‌.کند‌یبردار‌بهرههایی‌را‌از‌گذشته‌دور‌در‌حافظه‌خود‌نگهداشته‌و‌از‌آن‌المان

‌شود.‌انجام‌می‌(3-4)

                                                 
1
 memory cell 
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کردن‌گاما‌مشخص‌کرد‌‌0یا‌‌1با‌‌توان‌یمایده‌کلی‌در‌اینجا‌به‌این‌صورت‌است‌که‌در‌یک‌گام‌زمانی‌

ت‌جدید‌با‌توجه‌به‌ورودی‌تازه‌و‌حالت‌قبلی‌از‌حالت‌مربوط‌به‌گام‌زمانی‌قبل‌استفاده‌شود‌یا‌حال

‌ب  به‌سمت‌صفر‌نتیجه‌عبارت‌𝑊2 تواند‌با‌میل‌دادندر‌اینجا‌شبکه‌می‌تر‌دقیقطور‌همحاسبه‌شود.

Γ𝑢  ‌‌ ‌و ‌برده ‌سمت‌صفر ‌به ‌‌طور‌اینرا ‌حالت‌قبلی‌مورد‌‌اثر‌یببخش‌ابتدای‌عبارت‌را ‌نتیجه ‌در و

‌به‌گام‌زمانی ‌گیرد‌و ‌قرار ‌به‌همین‌صورت‌شبکه‌میبعدی‌منتقل‌می‌استفاده تواند‌به‌حالت‌گردد.

پس‌(.‌یک‌)با‌فاصله‌گرفتن‌از‌صفر‌و‌گرایش‌به‌سمت‌این‌مهم‌دست‌پیدا‌کند‌عکس‌بهمابینی‌و‌حتی‌

‌،دهد‌تا‌مشخص‌کندرا‌دارد‌که‌به‌شبکه‌این‌امکان‌را‌می‌یچیسوئروزرسانی‌در‌اینجا‌حکم‌هدروازه‌ب

‌شده‌اضافهاین‌قابلیت‌.‌زمانی‌قبلی‌برای‌گام‌زمانی‌فعلی‌مورد‌نیاز‌است‌های‌مگاچه‌مقدار‌اطلاعات‌از‌

 :فایده‌است‌دونسبت‌به‌همتای‌سنتی‌خود‌دارای‌‌ GRU در

‌برای‌هر‌واحد‌می -1 زمانی‌طولانی‌‌های‌گامتواند‌وجود‌یک‌ویژگی‌خاص‌در‌جریان‌ورودی‌را

‌،مهم‌تشخیص‌داده‌شود GRU نیروزرسا‌بهای‌که‌توسط‌دروازه‌بعدی‌داشته‌باشد.‌هر‌ویژگی

 .حفظ‌شود‌،تواند‌بدون‌اینکه‌رونویسی‌شده‌و‌از‌دست‌رودمی

‌این‌قابلیت‌جدید‌در‌عمل‌مسیرهای‌میانبری‌ایجاد‌می -2 ‌نادیدهکند‌که‌چندین‌گام‌زمانی‌را

(‌این‌میانبرها‌به‌همین‌صورت‌پرند‌یمگذارد‌)از‌روی‌چندین‌گام‌زمانی‌گرفته‌و‌پشت‌سر‌می

‌بدون‌آنکه‌خیلی‌سریع‌محو‌شودلیدی‌اجازه‌میبه‌خطای‌تو ‌فاز‌پس‌هب‌،دهد‌تا راحتی‌در

 .ابدیمحو‌شونده‌کاهش‌می‌های‌یانگرادمعضلات‌مرتبط‌با‌‌طور‌اینانتشار‌منتقل‌گردد‌و‌

چه‌میاان‌‌،تواند‌مشخص‌کندشبکه‌با‌کمک‌آن‌می کند‌کهیچی‌عمل‌میئدروازه‌بازنشانی‌همانند‌سو

‌ ‌در ‌اطلاعات‌گذشته ‌نیازاز ‌مورد ‌فعلی ‌از‌‌فراموش‌شود() نیست گام ‌میاان ‌چه ‌از ‌فعلی ‌گام ‌در و

‌ب ‌با‌صفر‌بودن‌این‌سویچ‌این‌دروازه‌در‌عمل‌شبکه‌را‌تر‌دقیقطور‌هاطلاعات‌گام‌قبل‌استفاده‌شود.

‌طور‌اینعمل‌کند‌که‌گویا‌در‌حال‌خواندن‌اولین‌بخش‌از‌دنباله‌ورودی‌است‌و‌‌یا‌گونه‌بهکند‌وادار‌می

‌ ‌قبلی‌میشبکه ‌شده ‌فراموشی‌حالت‌محاسبه ‌به ‌قادر ‌همین‌صورت‌میرا ‌به ‌و ‌فاصله‌کند ‌با تواند

راحتی‌هب GRU با‌کمک‌این‌دو‌قابلیت‌جدید‌شبکه‌عصبی‌.گرفتن‌از‌صفر‌حالت‌مابینی‌را‌فراهم‌آورد
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‌ذخیرهمی ‌نسبت‌به ‌گامتواند ‌از ‌اطلاعات ‌کردن ‌فیلتر ‌یا ‌و ‌سازی ‌و ‌کرده ‌اقدام ‌قبلی ‌زمانی از‌های

ای‌مواجه‌بود‌سنتی‌در‌مواجه‌با‌آن‌با‌مشکلات‌عدیده‌بازگشتیطولانی‌که‌شبکه‌عصبی‌‌های‌دنباله

‌این‌نوع‌‌بازگشتیهای‌شبکه‌عصبی‌رداری‌کند‌و‌کاستیببهره ‌مرتفع‌سازد. بسیار‌‌ها‌شبکهسنتی‌را

‌ب ‌و ‌ RNNبه‌نسبت‌ها‌آنو‌قدرت‌بیشتر‌ LSTM نسبت‌به‌ها‌آنواسطه‌سربار‌کمتر‌هقدرتمند‌بوده

‌.اندتهمورد‌استفاده‌گسترده‌قرار‌گرفدر‌روش‌پیشنهادی‌‌سنتی

  دنباله کلماتبازنمایش استخراج 

Bi-GRUهای‌شبکه
1‌‌ ‌نسبت‌به‌شبکه‌GRUیا ‌بهتر‌درک‌‌GRUهای‌دو‌جهته، ‌مفهوم‌را معمولی،

‌‌بازگشتیپنهان‌‌لایهشامل‌دو‌ها‌این‌شبکهکنند.‌می  GRU یهاپنهان‌شامل‌بلوک‌لایههر‌هستند.

‌باشدمی ‌در‌این‌شبکه. ‌ورودیها، ‌که‌هر‌دو‌به‌یک‌لایهپنهان‌‌لایهبه‌دو‌ها ی‌خروجی‌متصل‌مجاا،

‌‌شوند.می‌داده‌هستند، ‌به‌دو ‌انتها ‌از ‌و ‌به‌جلو ‌جهت‌زمانی‌رو ‌دو ‌دنباله‌ورودی‌در پنهان‌‌لایههر

‌داده‌شود‌بازگشتی ‌مجاا ی‌لایهار‌خالص‌دو‌دار‌مقدخروجی‌جمع‌وزن‌لایهمقدار‌خالص‌رسیده‌به‌.

‌زمینه.‌شبکه‌است رو‌به‌عقب و‌‌جلو‌روبه ‌بهتر‌درک‌میدو‌جهته، ی‌کلمه‌راحتی‌بهکند‌و‌ی‌متن‌را

-ی‌آنالحاق‌شدهوارد‌این‌شبکه‌شده‌و‌‌تعبیه‌واژگاندر‌روش‌پیشنهادی‌.‌کندبینی‌میبعدی‌را‌پیش

‌استخراج‌می ها ‌پس‌از ‌‌Bi-GRUشود. ‌ویژگیاز‌چندین‌لایه‌دیگر‌استفاده ‌اطلاعات‌و ‌تا های‌شود،

ی‌شناسایی‌بیشتر‌و‌مفیدتری‌از‌بردارهای‌بازنمایش‌استخراج‌شود،‌استفاده‌از‌این‌تکنیک‌در‌مسئله

‌ها‌مفید‌است.‌نامبری

صورت‌را‌به‌RoBERTaتوسط‌‌شده‌استخراجکلمه‌باشد،‌تعبیه‌واژگان‌‌Tشامل‌D با‌فرض‌اینکه‌سند‌

{𝑥1, … . , 𝑥𝑇}‌‌ ‌نظر ‌مطابق‌شکل‌یریمگ‌یمدر ‌دنباله‌‌برای‌3-2. ‌بازنمایش‌)نمایش‌برداری( محاسبه

در‌کنیم.‌تاریق‌می‌‌Bi-GRUبازگشتی(‌به‌شبکه‌10-3-‌6-3،‌تعبیه‌واژگان‌را‌طبق‌روابط‌)2کلمات

تابع‌منطقی‌سیگموئید‌‌σ،‌حالت‌پنهان‌h̃tمدل‌برای‌هر‌واحد‌هستند.‌‌هایوزنها‌W(،‌6-3رابطه‌)

                                                 
1‌Bidirectional Gated Recurrent Unit 
2
 span representation 
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‌σ(x)صورت‌بهاست،‌که‌ = 1/(1 + e−x)شود.تعریف‌می‌‌𝑟𝑡‌‌،دروازه‌بازنشانی𝑧𝑡روزرسانی‌و‌دوازه‌به‌

𝑥𝑡‌.ورودی‌شبکه‌است‌σϵ[−1,1]جهت‌هر‌‌GRUنشان‌می‌‌ دو‌‌عنصر‌به‌عنصرضرب‌‌⊙دهد‌و‌را

𝑥𝑡 بردار‌است.
‌برای‌هر‌جمله‌از‌یک‌‌Bi-GRUی‌خروجی‌الحاق‌شده ∗ ‌مستقل‌استفاده‌GRUاست.

‌شود.می

 

 Bi-GRUی . شبکه2-3 شکل 

‌‌طور‌همان ‌واحد ‌هر ‌شد، ‌گفته ‌‌GRUکه ‌مکان ‌به‌tدر ‌دروازه ‌یا ‌گیت ‌دو ‌)شامل ‌و‌ztروزرسانی )

‌(‌است.‌𝑟𝑡بازنشانی‌)

(‌3-6) 𝑟𝑡 = 𝜎(𝑊𝑟𝑥𝑥𝑡 +𝑊𝑟ℎℎ𝑡−1) 

(‌3-7) 𝑧𝑡 = 𝜎(𝑊𝑧𝑥𝑥𝑡 +𝑊𝑧ℎℎ𝑡−1) 

(‌3-8) ℎ̃𝑡 = 𝑡𝑎𝑛ℎ (𝑊ℎ𝑥𝑥𝑡 +𝑊ℎℎ(𝑟𝑡⊙ℎ𝑡−1)) 

(‌3-9) ℎ𝑡 = 𝑧𝑡⊙ℎ𝑡−1 + (1 − 𝑧𝑡) ⊙ ℎ̃𝑡 , 

(‌3-10) 𝑥𝑡
∗ = [ℎ𝑡+1, ℎ𝑡−1] 

‌مثلاً.‌بدست‌آورد‌2گر‌نحویک‌تجایهتوان‌با‌کم)کلمه‌مهم‌و‌کلیدی(‌عبارات‌اسمی‌را‌می‌1کلمه‌سر

که‌پس‌از‌تعمیم‌به‌دسته‌معنایی‌‌،است‌playerکلمه‌سر‌‌Former Barcelona playerدر‌نامبری‌

personتبدیل‌می‌‌ ‌تجایه‌جای‌بهشود. ‌از ‌ینحو‌گراستفاده ‌مدل ‌مکان‌پیشنهادی، ‌از ‌استفاده ‌میابا

                                                 
1
 head 

2
 syntactic parses 
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‌وظیفه‌یافتن‌کلمات‌سر‌‌[89]‌1توجه ‌آن‌زدآمو‌یم‌(13-3الی11-3)طبق‌روابط‌را ‌که‌در ،FFNN‌

‌عصبی‌ ‌‌جلو‌روبهشبکه ‌تمام‌‌واقع‌خروجی‌در‌توجهاست. ‌تابع‌فعال متصل‌یک‌لایه ‌‌Softmaxساز‌با

‌د.کن‌تمرکا‌و‌توجه‌مهمدر‌هر‌قدم‌فقط‌روی‌کلمات‌‌دنابتو‌2گشارماشود،‌این‌تکنیک‌باعث‌می.‌است

(‌3-11) 𝛼𝑡 = 𝑤𝛼. 𝐹𝐹𝑁𝑁𝛼(𝑥𝑡
∗) 

(‌3-12) 𝑎𝑖,𝑡 =
𝑒𝑥𝑝 (𝛼𝑡)

∑ 𝑒𝑥𝑝 (𝛼𝑘)
𝐸𝑁𝐷(𝑖)

𝑘=𝑆𝑇𝐴𝑅𝑇(𝑖)

 

(‌3-13) 
𝑥̂𝑖 = ∑ 𝑎𝑖,𝑡

𝐸𝑁𝐷(𝑖)

𝑡=𝑆𝑇𝐴𝑅𝑇(𝑖)

. 𝑥𝑡 

 

𝑥̂𝑖مجموع‌وزنی‌بردار‌کلمات‌در‌دنباله‌کلمات‌𝑖 های‌است.‌وزن‌𝑎𝑖,𝑡و‌توسط‌شبکه‌صورت‌خودکار‌به‌

-3)بازنمایش‌رابطه‌‌‌𝑖نهایت‌برای‌دنباله‌کلمات‌در.‌مرتبط‌هستندشوند‌و‌با‌کلمات‌سر‌یاد‌گرفته‌می

‌استخراج‌می‌(14 ‌آن‌شود، ‌در 𝑥𝑆𝑇𝐴𝑅𝑇(𝑖)که
∗‌‌ 𝑥𝐸𝑁𝐷(𝑖)و

‌انتهای‌های‌مرزیبازنمایش‌∗ ‌و دنباله‌‌ابتدا

‌است.‌کلمه‌سر‌مبتنی‌بر‌مکانیام‌توجه‌برداری‌و‌بازنمایش‌‌𝑥̂𝑖و‌‌بردار‌ویژگی‌(𝑖)∅کلمات،‌

(‌3-14) 𝑔𝑖 = [𝑥𝑆𝑇𝐴𝑅𝑇(𝑖),
∗ 𝑥𝐸𝑁𝐷(𝑖),

∗ 𝑥̂𝑖 , ∅(𝑖)] 

  بازنمایش دانش: سومگام  3-2-3
 

‌تخصیص‌مراجع‌هدف‌از‌تحلیل‌هم ‌به‌𝑦𝑖)ارجاعی، مجموعه‌مقادیر‌‌در‌سند‌است.‌‌𝑖دنباله‌کلمات(

𝛾(𝑖)صورت‌جع‌بهاممکن‌برای‌مر = {𝜖, 1, . . . , 𝑖 − هد‌که‌دشود.‌درایه‌اول‌نشان‌میتعریف‌می‌{1 

دهد‌که‌نامبری‌مدنظر‌یک‌مرجع‌هیچ‌مرجعی‌در‌متن‌ندارد،‌درایه‌دوم‌نشان‌می‌مدنظردنباله‌کلمات‌

‌کلمات‌ ‌برای‌دنباله ‌همین‌ترتیب. ‌به ‌و ‌متن‌دارد ‌‌𝑖در ‌به𝑝(𝑦𝑖) توزیع روی‌‌(15-3)صورت‌رابطه

-آن‌در‌ادامه‌شرح‌داده‌می‌است.‌که‌نحوه‌محاسبهامتیاز‌تابع‌‌𝐹شود،‌در‌این‌رابطه،‌مراجع‌تعریف‌می

‌شود.‌

                                                 
1
 attention mechanism 

2‌decoder 
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(‌3-15)‌
𝑝(𝑦𝑖) =

𝑒𝐹(𝑖,𝑦𝑖)

∑ 𝑒𝐹(𝑖,𝑦)𝑦∈𝛾(𝑖)
 

ها‌نامبریهای‌های‌مختلفی‌برای‌توصیف‌ویژگی،‌به‌دانشهاها‌و‌مراجع‌آننامبریشناسایی‌‌منظور‌به

‌کاند ‌مراجع ‌دانش‌می‌یدو ‌این ‌داریم. ‌دانش‌پایهنیاز ‌روشتواند ‌با ‌که ‌باشد، ‌مثل‌ای ‌سطحی های

آید،‌یا‌دانش‌عمقی‌باشد‌که‌با‌تحلیل‌ارتباط‌معنایی‌و‌ساختار‌گفتمان‌ها‌به‌دست‌میمقایسه‌رشته

‌آید.بدست‌می

‌‌لازم‌عبارتند‌از:‌هایبرخی‌از‌دانش‌

 شناسیزباندانش‌‌ ‌مواردی‌مثل‌جنسیت‌و‌بررسی‌توافق‌بین‌‌منظور‌به: نامبری‌و‌مرجع‌در

‌‌.جاندار‌بودنو‌تعداد‌

 ‌:یا‌دیگر‌ارتباطات‌معنایی‌مثل‌روابط‌والد/فرزند‌و‌مترادف‌بین‌نامبری‌‌منظور‌بهدانش‌معنایی

 و‌مرجع.

 زبان‌مشخص‌می‌ ‌رفتار‌ضمایر‌توسط‌قواعد‌دستور ‌دانش‌نحوی: ‌انعکاسی‌‌مثلاًشود، ضمایر

‌همچنین‌ه‌میبه‌فاعل‌جمله‌اشار‌معمولاً در‌زبان‌انگلیسی‌اهمیت‌مفهوم‌توسط‌‌مثلاًکنند.

 شود.‌گرامری‌تعیین‌میقواعد‌سلسله‌مراتب‌

 تر‌مهمها‌دانش‌مربوط‌به‌گفتمان:‌اطلاعاتی‌در‌مورد‌اینکه‌کدام‌بخش‌گفتمان‌از‌بقیه‌قسمت‌

 است.‌

 تازگی‌یا‌نادیک‌بودن‌اطلاعات‌)از‌نظر‌مکان(‌در‌متن‌فاکت نادیکی‌ ور‌مهمی‌است‌اطلاعات:

نادیک‌به‌نامبری‌‌معمولاًها‌مثل‌عبارات‌اسمی،‌مرجع‌نامبری‌زیرا‌در‌ضمایر‌و‌دیگر‌نامبری

 ‌.قرار‌دارد

 دانش‌جهانی‌ ‌هم‌منظور‌به: ‌دانش‌زبانی‌حل‌برخی‌موارد ‌از کافی‌‌ییتنها‌بهارجاعی‌استفاده

‌آن‌ ‌به ‌نوعی‌دانش‌که ‌است‌از ‌لازم ‌بلکه ‌بود ‌می‌دانش‌جهانینخواهد ‌بهره‌گفته ‌نیا شود

 جست.‌
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های‌مرتبط‌با‌پردازش‌زبان‌طبیعی‌پردازش‌پیشارجاعی،‌از‌بیشتر‌دانش‌مورد‌استفاده‌برای‌تحلیل‌هم

کنیم‌گیرد.‌بسته‌به‌زبانی‌که‌با‌آن‌کار‌میهای‌لغوی‌و‌نحوی‌انجام‌میدر‌لایه‌عمدتاًآید‌که‌بدست‌می

‌استفاد ‌مورد ‌دامنه ‌همچنین ‌و ‌غیره( ‌و ‌فارسی ‌می)انگلیسی، ‌برای‌ه، ‌متفاوتی ‌دانشی ‌منابع ‌از توان

‌ویژگی ‌مجموعه ‌از‌ساخت ‌عبارتند ‌رایج ‌اطلاعاتی ‌منابع ‌انگلیسی، ‌زبان ‌برای ‌کرد. ‌استفاده ها

‌‌زنی‌برچسب ‌تحلیل‌ساختواژی‌لغت، ‌‌کننده‌هیتجااجاای‌کلام، ‌اطلاعاتی‌بندردهو ‌پایه ی‌معنایی‌بر

‌.WordNetمثل‌والد/‌فرزند‌و‌مترادف‌از‌

‌مثل‌تحلیل‌هم‌مسئلهتواند‌در‌حل‌لغوی‌اطلاعاتی‌وجود‌دارد‌که‌میدر‌سطح‌ ارجاعی‌مفید‌باشد،

ای‌از‌طریق‌تغییر‌ظاهر‌رشته‌)حروف‌کوچک‌و‌بارگ،‌استفاده‌یا‌عدم‌استفاده‌از‌حروف‌تطبیق‌رشته

‌ها،‌کنیه‌و‌القاب‌و‌غیره(.ها،‌سرنامهای‌مستعار‌)مخففاضافه‌و‌تعریف،‌و‌غیره(،‌و‌نام

های‌مختلفی‌مشخص‌شود،‌مثل‌پیشوندهایی‌تواند‌توسط‌نشانههمخوانی‌جنسیت‌و‌تعداد‌میویژگی‌

‌sهای‌نامدار‌و‌همچنین‌وجود‌ها‌و‌آقایان‌برای‌موجودیتشبیه‌خانم‌و‌آقا‌و‌یا‌لیستی‌از‌اسامی‌خانم

برای‌‌توان‌از‌تعیین‌دسته‌معنایی‌کلمه‌سر،قبل‌از‌اسم.‌می‌یها‌کننده‌فیتعرجمع‌در‌انتهای‌اسم‌و‌

‌شی ‌جنسیت‌مواردی‌که ‌کرد: خنثی‌‌عنوان‌به‌،هستند‌ءتعیین‌جنسیت‌یک‌عبارت‌اسمی‌استفاده

را‌تشخیص‌داد‌‌ها‌آنشوند‌یا‌اگر‌نتوان‌نوع‌شخص‌معرفی‌می‌عنوان‌بهشود‌و‌دیگر‌موارد‌یا‌معرفی‌می

‌می‌عنوان‌به ‌ویژگینامشخص‌معرفی ‌ساخت ‌هنگام ‌یک‌جفت‌شوند. ‌برای ‌جنسیت ‌همخوانی های

‌می-نامبری ‌استفاده ‌مقدار ‌سه ‌از ‌‌،نامشخص‌:شودمقدم، ‌جنسیت ‌که ‌مواردی ‌مورد‌‌اقلاًبرای یک

‌سازگار ‌جنسیت‌،نامشخص‌است، ‌که ‌مواردی ‌ناسازگاربرای ‌و ‌دارد ‌همخوانی ‌که‌‌،ها ‌مواردی برای

‌ها‌با‌یکدیگر‌متفاوت‌است.جنسیت

‌و‌برای‌تشخیص‌دقیق‌نامبری ‌استفاده‌می‌1بازنمایش‌دانشاز‌‌مراجع‌کاندیدها ‌انجامهدف‌از‌کنیم.

‌دانش‌بازنمایش ‌از‌یک‌هر‌حل‌برای‌دانش‌ترینمناسب‌انتخاب‌سپس‌و‌سیستم‌دانش‌سازیغنی،

                                                 
1
 Knowledge representation 
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‌و‌اشکال‌ترینمناسب‌ای‌از‌هوش‌مصنوعی‌است‌که‌بهارجاعی‌است.‌بازنمایش‌دانش،‌حوزههم‌موارد

‌سیستم‌دانش‌ذخیره‌هایروش ‌کامپیوتری‌میدر ‌کنار‌در‌،بخواهند‌ها‌رایانه‌که‌نیزما‌.پردازدهای

‌به‌نقش‌بپردازند،‌استدلال‌به‌انسان‌جای‌به‌یا‌انسان ‌دانش ‌ناشی‌های‌دشواری‌سبب‌بازنمایش

‌حیاتیپذیری‌سمقیا از ‌اجتناب‌، ‌و ‌می‌تر ‌می‌.گردد‌ناپذیر ‌باعث ‌فرآیند ‌سیستماین ‌بتوانندشود، ‌ها

‌تشخیصوظایف‌پیچیده ‌نظیر ‌انسان‌یا‌پاشکی‌بیماری‌یک‌ای ‌با ‌رامکالماتشان ‌انجام‌به‌ها راحتی

‌نندما‌طبیعی‌زبان‌مبتنی‌بر‌پردازش‌یها‌ستمیس‌عملکرد‌بهبود‌در‌مهمی‌نقش‌دانش‌دهند.‌بازنمایش

‌پاسخ،تحلیل‌هم ‌پرسش‌و ‌دارد‌غیره‌و‌ماشینی‌ترجمه‌ارجاعی، ‌از‌نامهپایان‌این‌در‌ما‌اینکه‌دلیل.

‌بیشتر‌که‌است‌این‌کردیم‌استفاده‌جهانی‌و‌معنایی‌نحوی،‌لغوی،‌منابع‌از‌استفاده‌با‌بازنمایش‌دانش

‌است‌حل‌قابل‌دانش‌منابع‌این‌از‌استفاده‌با‌فقط‌ارجاعیمشکلات‌تحلیل‌هم .‌ یک‌از‌‌هر‌واقع،‌در.

‌با‌استفاده‌از‌منابع‌این،‌بر‌علاوه.‌دارد‌شدن‌نیاز‌حل‌برای‌دانش‌منبع‌چند‌یا‌یک‌ارجاعی‌بهموارد‌هم

بالاتر‌‌متن‌ارجاعی‌درهای‌همزنجیره‌شناسایی‌برای‌آن‌قدرت‌و‌افتهیبهبود‌سیستم‌یادگیری‌دانش

3انتها‌،2،‌رابطه1ابتدا"‌هایییتا‌سهاین‌هدف‌از‌برای‌‌.رودمی
برای‌ایجاد‌منبع‌‌سپس،.‌فاده‌کردیماست‌"

‌را‌با‌هم‌ترکیب‌کردیم.‌‌ها‌آن(،‌تمامی‌𝒢)‌یا‌گراف‌دانش‌دانش‌کلی

‌هم ‌جهت‌نامبری‌بودن‌یا ‌دانشبرای‌هر‌دنباله‌مدنظر، ‌نامبری‌دیگر، های‌مختلفی‌از‌مرجع‌بودن‌با

دگی‌و‌تعمیم‌در‌مدل‌پیشنهادی‌از‌سا‌برایتوان‌استخراج‌کرد.‌های‌مختلف‌میبع‌دانش‌و‌با‌روشامن

‌به‌4ایتطابق‌ساختار‌رشته تایی‌طور‌خاص،‌برای‌هر‌سه‌برای‌استخراج‌دانش‌مرتبط‌استفاده‌نمودیم.

𝑡 ∈ 𝒢ای‌در‌دنباله‌کلمات‌که‌ابتدا‌و‌انتهای‌آن‌لیستی‌از‌کلمات‌است،‌اگر‌ابتدای‌آن‌مشابه‌با‌رشته‌s‌

‌یک‌سه ‌با‌میانگین‌𝑡نابراین،‌اطلاعات‌ب دانیم.‌تایی‌مرتبط‌میباشد،‌آن‌را گیری‌تعبیه‌تمام‌کلمات‌را

‌ ‌اگر‌دنباله‌موردنظر‌ی‌میکدگذارانتهای‌آن، ‌برای‌مثال،  the‘)‌تاییباشد‌و‌سه‌’the apple‘کنیم.

                                                 
1
 head 

2
 relation 

3
 tail 

4‌string match 

https://fa.wikipedia.org/wiki/%D9%85%D9%82%DB%8C%D8%A7%D8%B3%E2%80%8C%D9%BE%D8%B0%DB%8C%D8%B1%DB%8C
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apple’, IsA, ‘healthy food’)توسط‌میانگین‌‌‌ ‌این‌رابطه‌را ‌جستجو‌در‌منبع‌دانش‌یافت‌شود، با

شده‌ بازیابی دانش مجموعه‌𝑖دنباله‌کلمات‌ دهیم.‌براینمایش‌می’food‘ و‌‌’healthy‘تعبیه‌کلمات‌

𝒦𝑠𝑖 را‌با
𝑘1,𝑠𝑖 صورتدانش‌مرتبط‌به بازنمایش 𝑛 دهیم،‌که‌حاوی‌می نشان‌  , 𝑘2,𝑠𝑖 , … , 𝑘𝑛,𝑠𝑖 باشد.‌می‌ 

‌این‌چالش‌برای‌ادغام‌دانش‌فوق ‌با ‌مدل‌پیشنهادی، ‌در ‌زیادی‌تعبیه‌‌الذکر ‌تعداد ‌هستیم‌که روبرو

‌درحالی ‌دارد، ‌‌وجود ‌بیشتر ‌زمینه‌ها‌آنکه ‌این‌مشکل،‌های‌خاص‌بیدر ‌برای‌حل ‌هستند. از‌‌فایده

،‌وزن‌هر‌𝑖برای‌دنباله‌کلمات‌ترین‌دانش‌استفاده‌کردیم.‌جهت‌انتخاب‌مناسب‌1توجه‌دانش‌مکانیام

𝑘𝑥 ∈ 𝒦𝑠𝑖
‌‌ ‌روابط ‌‌16-3)توسط ‌می‌(17-3و ‌محاسبه ‌شود. ‌کلمات ‌دنباله ‌جفت ‌هر ‌‌𝑖برای ،‌𝑗و

‌شود،‌تا‌دانش‌مناسب‌انتخاب‌شود.حاصل‌می‌𝑔𝑖,𝑗به‌هم‌الحاق‌شده‌و‌بازنمایش‌کلی‌‌ها‌آنبازنمایش‌

‌‌آید.بدست‌می‌(18-3)دانش‌کلی‌توسط‌رابطه‌

(‌3-16) 
𝑤𝑥 =

𝑒𝛽𝑘𝑥

∑ 𝑒
𝛽𝑘𝑦

𝑘𝑦∈𝒦𝑠𝑖

 𝑤𝑧 =
𝑒𝛽𝑘𝑧

∑ 𝑒
𝛽𝑘𝑗

𝑘𝑗∈𝒦𝑠𝑖

 

(‌3-17) 𝛽𝑘 = 𝑁𝑁𝛽([𝑔𝑖,𝑗, 𝑘]) 𝛽𝑘 = 𝑁𝑁𝛽([𝑔𝑖, 𝑔𝑗, 𝑘]) 

(‌3-18) 𝑜𝑠𝑖 = ∑ 𝑤𝑥. 𝑘𝑥
𝑘𝑥∈𝒦𝑠𝑖

 𝑜𝑔𝑖 = ∑ 𝑤𝑧. 𝑘𝑧
𝑘𝑧∈𝒦𝑠𝑖

 

ط‌به‌آن‌را‌جهت‌بررسی‌اعتبار‌دنباله‌کلمات‌از‌جهت‌نامبری‌بودن،‌تعبیه‌دنباله‌به‌همراه‌دانش‌مربو  

تا‌‌،دهیمجلو‌میبه‌یک‌شبکه‌عصبی‌روبه(‌20-3)طبق‌رابطه‌‌،(‌استخراج‌شد18-3که‌توسط‌رابطه‌)

‌ویژگی ‌اساس ‌نامبریبر ‌و ‌شده ‌استخراج ‌قبل ‌مرحله ‌از ‌که ‌دیده،‌هایی ‌آموزش ‌سیستم ‌که هایی

‌𝑠𝑖یازدهی‌به‌دنباله‌کلمات‌تابع‌امت‌𝑓𝑚(𝑠𝑖)(‌20-3در‌رابطه‌)  .مشخص‌شودبودن‌یا‌نبودن‌آن‌نامبری

‌خیر. ‌یا ‌است ‌معتبر ‌نامبری ‌یک ‌شود ‌مشخص ‌که ‌)‌است ‌رابطه ,‌𝑓𝑐(𝑠𝑖(21-3در 𝑠𝑗)تابع‌‌‌ نیا

پس‌از‌‌مرجع‌هستند‌یا‌خیر.است‌که‌مشخص‌شود‌آیا‌دو‌دنباله‌هم‌𝑠𝑗و‌‌𝑠𝑖امتیازدهی‌به‌دو‌دنباله‌

‌برای‌تابع‌ ‌مقادیر ‌طبق‌ر‌𝐹محاسبه ‌های‌همخوشه‌،(19-3)ابطه ‌ارجاعی‌اولیه ‌(15-3)طبق‌رابطه

‌‌شود.تشکیل‌می
                                                 
1‌knowledge attention module 
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(‌3-19)‌𝐹(𝑠𝑖, 𝑠𝑗) = 𝑓𝑚(𝑠𝑖) + 𝑓𝑚(𝑠𝑗) + 𝑓𝑐(𝑠𝑖, 𝑠𝑗) 

(‌3-20) 𝑓𝑚(𝑠𝑖) = 𝑁𝑁𝑚([𝑔𝑖, 𝑜𝑠𝑖]) 

(‌3-21) 𝑓𝑐(𝑠𝑖, 𝑠𝑗) = 𝑁𝑁𝑐([𝑔𝑖, 𝑜𝑠𝑖 , 𝑔𝑗, 𝑜𝑠𝑗 , 𝑔𝑖⊙𝑔𝑗 , 𝑜𝑠𝑖 ⊙𝑜𝑠𝑗]) 

‌داده ‌فقط‌اطلاعات‌خوشهدر ‌با‌های‌آموزش، ‌بنابراین ‌است. ‌پنهان ‌اطلاعات‌مراجع ‌و ‌دارد ‌وجود ها

 بیند.‌(‌آموزش‌می22-3شبکه‌توسط‌رابطه‌)بندی‌درست‌و‌مراجع‌درست،‌استفاده‌از‌خوشه

(‌3-22) log Π𝑖=1 𝑦̂∈𝛾(𝑖)∩𝐺𝑂𝐿𝐷(𝑖)
𝑁 𝑃( 𝑦̂) 

 

‌رابطه‌) ‌22-3در ،)𝐺𝑂𝐿𝐷(𝑖)شامل‌دنباله‌کلمه‌‌درستمجموعه‌دنباله‌کلمات‌موجود‌در‌خوشه‌‌𝑖‌

‌ ‌تمام‌مراجع‌‌درستبه‌یک‌خوشه‌‌𝑖اگر‌دنباله‌کلمه‌است. هرس‌شده‌‌،درستتعلق‌نداشته‌باشد‌و

𝐺𝑂𝐿𝐷(𝑖)آنگاه‌‌،باشند = {𝜖}‌ ‌دنبالهکه‌‌ردیگ‌یم‌ادی‌یعیطب‌طور‌به،‌مدل‌در‌اینصورت. ‌را ‌طور‌بهها

‌نمایش‌داده‌شده‌است.‌3-3ساختار‌روش‌پیشنهادی‌در‌شکل‌هرس‌کند.‌‌قیدق
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اطلاعات‌خوشه‌ها

کلمه‌اول

RoBERTaتعبیه‌واژگان‌ ...
امnکلمه‌

GRUرو‌به‌جلو‌

الحاق

بازنمایش‌دنباله‌کلمات

بازنمایش‌مورد‌انتظار‌دنباله‌کلمات

و‌مراجع‌کاندید استخراج‌نامبری

بازنمایش‌منابع‌دانش

دانش‌عرفی

دانش‌پاشکی‌

شناسیدانش‌زبان  

دانش‌لغوی

GRUرو‌به‌عقب‌

کلمه‌دوم

تشخیص‌کلمه‌مهم‌و‌کلیدی‌هر‌دنباله

تعریف‌تابع‌امتیاز

زنجیره‌های‌هم‌ارجاعی

...

...

 

  ها. نحوه استخراج دنباله کلمات و نامبری3-3 شکل 

   یینها ارجاعیهای همزنجیرهتشکیل : چهارمگام  3-2-4
‌ویژگی ‌تولید ‌جهت ‌خوشه ‌سطح ‌و ‌بازنمایش‌جهانی ‌به ‌که ‌به‌‌ترند‌کینادهایی ‌دستیابی ‌برای و

‌به‌این‌صورت‌که‌مرجع‌استفاده‌میهای‌همتر‌دنباله‌کلمات‌از‌اطلاعات‌خوشهبازنمایش‌دقیق کنیم.

‌توسط‌مجموع‌بازنمایش‌نامبری‌(23-3)طبق‌رابطه‌ ل‌حاضر‌هایی‌که‌در‌حابازنمایش‌هر‌نامبری‌را

‌هم ‌خوشه ‌میدر ‌نظر ‌در ‌ارجاعی‌هستند، ‌اینصورتگیریم. ‌ویژگی‌در ‌ب‌تر‌نادیکهای‌به ازنمایش‌به

‌کنیم.‌سطح‌خوشه‌و‌جهانی‌دست‌پیدا‌می
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(‌3-23) 𝑔′𝑖 = ∑ 𝑔𝑗
𝑗∈𝐶(𝑖)

 

سازی‌شود.‌جهت‌همسانمرجع‌خود‌میهای‌همرباره‌خوشهدر‌نتیجه‌دنباله‌کلمات‌شامل‌اطلاعاتی‌د

‌کلمات ‌کهبازنمایش‌دنباله ‌فرض‌می‌ی ‌هستند، ‌یک‌خوشه ‌به ‌متعلق ‌کنیم ‌متن‌‌𝑚اگر ‌در نامبری

‌‌موردنظر ‌حداکثر ‌باشند، ‌داشته ‌‌𝑚وجود ‌نامبری ‌تناظر ‌احتمال ‌دارد. ‌وجود ‌نیا با‌‌𝑖موجودیت

محاسبه‌(‌24-3)بازگشتی‌طبق‌رابطه‌‌صورت‌به(‌و‌𝑝(𝑦𝑖))بر‌اساس‌توزیع‌مراجع‌کاندید‌‌𝑗موجودیت‌

‌است.‌𝑡بازنمایش‌موجودیت‌در‌زمان‌𝑒𝑖(𝑡) ‌شود.‌در‌این‌رابطهمی

‌(‌3-24) 

𝑄(𝑖 ∈ 𝐸𝑗) =

{
 

 ∑ 𝑝(𝑦𝑖 = 𝑘). 𝑄(𝑘 ∈ 𝐸𝑗)      𝑗 < 𝑖
𝑖=1

𝑘=𝑗

𝑝(𝑦𝑖 = 𝜖)                                       𝑗 = 𝑖
0                                                       𝑗 > 𝑖

 

‌بازنمایش‌موجودیتسازی‌بازنمایش‌نامبریجهت‌همسان ‌از ‌استفاده ‌و ‌ها ‌طبق‌رابطه به‌‌(25-3)ها

‌نیاز‌داریم.‌‌‌𝑡در‌زمان‌𝐸𝑖بازنمایش‌موجودیت‌

(‌3-25) 
𝑒𝑖(𝑡) =∑𝑄(𝑗 ∈ 𝐸𝑖). 𝑔𝑗

𝑡

𝑗=1

 

‌‌𝑖بازنمایش‌نهایی‌نامبری‌ ‌موجودیت‌(26-3)طبق‌رابطه ‌توزیع ‌از ‌استفاده ‌بازنمایش‌جهانی‌با ‌و ها

‌شود.یشود‌و‌مجدداٌ‌امتیاز‌نامبری‌توسط‌تابع‌امتیاز‌محاسبه‌ممحاسبه‌می

(‌3-26) 
𝑔′𝑖 =∑𝑄(𝑖 ∈ 𝐸𝑗). 𝑒𝑗

(𝑖)

𝑖

𝑗=1

 

(‌محاسبه‌31-3(توسط‌رابطه‌(‌امتیاز‌نامبری‌𝑔′𝑖پس‌از‌محاسبه‌بازنمایش‌جدید‌برای‌دنباله‌کلمات‌)

-های‌نامدار‌و‌سایر‌نامبریام‌قبل،‌موجودیتتوسط‌اطلاعات‌مبتنی‌بر‌موجودیت‌گ‌.‌در‌واقع،شودمی

(‌32-3نیا‌توسط‌رابطه‌)‌jو‌‌iارجاعی‌دنباله‌کلمات‌شوند.‌امتیاز‌همی‌موجود‌در‌متن‌استخراج‌میها

‌شود.‌ارجاعی‌نهایی‌استخراج‌میهای‌هم(‌زنجیره33-3در‌نهایت‌توسط‌رابطه‌)شود.‌‌محاسبه‌می

(‌3-27) 
𝑤𝑥 =

𝑒𝛽𝑘𝑥

∑ 𝑒
𝛽𝑘𝑦

𝑘𝑦∈𝒦𝑠𝑖
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(‌3-28) 𝛽𝑘 = 𝑁𝑁𝛽([𝑔′𝑖,𝑗, 𝑘]) 

(‌3-29) 𝑜′𝑠𝑖 = ∑ 𝑤𝑥. 𝑘𝑥
𝑘𝑥∈𝒦𝑠𝑖

 

(‌3-30)‌𝐹′(𝑠𝑖, 𝑠𝑗) = 𝑓′𝑚(𝑠𝑖) + 𝑓′𝑚(𝑠𝑗) + 𝑓′𝑐(𝑠𝑖, 𝑠𝑗) 

(‌3-31) 𝑓′𝑚(𝑠𝑖) = 𝑁𝑁𝑚([𝑔′𝑖, 𝑜′𝑠𝑖]) 

(‌3-32) 𝑓′𝑐(𝑠𝑖, 𝑠𝑗) = 𝑁𝑁𝑐([𝑔
′
𝑖
, 𝑜′𝑠𝑖 , 𝑔′𝑗 , 𝑜′𝑠𝑗 , 𝑔′𝑖⊙𝑔′𝑗, 𝑜′𝑠𝑖 ⊙𝑜′𝑠𝑗]) 

(‌3-33)‌
𝑝′(𝑦𝑖) =

𝑒𝐹′(𝑔′𝑖,𝑔′𝑦𝑖)

∑ 𝑒𝐹′(𝑔′𝑖,𝑔′𝑦)𝑦∈𝛾(𝑖)

 

  های عصبیتوسط شبکه بندی مراجع کاندیدرتبه 3-2-5
‌شدهه‌ارائ‌نیا‌چند‌شاخصه‌بندیرتبههای‌روش‌بندی‌مراجع‌کاندید‌برای‌هر‌نامبری‌مدنظرجهت‌رتبه

صورت‌مراحل‌انجام‌این‌روش‌بهنمایش‌داده‌شده‌است.‌‌4-3دیاگرام‌روش‌پیشنهادی‌در‌شکل‌‌است.

‌زیر‌است.

‌مدلسازی‌مسئله‌و‌تشکیل‌ماتریس‌تصمیم -1

-صورت‌زیر‌در‌نظر‌گرفته‌میها،‌برای‌مراجع‌کاندید‌ماتریسی‌بهپس‌از‌شناسایی‌و‌استخراج‌نامبری

‌ام‌است.‌𝑖مرجع‌کاندیدام‌برای‌𝑗ی‌مقدار‌ویژگی‌دهنده‌نشان‌‌𝑟𝑖𝑗(34-3)رابطه‌در‌‌.شود

(‌3-34) 

 

              

𝑀 =

[
 
 
 
 
 
𝑟11 𝑟12 … 𝑟1𝑗 … 𝑟1𝑚
𝑟21 𝑟22 … 𝑟2𝑗 … 𝑟2𝑚
⋮ ⋮ ⋱ ⋮ ⋱ ⋮

𝑟𝑖1 𝑟𝑖2 … 𝑟𝑖𝑗 … 𝑟𝑖𝑚
⋮ ⋮ ⋱ ⋮ ⋱ ⋮

𝑟𝑛1 𝑟𝑛2 … 𝑟𝑛𝑗 … 𝑟𝑛𝑚]
 
 
 
 
 

 

شود.‌همچنین‌(‌محاسبه‌می36-3و‌‌35-3توسط‌روابط‌)‌𝐸𝑗مقدار‌آنتروپی‌ها‌برای‌تعیین‌وزن‌ویژگی

-(‌محاسبه‌می38-3(‌و‌)37-3ترتیب‌توسط‌روابط‌)به‌(’𝑤ها‌)وزن‌اولیه‌شاخص‌و‌(𝑑درجه‌انحراف‌)

 وند.‌ش

(‌3-35) 𝑘 =
1

𝑙𝑛 (𝑛)
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(‌3-36) 
𝐸𝑗 = −𝑘∑[𝑟𝑖𝑗𝑙𝑛𝑟𝑖𝑗]

𝑛

𝑖=1

 

(‌3-37) 𝑑𝑗 = 1 − 𝐸𝑗; ∀𝑗 

(‌3-38) 𝑤𝑗
′ =

𝑑𝑗
∑ 𝑑𝑗
𝑚
𝑗=1

 

𝑚از‌طریق‌تلفیق‌بردار‌ = [𝑟1 𝑟2 … 𝑟𝑚]3طبق‌رابطه‌)‌،های‌مراجع‌کاندیدهای‌ویژگیوزن‌با‌-

‌.‌شودها‌برای‌نامبری‌مدنظر‌محاسبه‌میوزن‌ویژگی(‌39

‌(‌3-39) 
𝑤𝑗 =

𝑟𝑗. 𝑤𝑗
′

∑ 𝑟𝑗 . 𝑤𝑗
′𝑚

𝑗=1

,∑𝑤𝑗 = 1 

 گیری‌دار‌کردن‌ماتریس‌تصمیموزن -2

‌طبق‌ گیری،تصمیم ماتریس در معیارها یها‌وزن تأثیر جهت ‌40-3)رابطه ‌ستون(  در ماتریس هر

‌.شودمی ضرب معیار آن به ربوطم اهمیت

(‌3-40) 
    

𝑉 = [

𝑤1𝑟11 𝑤2𝑟12 … 𝑤𝑚𝑟1𝑚
𝑤1𝑟21 𝑤2𝑟22 … 𝑤𝑚𝑟2𝑚
… … … …

𝑤1𝑟𝑛1 𝑤2𝑟𝑛2 … 𝑤𝑚𝑟𝑛𝑚

] = [

𝑣11 𝑣12 … 𝑣1𝑚
𝑣21 𝑣22 … 𝑣2𝑚
… … … …
𝑣𝑛1 𝑣𝑛2 … 𝑣𝑛𝑚

] 
𝑤𝑗 =

𝑟𝑗. 𝑤𝑗
′

∑ 𝑟𝑗 . 𝑤𝑗
′𝑚

𝑗=1

,∑𝑤𝑗 = 1 

 ‌Mماتریس‌یساز‌نرمال -3

 یساز‌نرمال همرحل یک به لازم گرفت، نظر در بتوان ورودی‌شبکه عنوان‌به را ماتریس اینکه جهت

‌رابطه‌)باشد‌یم بعد‌از‌انجام‌این‌‌است. شده گرفته کار به دار‌وزن ماتریس یساز‌نرمال (‌جهت3-41.

 شود.‌میورودی‌به‌شبکه‌معرفی‌‌عنوان‌بهشود‌و‌دار‌حاصل‌میعملیات،‌ماتریس‌نرمال‌وزن

(‌3-41) 𝑎𝑖𝑗 =
𝑣𝑖𝑗

𝑚𝑎𝑥
𝑗
{𝑣𝑖𝑗}

 

‌های‌عصبی‌مراجع‌کاندید‌توسط‌شبکه‌بندی‌رتبه -4
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‌شبکه‌عصبی‌پرسپترونالف(‌

 با متناظر هایخروجی ورودی‌و نمونه سری یک ،است لازم [90]‌پرسپترون شبکه یریکارگ‌به جهت

 تعیین اصلی مسئله ،با‌ناظر هایشبکه در شود. فیشبکه‌معر به آموزش جهت و گردد مشخص ها‌آن

 طوری باید مجموعه‌آموزش یها‌نمونه ،بندیرتبه مسائل حل باشد.‌برایمی مجموعه‌آموزش هاینمونه

 لیست با متناظر پرسپترون، شبکه های‌خروجی‌.گیرد بر در را ها‌نهیگا مختلف یها‌حالت همه که باشد

 است‌که ییها‌حالت تعداد با برابر شبکه خروجی لایه در ها‌ونورن تعداد ین،‌بنابراباشد‌یم ها‌گاینه مرتب

‌داشت. خواهند هم به نسبت ها‌گاینه

‌ پیشنهادی شبکه ‌‌𝑛شامل ‌و ‌‌𝑚گاینه ‌تابع‌می خروجی !𝑛 و ورودی 𝑛𝑚 با‌ای‌شبکهمعیار، باشد.

‌نصورت‌تابع‌رقابتی‌میخروجی‌به ‌یعنی‌خروجی‌بیشترین‌مقدار ‌یک‌و‌رون‌وباشد. ‌با خروجی‌برابر

‌باشد.‌می‌(42-3)بق‌رابطه‌ط‌(𝑉(𝑡))∅شوند.‌تابع‌خروجی‌بقیه‌مقادیر،‌صفر‌در‌نظر‌گرفته‌می

(‌3-42) ∅(𝑣(𝑡)) = {
1: 𝑚𝑎𝑥 (𝑣(𝑡))
0: 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

‌گردند.‌ر،‌حاصل‌میهای‌آموزش‌با‌استفاده‌از‌روابط‌زینمونه

(‌3-43) 𝑓𝑚𝑖𝑛
𝑗

= 𝑚𝑖𝑛
𝑖
𝑎𝑖𝑗 

(‌3-44) 𝑓𝑚𝑎𝑥
𝑗

= 𝑚𝑎𝑥
𝑖
𝑎𝑖𝑗 

(‌3-45) 

𝑇𝑖 =

[
 
 
 
𝑡𝑖
11 𝑡𝑖

12 … 𝑡𝑖
1𝑚

𝑡𝑖
21 𝑡𝑖

22 … 𝑡𝑖
2𝑚

… … … …
𝑡𝑖
𝑛1 𝑡𝑖

𝑛2 … 𝑡𝑖
𝑛𝑚]
 
 
 

 

(‌3-46) 
𝑡𝑖
𝑗𝑘
=
𝑓𝑚𝑎𝑥
𝑗

− 𝑓𝑚𝑖𝑛
𝑗

𝑚 − 1
(𝑗 − 1) + 𝑓𝑚𝑖𝑛

𝑗
 

‌جابجایی‌سطرهای‌مختلف‌ماتریس‌ ‌نمونه𝑇𝑖با ‌حاصل‌می، ‌های‌دیگر ‌تعداد ‌‌ییها‌حالتشود. ‌𝑛که

‌می ‌هم ‌به ‌نسبت ‌گاینه ‌برابر ‌باشند، ‌داشته ‌می‌!𝑛توانند ‌جابجایی ‌بنابراین ‌مختلف‌‌𝑛باشد. سطر

‌‌𝑇𝑖ماتریس‌ ‌‌یها‌حالتکلیه ‌را ‌میممکن‌جهت‌آموزش‌شبکه ‌تولید ‌این  همراه به ها‌نمونهنماید.

 معرفی شبکه به تصمیم ماتریس آموزش، از شوند.‌بعدمی معرفی شبکه آموزش جهت متناظر خروجی
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شود‌و‌مراجع‌کاندید‌شده‌می تعیین هم به نسبت ها‌گاینه اولویت شبکه، به‌خروجی توجه با و شودمی

‌‌شوند.بندی‌میرتبه‌موردنظرها(‌برای‌نامبری‌)گاینه

 کوهونن رقابتی شبکهب(‌

 پرسپترون شبکه از حاصل نتایج‌.باشدمی‌آموزش های‌نمونه تعیین پرسپترون، شبکه مشکلات از یکی‌

رقابتی‌ شبکه ناظر، بدون های‌شبکه میان .‌ازباشد‌می آموزش های‌مجموعهنمونه تعیین به وابسته کاملاً

 کوهونن سامانده خود شبکه‌.دادیم قرار استفاده مورد یسامانده‌خود خاصیت دلیل به را [91]‌کوهونن

‌گیرد.می قرار استفاده مورد زیر دلایل به

 .ندارد مسئله از اطلاعات‌قبلی به نیاز شبکه به معرفی برای وزشآم هاینمونه تعریف .1

‌بنابراین متفاوت گیریتصمیم مسئله هر هایگاینه و معیارها تعداد .2  شبکه اینکه برای است،

 استفاده مورد هاییشبکه است لازم باشد، قبول‌قابلگاینه‌ تعداد هر برای شده داده آموزش

‌.باشد نداشته ها‌گاینه تعداد مورد در سئلهم اطلاعات به که‌نیاز گیرد قرار

‌انتخاب را هاگاینه بین رقابت حقیقت در کوهونن، رقابتی شبکه .3  سازی‌مدل شدن برای

 .نماید‌می

‌می به روش این در که ای‌شبکه .4  لایه در رونون تعدادی‌ثابت و ورودی‌ 𝑛دارای بریم،کار

 تعداد گرفت. نظر در متغیر یا ثابت توان‌یمرا‌ خروجی لایه هایرونون تعداد باشد.می خروجی

‌توجه آموزش مجموعه هاینمونه  های‌نمونه گردد.می حاصل خروجی هایرونون تعداد به با

‌نماینده ‌همه گردند انتخاب طوری باید بنابراین و روندمی شمار به ها‌گاینه آموزش،  که

‌آنجائیکه بر در را ممکن‌یها‌حالت ‌از  لذا ،باشد‌می نرمال شبکه، به ورودی ماتریس گیرند.

 ‌.دهد پوشش کامل طور‌به [‌را0و1بازه‌] که باشد طوری باید آموزش‌های‌نمونه مقادیر
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(x)تعبیه‌واژگان‌

 Bi-GRU (*x)شبکه

‌(gi)بازنمایش‌دنباله‌کلمات‌

(g’i)‌‌بازنمایش‌مورد‌انتظار‌دنباله‌کلمات

دانشبازنمایش‌

تعریف‌تابع‌امتیاز‌برای‌نامبری‌بودن‌و‌هم‌
مرجع‌بودن

تشکیل‌ماتریس‌تصمیم

رتبه‌بندی‌مراجع‌کاندید

رتبه‌بندی‌توسط‌شبکه‌
عصبی‌کوهونن

رتبه‌بندی‌توسط‌شبکه‌
عصبی‌پرسپترون

تشکیل‌زنجیره‌های‌
هم‌ارجاعی‌نهایی

استفاده‌از‌اطلاعات‌
موجودیت‌ها

‌. دیاگرام روش پیشنهادی4-3 شکل 

 شبکه خروجی به توجه با و ،شود‌یم‌معرفی کهشب به ورودی عنوان‌به یریگ‌میتصم ماتریس اینجا، در

 معرفی شبکه به آموزش جهت‌‌𝑇𝑖های‌نمونهبرای‌انجام‌این‌کار،‌‌.گرددمی‌حاصل ها‌نهیگا مرتب لیست

 میاان بیشترین که بود خواهد رونیون خروجی، هایرونون‌میان از‌شبکه‌کوهونن .‌خروجیشوند‌یم

‌فواصلباشد‌داشته ورودی نمونه اب را اقلیدسی فاصله کمترین یا‌شباهت  هایرونون از هریک برای ،.

‌.شود‌یم‌محاسبه (47-3)طبق‌رابطه‌‌خروجی لایه

(‌3-47) 
𝑑𝑚𝑖𝑛 = 𝑚𝑖𝑛 {𝑑𝑗 =∑(𝑔′𝑖 − 𝑤𝑖𝑗)

2
𝑛

𝑖=1

, 𝑗 = 1,… ,𝑚 
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‌‌شودیم مشخص برنده، خروجی رونون ‌48-3طبق‌رابطه‌)‌تابع‌همسایگی، یریکارگ‌به باو  هاوزن(

‌.شوند‌یم اصلاح

(‌3-48) 𝑤𝑖𝑗(𝑡 + 1) = 𝑤𝑖𝑗(𝑡) + 𝜂(𝑡)𝑁(𝑡)(𝑔′𝑖 − 𝑤𝑖𝑗(𝑡)) 

‌‌.شودمیریف‌تع‌(3-49ابطه‌)طبق‌رهمسایگی‌ تابع و آموزش پارامتر مقدار

(‌3-49) 

𝑁(𝑡) =

{
 
 

 
 
𝑔′

𝛼
+ 1                𝑥 > 𝛼

−
𝑔′

𝛼
+ 1                𝑥 < 𝛼

0                    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

‌توجه‌aمقدار‌ -تصمیم ماتریس از گاینه هر به مربوط مقادیر‌ کند.تغییر‌می آموزش هاینمونه به با

 هایمجموعه از یکی به ها‌گاینه از هریک شبکه، خروجی به توجه با و شود‌میمعرفی‌ شبکه به گیری

‌می یساز‌مرتب ترتیب، بدین .ابندی‌یم تعلق خروجی، به مربوط ‌جهتکلی‌انجام  سازیمرتب شود.

 مرحله این در گیریتصمیم شاخصگیرد.‌می تحلیل‌قرار مورد شبکه، خروجی حقیقی مقادیر ها،گاینه

‌:شود‌می گرفته نظر در زیر صورت‌به یساز‌مرتب از

(‌3-50) 𝑏𝑖 = 𝑝𝑗−1
𝑖 − 𝑝𝑗+1

𝑖  

‌‌𝑝𝑗−1
𝑖و‌‌𝑝𝑗+1

𝑖رون‌وبعدی‌متناظر‌با‌نرون‌ورون‌قبلی‌و‌نوبا‌ن‌یورودترتیب،‌فواصل‌اقلیدسی‌نمونه‌به‌

رود.‌در‌هر‌ها‌در‌هر‌کلاس‌به‌کار‌میسازی‌گاینهجهت‌مرتب‌𝑏𝑖باشد.‌مشخصه‌خروجی‌در‌شبکه‌می

‌کلاس‌خواهیم‌داشت:‌

(‌3-51) 𝑔′𝑖 > 𝑔′𝑗                                𝑖𝑓           𝑏𝑖 > 𝑏𝑗                                 

 بنابراین ،باشد‌می موازی اجرای مایت بندی‌مراجع‌کاندید‌دارایبرای‌رتبه عصبی، شبکه از استفاده

‌کاهش زیادی تأثیر ‌ناظر هایشبکه یریکارگ‌به در دارد. محاسبات انجام زمان در ‌شبکه‌‌با مانند

 ،ها‌شبکه نوع این از حاصل نتایج باشد.‌می آموزش های‌مجموعهمونهن تعیین اصلی مسئله پرسپترون،

 شوند، انتخاب مناسب طور‌به آموزش های‌نمونهچنانچه‌ .باشد‌می آموزش های‌نمونه تعیین به وابسته

‌درباشد‌می قبول‌قابل و حاصله‌مناسب نتایج  چه هر ناظر، با های‌شبکه در آموزش های‌نمونه تعیین .

‌‌.گرددمی حاصل بهتری نتایج کنیم، استفاده مسئله عاتاطلا بیشتر‌از
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 تعداد و بوده مسئله از شبکه‌مستقل خصوصیات کوهونن، ناظر‌مانند‌شبکه بدون شبکه یریکارگ‌به در 

 آموزش‌شبکه جهت ثابت نقاط مجموعه شود.‌همچنین،می نظر‌گرفته در ثابت خروجی لایه یها‌نورون

 توانمی بنابراین ندارد. بستگی ها‌گاینه به‌تعداد و بوده مسئله از مستقل مجموعه، شود.‌اینمی استفاده

و‌‌پس‌از‌محاسبه‌رتبه‌‌.گرفت کار به مختلف مسائل برای و بار چندین را شده آموزش‌داده شبکه یک

‌ ‌مراجع‌کاندید‌برای‌نامبری‌مدنظرامتیاز ‌و‌نهایی‌مراجع‌کاندید‌محاسبه‌میتوزیع‌‌،هر‌یک‌از شود

‌‌شود.ارجاعی‌نهایی‌تشکیل‌میای‌همهزنجیره

3-3  یریگ جهینت 
مراحل‌است.‌در‌این‌فصل‌روش‌پیشنهادی‌ارائه‌شد.‌روش‌پیشنهادی‌از‌سه‌مرحله‌اصلی‌تشکیل‌شده‌

‌هابازنمایش‌دانش‌و‌استخراج‌نامبری(‌‌2بازنمایش‌دنباله‌کلمات(‌‌1:اصلی‌روش‌پیشنهادی‌عبارتند‌از

‌ارجاعیهای‌همتشکیل‌زنجیره(‌3

‌-Bi،‌شبکهRoBERTaتعبیه‌واژگان‌از‌‌گام‌اول‌که‌هدف‌آن‌بازنمایش‌دقیق‌دنباله‌کلمات‌است،در‌

GRU ‌.ها‌در‌این‌زمینه،‌فقدان‌دانش‌ترین‌مسئله‌در‌پایین‌بودن‌دقت‌سایر‌روش‌مهم‌استفاده‌شد

‌مورد‌هم ‌هر ‌تحلیل‌مرجع‌مشترک‌دارای‌ابهامات‌زیادی‌است‌و ‌که‌مسئله ‌آنجا ‌از ارجاعی‌با‌است.

-زبان‌دانشی‌خاص‌قابل‌حل‌است،‌در‌روش‌پیشنهادی‌سعی‌شد‌تا‌با‌منابع‌دانش‌مختلف‌نظیر‌دانش

با‌استفاده‌از‌‌گام‌دومدر‌‌دقت‌این‌مسئله‌بهبود‌داده‌شود.‌،‌دانش‌عرفی‌و‌غیره،پاشکیدانش‌‌،شناسی

-و‌خوشه‌ارجاعی‌محاسبه‌شدو‌امتیاز‌هم‌نامبری‌ازیامتو‌شبکه‌عصبی‌‌مختلف‌بع‌دانشامن‌بازنمایش

‌مرجع ‌هم ‌شدند‌های ‌خوشه‌.استخراج ‌اطلاعات ‌از ‌سوم ‌گام ‌موجودیتدر ‌اطلاعات ‌و ‌جهت‌ها ها

‌شد.بازنمایش‌دقیق ‌استفاده ‌کلمات ‌دنباله ‌آمده‌‌تر ‌بدست ‌بازنمایش‌جدید ‌توسط ‌چهارم ‌گام در

-.‌همچنین‌توسط‌شبکههای‌هم‌ارجاعی‌استخراج‌شدندامتیازات‌هم‌ارجاعی‌محاسبه‌شد‌و‌زنجیره

‌رتبه ‌پرسپترون ‌و ‌کوهونن ‌عصبی ‌شد.های ‌انجام ‌کاندید ‌مراجع ‌‌بندی ‌از ‌استفاده ‌شبکهبا ها،‌این

-رتبه‌،گیریدر‌تصمیم‌شده‌استخراجهای‌ویژگیدخیل‌کردن‌تمام‌بازنمایش‌دقیق‌مراجع‌کاندید‌و‌
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‌ در‌فصل‌بعد‌کارایی‌مراحل‌مختلف‌روش‌پیشنهادی‌بررسی‌خواهد‌بندی‌مراجع‌کاندید‌انجام‌شد.

‌شد.
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4فصل  : ارزیابی 
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1-4 مقدمه 
‌یادگیری‌انجام‌می ‌فاز ‌ارزیابی‌پس‌از ‌دادهکننده‌یبندردهشود‌که‌در‌آن‌فاز های‌آموزشی‌ای‌که‌با

‌گیرد:های‌آزمایشی‌و‌با‌انجام‌مراحل‌زیر‌مورد‌ارزیابی‌قرار‌میاست‌با‌داده‌شده ‌دادهآموزش‌

 ها.نامبریاز‌‌ای‌مجموعهشناسایی‌و‌انتخاب‌ .1

از‌‌ای‌مجموعهخروجی‌این‌قسمت‌)‌یشیآزمای‌ها‌دادهبه‌‌موردنظر‌ینیگا‌مرجعل‌سیستم‌اعما .2

 اند(هم‌مرجع‌‌برچسب‌خورده هم‌مرجع‌‌یا‌غیر‌عنوان‌بهعبارات‌اسمی‌است‌که‌

 ها‌رهیزنجانجام‌ارزیابی‌روی‌این‌ .3

تحلیل‌هملازم‌به‌ذکر‌است‌که‌مشابه‌دیگر‌مباحث‌موجود‌در‌پردازش‌زبان‌طبیعی،‌ارزیابی‌سیستم‌

کارآمد‌در‌این‌‌ها‌نمونهکارایی‌آن‌سیستم‌باشد‌و‌هم‌در‌مقایسه‌با‌سایر‌‌کننده‌انیبارجاعی‌هم‌باید‌

ی‌برخوردار‌باشد.‌سنجش‌میاان‌کارایی‌یک‌سیستم‌کار‌آسانی‌نیست‌و‌قبول‌قابلحوزه‌باید‌از‌عملکرد‌

‌پارامترهایی‌که‌برای‌مقای ‌دقت‌خواهند‌شدسه‌استفاده‌در‌هنگام‌ارزیابی‌یک‌مدل‌باید‌به‌موارد‌و ،

 شود.‌

2-4 ها و خطاها یابیارزتحلیل  
،‌عدم‌وجود‌مکانیام‌شود‌یم‌مرجع‌تعیین‌سیستم‌کارایی‌کاهش‌باعث‌که‌مهمی‌یهاویژگی‌از‌یکی

‌خطای‌ها‌تیموجودمناسب‌برای‌شناسایی‌ ‌انتشار ‌نیا ‌امر ‌این ‌نتیجه ‌است‌که ی‌ها‌قسمتی‌نامدار

های‌گفت:‌در‌سیستم‌توان‌یم.‌با‌در‌نظر‌گرفتن‌موارد‌مطروحه‌گردد‌یمی‌در‌هم‌مرجعی‌پردازش‌پیش

ارجاعی،‌مشکل‌اصلی‌در‌تعریف‌یک‌سنجه‌کارایی‌مناسب،‌از‌مشخص‌نبودن‌تعداد‌کامل‌تحلیل‌هم

‌این‌مشکل‌زمانی‌شدیدتر‌میایم‌ناشی‌میمواجه‌شده‌ها‌آنهایی‌که‌تا‌کنون‌با‌موجودیت شود‌شود.
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‌نامبری ‌توسکه ‌آمده ‌بدست ‌سیستمهای ‌نامبری‌1ط ‌طلایی‌شده‌مشخص‌هایبا ‌استاندارد  توسط

‌منطبق‌نباشند‌)اگر‌نامبری2 ‌بعلاوه‌نامبری‌طور‌بهها های‌متفاوتی‌که‌خودکار‌شناسایی‌شده‌باشند(.

‌شده ‌گرفته ‌نظر ‌در ‌متفاوت ‌تفسیر ‌شماهای ‌)توسط ‌نامبری‌مثلاًاند ‌موجودیتتنها ‌چند‌های های

‌‌نامبری ‌نام‌MUCدر ‌تنها ‌برییا ‌معنایی‌خاصی‌در ‌ACEهای‌انواع مستقیمی‌روی‌پیچیده‌‌تأثیر(

های‌مختلف‌تفاوت‌شدن‌ارزیابی‌یک‌متن‌خاص‌خواهند‌داشت.‌بنابراین،‌نتایج‌بدست‌آمده‌در‌پیکره

‌زیادی‌با‌یکدیگر‌خواهد‌داشت.‌

3-4 ارزیابی 
 بر علاوه نیا یارجاعهم تحلیل سیستم ارزیابی طبیعی، زبان پردازش در موجود مباحث دیگر مشابه

 مقایسه حوزه آن کارآمد هاینمونه دیگر با مقایسه در آن‌را کلی ماایای بایستآن‌می کارایی ارزیابی

‌کار یک کارایی میاان سنجش کند. ‌ آسانی سیستم ‌‌[92]‌کوباتنیست. ‌و ‌هالت ‌و ‌]90[میتکو

 اند.کرده گاارش را است آمده وجود به یرضم تحلیل هایسیستم نتایج ارزیابی حین که هاییناسازگاری

 و است بوده متفاوت یکدیگر با مطالعات‌مختلف در بحث مورد ضمیرهای انواع که کردند مشخص ها‌آن

 راتیتأث هایک‌از‌این هر که اند‌برده بهره نتایج اجرای از پس ویرایش از هاالگوریتم بیشتر همچنین

‌مشکلات خواهند آمده تبدس بازخوانی و دقت نتایج روی بساایی  در)‌بدتری حتی و مشابه داشت.

‌.داشت خواهد وجود رجاعیاهم هایسیستم ارزیابی حین ضمیر( تحلیل سیستم مقایسه‌با

4-4 ارجاعی های ارزیابی سیستم تحلیل همسنجه 
‌هم ‌تحلیل ‌سیستم ‌زنجیرهخروجی ‌همارجاعی ‌همهای ‌زنجیره ‌هر ‌که ‌است ‌حاوی‌ارجاعی ارجاعی

‌همنامبری ‌یکدیگر ‌با ‌که ‌است ‌همهایی ‌زنجیره ‌هر ‌حقیقت ‌در ‌هستند. ‌یک‌مرجع ‌معادل ارجاعی

                                                 
1‌ system mentions (response mentions) 
2
 true mentions 
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‌ ‌نکته ‌این ‌به ‌توجه ‌با ‌است. ‌متن ‌هم‌عتاًیطبموجودیت‌درون ‌تحلیل ‌دارای‌دقت‌و‌سیستم ارجاعی

‌زنجیره ‌تعداد ‌بیشترین ‌که ‌بود ‌خواهد ‌بهتری ‌همکارایی ‌های ‌را ‌کند.‌‌یدرست‌بهارجاعی شناسایی

-های‌شناسایی‌شده‌توسط‌سیستم‌را‌با‌زنجیرهای‌که‌بتواند‌به‌سهولت‌زنجیرهریف‌سنجهتع‌متأسفانه

‌ساده ‌کار ‌کند ‌مقایسه ‌درست ‌واقعیِ ‌های ‌نیست. ‌همسیستم‌گرید‌عبارت‌بهای ‌تحلیل ارجاعی‌های

‌زنجیرهنمی‌احتمالاً ‌این ‌توانند ‌را ‌خطاهایی‌‌صورت‌بهها ‌دارای ‌و ‌کنند ‌شناسایی ‌درست صددرصد

ممکن‌است‌دو‌زنجیره‌متفاوت‌را‌یکی‌فرض‌کنند‌و‌یا‌نتوانند‌یک‌یا‌دو‌یا‌چند‌نامبری‌‌مثلاًهستند.‌

های‌یک‌زنجیره‌را‌درون‌زنجیره‌دیگری‌قرار‌درون‌یک‌زنجیره‌را‌با‌آن‌اضافه‌کنند‌و‌یا‌یکی‌از‌نامبری

‌ ‌تشخیص‌اینکه ‌حال ‌خطا‌کی‌کدامدهند. ‌این ‌سادهاز ‌کار ‌دارد ‌کمتری ‌منفی ‌امتیاز نیست.‌‌ایها

مورد‌ارجاعی‌را‌های‌مختلف‌سیستم‌تحلیل‌هماند‌به‌روشآیند،‌سعی‌کردههایی‌که‌در‌ادامه‌میسنجه

‌دهند.‌ارزیابی‌قرار

MUCسنجه 4-4-1
1
   

است‌که‌‌MUC‌[94]ارجاعی‌سنجه‌های‌تحلیل‌همسنجه‌ارزیابی‌موجود‌برای‌سیستم‌نیتر‌یمیقد

‌و‌ویلیان‌توسط‌و‌ارجاعی‌تا‌کنون‌استفاده‌شده‌استهای‌تحلیل‌همای‌توسط‌سیستمگسترده‌طور‌به

‌معرفی ‌است‌شده‌همکاران ‌سنجه ‌این ‌هم‌پیونددهی. ‌نامبری ‌یک‌ربط‌دو ‌با ‌را ‌یکدیگر ‌به مرجع

ابی‌را‌در‌های‌خروجی‌سیستم‌مورد‌ارزیکند.‌یعنی‌ربطها‌کار‌میمشخص‌کرده‌و‌بر‌مبنای‌این‌ربط

محاسبات‌خود‌را‌‌ها‌آنکند‌کدام‌درست‌و‌کدام‌نادرست‌است‌و‌بر‌مبنای‌نظر‌گرفته‌و‌مشخص‌می

‌می ‌انجام ‌بیان ‌به ‌ارزیابی‌تر‌دقیقدهد. ‌مورد ‌خروجی‌سیستم ‌به ‌توجه 2با
‌خروجی‌سنجه  برای‌‌3و

بر‌تعداد‌‌راخروجی‌سنجه‌و‌خروجی‌سیستم‌مورد‌ارزیابی‌های‌مشترک‌بین‌،‌تعداد‌ربطمحاسبه‌دقت

-کند.‌برای‌محاسبه‌بازخوانی،‌تعداد‌ربطتقسیم‌میخروجی‌سیستم‌مورد‌ارزیابی‌های‌موجود‌در‌ربط

                                                 
1‌Message Understanding Conference 
2‌response 
3‌reference 
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‌ارزیابی‌های‌مشترک‌بین‌ ‌مورد ‌خروجی‌سیستم ‌و ‌ربطخروجی‌سنجه ‌تعداد ‌بر ‌در‌را های‌موجود

‌کند.تقسیم‌میخروجی‌سنجه‌

های‌زیاد‌نتایج‌بهتری‌را‌با‌تعداد‌ربط‌هاییسیستم‌در‌MUCعلیرغم‌استفاده‌گسترده‌از‌این‌سنجه،‌

(‌درست‌مجموعه)‌‌T.شوندمحاسبه‌می‌(3-4(‌و‌)2-4)طبق‌روابط‌‌2بازخوانیو‌‌1کند.‌دقتگاارش‌می

‌ارجاعیلینک‌از‌یا‌مجموعه ‌شوند‌یم‌مشخص‌دستی‌صورت‌به‌که‌است‌های .R‌(پاسخ‌مجموعه‌)

‌اعی‌استارجتحلیل‌هم‌سیستم‌توسط‌شده‌مشخص‌یها‌خوشه‌دهنده‌نشان ‌معادله‌به‌توجه‌با‌دقت.

‌.شود‌یم‌محاسبه‌زیر‌(4-2)

(‌4-1)‌𝑝𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛 (𝑥, 𝑦) = {𝑦|𝑦 ∈ 𝑌&𝑦 ∈ 𝑥 ≠ 𝜙} 

(‌4-2)‌
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =∑

|𝑟| − |𝑝𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛(𝑟, 𝑇)|

|𝑟| − 1
𝑟∈𝑅

 

‌ ‌رابطه ,𝑝𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛(𝑟|‌(،2-4)در 𝑇)|ازهایخوشه‌تعداد‌‌ ‌با‌است‌‌Tی ‌نیست‌‌Rکه .‌مشابه

|𝑟| − |𝑝𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛(𝑟, 𝑇)|بین‌مشترک‌هایربط‌تعداد‌‌Tو‌‌Rاست‌‌ .|𝑟| − ‌پاسخ‌هایربط‌تعداد‌1

‌شود.‌محاسبه‌می‌(3-4)بازخوانی‌طبق‌رابطه‌.‌است

(‌4-3)‌
𝑅𝑒𝑐𝑎𝑙𝑙 =∑

|𝑡| − |𝑝𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛(𝑡, 𝑅)|

|𝑡| − 1
𝑡∈𝑇

 

,𝑝𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛(𝑡|‌(،3-4)در‌رابطه‌ 𝑅)| ی‌ازهایخوشه‌تعداد‌‌Rبا‌که‌دهدمی‌نشان‌را‌‌| t |مشابه‌نیست‌.‌

|𝑡| − |𝑝𝑎𝑟𝑡𝑖𝑡𝑖𝑜𝑛(𝑡, 𝑅)بین‌مشترک‌هایربط‌تعداد‌‌Tو‌‌Rاست‌‌.|𝑡| − ‌.است‌‌Tهایربط‌تعداد‌1

‌شوند.(‌محاسبه‌می5-4(‌و‌)4-4به‌زبان‌ساده،‌دقت‌و‌بازخوانی‌طبق‌روابط‌)

(‌4-4)‌
دقت = 

یها‌ربط مشترک در پاسخ و مرجع  تعداد 

یها‌بطر موجود در پاسخ  تعداد 
 

(‌4-5)‌
بازخوانی = 

یها‌ربط مشترک در پاسخ و مرجع  تعداد 

یها‌ربط موجود در مرجع  تعداد 
 

                                                 
1‌precision 
2‌recall 
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 BCUBسنجه  4-4-2
Bسنجه‌

-مجاا‌محاسبه‌می‌صورت‌بهو‌بازخوانی‌را‌برای‌هر‌نامبری‌درون‌هر‌موجودیت‌‌دقت‌[95]‌3

‌حد‌زیادی‌مشکل‌سنجه‌ ‌به‌همین‌دلیل‌تا ‌تمایل‌به‌سمت‌موجودیت‌MUCکند‌و های‌حاوی‌در

Bدر‌یک‌موجودیت،‌سنجه‌‌mهای‌زیاد‌را‌حل‌کرده‌است.‌برای‌هر‌نامبری‌نامبری
مقدار‌بازخوانی‌را‌‌3

‌ن ‌تعداد ‌تقسیم ‌دادهامبریبا ‌به ‌توجه ‌)با ‌موجودیت ‌آن ‌در ‌درست ‌کل‌های ‌تعداد ‌بر ‌طلایی( های

-های‌مشترک‌بین‌موجودیتمشابه‌تعداد‌نامبری‌طور‌به‌دقت‌‌بهآورد.‌برای‌محاسها‌بدست‌مینامبری

‌موجودیت ‌میهای‌درست‌و ‌در‌های‌سیستمی‌در‌صورت‌تقسیم‌قرار ‌این‌تفاوت‌که‌این‌بار ‌با گیرد

Bطبق‌سنجه‌ و‌بازخوانی‌دقتگیرد.‌قرار‌می‌پاسخهای‌موجودیت‌نامبری‌مخرج‌کسر‌تعداد
‌صورت‌به‌3

تعداد‌عناصر‌درست‌در‌زنجیره‌خروجی‌‌𝑁𝑇𝑅𝑒𝑖ها‌که‌در‌آن‌.شوندمحاسبه‌می(‌9-4الی‌‌6-4وابط‌)ر

𝑖 ،𝑁𝑅𝑒𝑖موجودیت ‌موجودیت‌‌  ‌خروجی ‌زنجیره ‌در ‌عناصر ‌‌𝑖تعداد ‌زنجیره‌ت‌𝑁𝑇𝑒𝑖و ‌در ‌عناصر عداد

‌1هاوزن‌معمولاً.‌است‌سند‌در‌‌𝑖موجودیت‌به‌افتهی‌اختصاص‌وزن‌‌𝑤𝑖است.‌𝑖طلایی‌موجودیت‌
𝑁
در‌‌ 

‌شوند.نظر‌گرفته‌می

(‌4-6)‌
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖 = 

𝑁𝑇𝑅𝑒𝑖  

𝑁𝑅𝑒𝑖
 

(‌4-7)‌
𝑅𝑒𝑐𝑎𝑙𝑙𝑖 =

𝑁𝑇𝑅𝑒𝑖 

𝑁𝑇𝑒𝑖
 

(‌4-8) 𝐹𝑖𝑛𝑎𝑙𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =∑ 𝑤𝑖
𝑁

𝑖=1
∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 

(‌4-9) 
𝐹𝑖𝑛𝑎𝑙𝑅𝑒𝑐𝑎𝑙𝑙 =∑𝑤𝑖 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑁

𝑖=1

 

 CEAFسنجه  4-4-3

‌ ‌‌CEAF‌[96]سنجه ‌تناظر ‌ایجاد ‌با ‌را ‌موجودیت‌کی‌به‌کیارزیابی ‌و‌بین ‌سیستم ‌خروجی های

‌می ‌طلایی‌انجام ‌استاندارد ‌سنجه‌منظور‌بهدهد. ‌از ‌تناظر ‌بهترین ‌بین‌موجودیایجاد ها‌تهای‌تشابه

‌می ‌نامبری‌)استفاده ‌مبتنی‌بر ‌سنجه ‌از ‌عبارتند ‌استفاده ‌مورد ‌سنجه ‌دو ‌سنجه‌CEALMشود. ‌و )
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‌موجودیت‌) ‌CEALEمبتنی‌بر ‌سنجه ‌در .)CEALMنامبری‌‌ های‌مشترک‌بین‌موجودیت‌را‌تعداد

‌در‌محاسبه‌می کند.‌های‌مشترک‌درون‌موجودیت‌را‌محاسبه‌میتعداد‌نسبی‌نامبری‌CEALEکند.

های‌طلایی‌تقسیم‌های‌دادهها‌بر‌تعداد‌نامبریحاسبه‌بازخوانی‌در‌این‌سنجه‌مجموع‌شباهتبرای‌م

شود.‌ها‌در‌خروجی‌سیستم‌تقسیم‌میها‌بر‌تعداد‌نامبریمجموع‌شباهت‌دقت‌‌بهشود.‌برای‌محاسمی

‌های‌شباهتسنجه‌از‌معیار‌این‌شوند.زیر‌محاسبه‌می‌صورت‌به‌CEAFو‌بازخوانی‌طبق‌سنجه‌‌دقت

‌هایموجودیت‌شامل‌(𝑅)‌هایخوشه)‌سیستم‌های‌خروجیموجودیت‌بین‌نگاشت‌یک‌ایجاد‌برای

‌و‌دقت.‌کند‌یم‌استفاده(‌های‌درستشامل‌موجودیت (𝑇) هایخوشه)‌طلایی‌هایموجودیت‌و(‌پاسخ

-4)طبق‌روابط‌‌شباهت‌یریگ‌اندازه‌مختلف‌تابع‌چهار‌.شودمی‌محاسبه‌ایده‌این‌اساس‌بر‌بازخوانی

,𝑇)1∅شود.‌می‌تعریف‌(13-4الی‌‌10 𝑅)یکسان‌ها‌راباشند،‌آن‌یکسان‌موجودیت‌دو‌هایاگر‌نامبری‌‌

,𝑇)2∅‌،ردیگ‌یم‌نظر‌در 𝑅)در‌مشابه‌را‌موجودیت‌دو‌وجود‌حداقل‌یک‌نامبری‌مشترک،‌صورت‌در‌‌

,𝑇)3∅‌.ردیگ‌یم‌نظر 𝑅)بر‌اساس‌تعداد‌شباهت‌‌ ‌محاسبه‌ودیتموج‌دو‌بین‌مشترک‌هاینامبری‌را

,𝑇)4∅‌و‌کند‌یم 𝑅)مقدار‌‌Fبین‌‌T‌(درست‌هایموجودیت‌)و‌R‌(پاسخ‌هایموجودیت‌)است.‌

(‌4-10)‌∅1(𝑇, 𝑅) = {
1, 𝑖𝑓 𝑅 = 𝑇
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

 

(‌4-11) ∅2(𝑇, 𝑅) = {
1, 𝑖𝑓 𝑅 ∩ 𝑇 ≠ ∅
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

 

(‌4-12) ∅3(𝑇, 𝑅) = |𝑅 ∩ 𝑇| 

 

(‌4-13) ∅4(𝑇, 𝑅) = 2.
|𝑅 ∩ 𝑇|

|𝑅| + |𝑇|
 

 

‌‌14-4)‌ططبق‌رواب‌ازخوانیب‌و‌دقت ‌شوند‌یم‌محاسبه‌(15-4و ‌و‌گرفته‌را‌‌𝑟خوشه‌‌𝑚(𝑟)تابع.

‌.گرداند‌برمی‌را‌‌𝑡خوشه

(‌4-14) 
𝐶𝐸𝐴𝐹∅𝑖𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  𝑚𝑎𝑥𝑚

∑ ∅𝑖(𝑟,𝑚(𝑟))𝑟∈𝑅

∑ ∅𝑖(𝑟, 𝑟)𝑟∈𝑅
 

 

(‌4-15) 
𝐶𝐸𝐴𝐹∅𝑖𝑅𝑒𝑐𝑎𝑙𝑙 =  𝑚𝑎𝑥𝑚

∑ ∅𝑖(𝑟, 𝑚(𝑟))𝑟∈𝑅

∑ ∅𝑖(𝑡, 𝑡)𝑟∈𝑅
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 BLANCسنجه  4-4-4

استفاده‌‌،بندی‌استهای‌خوشهای‌برای‌ارزیابی‌روشکه‌سنجه‌Rand indexاز‌ایده‌‌[97]این‌سنجه‌

‌می ‌و ‌دقتکند ‌سنجه ‌بازخوانی‌و ،Fربط‌هم‌‌ ‌برای‌هر ‌همرا ‌غیر جداگانه‌‌طور‌بهارجاعی‌ارجاعی‌و

‌ ‌ربطمیمحاسبه ‌همکند. ‌غیر ‌ربطهای ‌نامبریارجاعی ‌بین ‌همهای ‌غیر ‌دقت‌و‌های ‌هستند. مرجع

های‌خروجی‌سیستم‌و‌های‌درست‌نسبی‌نسبت‌به‌کل‌ربطتعداد‌ربط‌صورت‌بهبه‌ترتیب‌‌بازخوانی

-4و‌‌20-4طبق‌روابط‌)و‌بازخوانی‌نهایی‌‌دقتشوند.‌های‌استاندارد‌طلایی‌محاسبه‌میهای‌دادهربط

21‌ )‌ ‌همه ‌روی ‌گرفتن ‌میانگین ‌‌دقتبا ‌بازخوانی ‌روابط‌‌.آیدبدست‌می‌شده‌محاسبهو ‌این ‌Ckدر

‌𝑅𝑛و‌‌Rcمجموعه‌موجودیت‌پاسخ‌)خروجی‌سیستم(‌است.‌‌Crطلایی‌)درست(‌و‌‌عه‌موجودیتمجمو

‌بازخوانی‌به ‌همهم‌پیوندهایترتیب‌مربوط‌به ‌غیر ‌همین‌ارجاعی‌و ‌مشابه ‌دقت‌نیا ارجاعی‌هستند.

‌شود.‌‌علائم‌تعریف‌می

(‌4-16)‌
𝑃𝑛 =

|𝑁𝑘 ∩ 𝑁𝑟|

|𝑁𝑟|
 

(‌4-17)‌
Rc =

|Ck ∩ Cr|

|Ck|  

(‌4-18)‌
𝑃𝑐 =

|𝐶𝑘 ∩ 𝐶𝑟|

|𝐶𝑟|  

(‌4-19)‌
𝑅𝑛 =

|𝑁𝑘 ∩ 𝑁𝑟|

|𝑁𝑘|
 

(‌4-20)‌
𝑅𝑒𝑐𝑎𝑙𝑙 =

𝑅𝑐 + 𝑅𝑛
2

 

(‌4-21)‌
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑃𝑐 + 𝑃𝑛
2
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LEAسنجه  4-4-5
1 

‌سنجه ‌‌[98]‌این ‌اصطلاح ‌دو 2اهمیت"به
"‌‌ ‌تحلیل"و 3امتیاز

"‌‌ ‌است. ‌اندازه‌‌"اهمیت"وابسته به

‌ ‌و ‌دارد ‌بستگی ‌تحلیل"موجودیت ‌‌"امتیاز ‌شباهت ‌اساس ‌می‌پیونددهیبر ‌تابع‌محاسبه شود.

‌گرداند.‌را‌برمی‌eنامبری‌و‌موجودیت‌‌nممکن‌بین‌‌پیوندهایتعداد‌کل‌‌پیونددهی،

(‌4-22)‌importance(ei) = |ei|  

(‌4-23)‌
resoution − score(ki) = ∑

link(ki∩rj)

link(ki)
rj∈R

‌‌‌‌‌‌‌‌  ‌‌‌‌‌‌‌‌
‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌‌ ‌‌‌  

 

(‌4-24)‌Recall =
∑ importance(ki)∗∑

link(ki∩rj)

link(ki)
rj∈Rki∈K

∑ importance(kz∈K kz)
‌‌‌‌‌‌‌‌‌‌‌‌‌‌

 

(‌4-25)‌Precision =
∑ importance(ri)∗∑

link(ri∩kj)

link(ri)
kj∈Rki∈R

∑ importance(rz∈K rz)
‌‌

 

‌مجموعه‌طلایی‌است.‌‌𝑘𝑖مجموعه‌پاسخ‌و‌‌𝑟𝑖در‌معادلات‌بالا‌

5-4 شده گرفتهدر نظر  هایپیکره 
‌پیکرهCoNLL-2012 shared task ‌[99]پیکره .1 ‌جمله ‌از ‌این‌پیکره های‌استاندارد‌تحلیل‌:

‌و‌هم ‌مقالات ‌از ‌بسیاری ‌در ‌که ‌است ‌عربی( ‌و ‌چینی ‌)انگلیسی، ‌زبان ‌چند ‌برای ارجاعی

‌قرار‌می ‌همچنین‌وظیفه‌شناسایی‌همه‌نامبریکارهای‌تحقیقاتی‌مورد‌استفاده ‌از‌گیرد. ها

دارد‌‌عهده‌برارز‌را‌نیا‌‌های‌هم‌در‌کلاس‌ها‌آنبندی‌‌ها‌در‌متن‌و‌خوشهرخدادها‌و‌موجودیت

‌ ‌است.‌خوبی‌بهو ‌جامعه‌پردازش‌زبان‌طبیعی‌به‌رسمیت‌شناخته‌شده ‌این‌مجموعه‌ در در

سند‌‌3493شامل‌انگلیسی‌اند.‌پیکره‌دستی‌مشخص‌شده‌صورت‌بهارجاعی‌اسناد،‌موارد‌هم

ند(‌س‌348)Test (،‌کلمه‌4009،‌هر‌سند‌شامل‌حداکثر‌سند‌2802)‌Trainدر‌سه‌قسمت‌

                                                 
1
 link-based Entity-Aware 

2
 importance 

3
 resolution-score 
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‌900میلیون‌و‌‌2 شامل‌OntoNotes 5.0سند(‌است‌که‌از‌پیکره‌متنی‌بارگ‌‌343)‌Devو‌

های‌خبری‌و‌کلمه،‌اطلاعات‌مربوط‌به‌اخبار،‌مکالمات،‌گفتگوهای‌تلفنی،‌اطلاعات‌وب،‌گروه

‌‌هایمصاحبه گرفته‌و‌سبب‌گردیده‌نتایج‌حاصل‌از‌استفاده‌این‌پیکره‌‌نظر‌درتلویایونی‌را

 ‌ی‌باشد.قبول‌قابلدارد‌دارای‌استان

‌مجموعهi2b2 [100] پیکره .2 ‌شامل ‌پیکره ‌این ‌دو‌از‌الکترونیکی‌پاشکی‌ندهپرو‌های‌داده‌:

‌‌Deaconess Beth Israelپاشکی‌مرکا‌و‌Partners HealthCare (Part)مختلف‌‌سازمان

(Beth‌)صورتارجاعی‌بهموارد‌هم‌و‌بازنویسی‌شده‌کامل‌طوربه‌سوابق‌تمام‌رکوردها.‌است‌

 .اند‌شده‌نویسیحاشیه‌دستی

 تهیه‌شده‌است (LDC) شناسی‌زبان:‌این‌پیکره‌توسط‌کمیته‌اطلاعات‌MUC6[101] ‌پیکره .3

‌حاوی‌‌ ‌مجله‌‌318و ‌از ‌نرماستریت‌والمقاله ‌آن‌به‌‌، ‌مستندات‌مرتبط‌با ‌امتیازدهی‌و افاار

 زبان‌انگلیسی‌است.

‌‌English Gigaword‌[102]پیکره .4 های‌این‌پیکره‌برای‌ارزیابی‌قدرت‌تشخیص‌موجودیت:

‌است ‌نظر‌گرفته‌شده ‌در ‌و‌طی‌باشدمیخبری‌انگلیسی‌‌متون‌از‌جامع‌آرشیو‌یک‌.نامدار

‌.است‌آمده‌دست‌به‌پنسیلوانیا‌دانشگاه‌در‌سال‌چندین

6-4 استفاده شده دانشمنابع  
‌مناب‌طور‌همان ‌از ‌رویکرد‌اصلی‌روش‌پیشنهادی‌استفاده تایی‌‌فرمت‌سهتحت‌ع‌دانش‌که‌گفته‌شد،

‌‌"ابتدا") ‌انتها، ‌و ‌رابطه‌بین‌ابتدا ‌منابع‌دانش‌‌"انتها")لیستی‌از‌کلمات(، ‌است. ‌کلمات(( )لیستی‌از

‌استفاده‌شده‌برای‌آموزش‌سیستم‌عبارتند‌از:

1. ‌ OMCSمنبع‌دانش‌عرفی‌)حس‌عام(
‌از[103]‌1  مصنوعی، هوش ظهور یها‌سال اولین :

 دسترسی‌به نیازمند هوشمند، سیستم هر که بودند واقف مهم این حوزه‌بر این متخصصان

                                                 
1‌commonsense knowledge graph 
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 که‌یدرحال ت.اس صحیح قضاوت‌کننده‌یتداععرفی‌ دانشها‌نانسا ما برای است. عرفی دانش

 واضح‌دارد و کوچک حقیقت ها‌ونیلیم به اشاره رایانشی یشناس‌زبانحوزه‌ در "عرفی دانش"

 ،"است تیا سوزن"جملاتی‌مانند‌‌.ندیآ‌یم حساب‌به افتاده پا پیش موضوعاتی انسان برای که

 از کنید، فراموش را کسی تولد روز اگر"و "را‌چرخاند دستگیره باید ابتدا در کردن باز برای"

‌گستره دانش هستند. دانش این هاینمونه "شد ناراحت‌خواهد دستتان  از یعیوس عرفی،

 پوشش را اجتماعی فیایکی، فضایی، دانش جوانبی‌از و شود‌یم شامل را پیرامون دنیای دانش

 عمیق داشتن‌درکی برای.‌است محذوف اجتماعی ارتباطات در معمولاً نوع‌دانش .‌ایندهد‌یم

 حاضر حال در که هستند دانش نوع از‌این یا‌گسترده حجم نیازمند ها‌انهیرا ،متنی اطلاعات از

‌.است سیستم به دانش نوع این تاریق و استخراج ما هدف‌.است انسان اختیار در فقط

 بانک که Cyc که‌برخلاف است عرفی دانش زمینه در بارگ پروژه یک [103]‌سینق پروژه

 بوده متکی اینترنت معمولی کاربران به گشته، یآور‌جمعدانش‌ مهندسان توسط اطلاعاتی‌آن

 میلیون‌‌6/1پروژه .‌ایناند‌افاوده آن ی‌داده پایگاه به را جملات نوع این که بودند این‌کاربران و

‌ Conceptnetداده پایگاه طریق ازآن‌‌جمله‌700000است،‌که‌ هکرد یآور‌جمع عرفی عبارت

‌ دسترسی قابل ‌در ‌ذخیره زبان جملات قالب در عرفی دانشConceptnet است.  طبیعی

 دیگر بهینه بود.‌روش خواهد کار‌مشکلی صوری قالبی در روابط بازنمایی رو نیاز‌ا ،شود‌یم

 همچون منابعی از حقایقی چنین خراجاست جهت طبیعی پردازش‌زبان اباارهای از استفاده

‌به ماست پیرامون دنیای اطلاعات از جامع پایگاهی که پدیاست ویکی  توسط منظم طور‌و

‌هاار‌سه‌600این‌منبع‌شامل‌‌.شود‌یم کنترل و رسانی روز‌به کاربرانش ‌عنوان‌بهتایی‌است،

مشخص‌شده‌است.‌صورت‌دستی‌‌تمام‌روابط‌در‌این‌منبع‌به‌.(food, UsedFor, eat)‌مثال

‌پژوهش‌سه ‌این ‌تاییدر ‌از ‌)بالاتر ‌بالا ‌امتیاز ‌با ‌آن3های ‌تعداد ‌است‌که ‌انتخاب‌شده ها‌‌(

‌تایی‌است.‌سه‌61673

-عنوان‌مثال‌سه‌:‌این‌منبع‌شامل‌اطلاعات‌پاشکی‌است‌بهi2b2‌[100]منبع‌دانش‌پاشکی‌ .2
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 تایی‌است.‌سه‌22234.‌این‌منبع‌شامل‌(the CT scan, is, test)تایی‌

های‌ها‌اشاره‌شد،‌ویژگی‌نویس‌که‌به‌آنشناسی:‌علاوه‌بر‌منابع‌دانش‌دستهای‌زبانویژگی .3

استنفورد‌‌1کنندهت.‌تجایهگرفته‌شده‌اس‌در‌نظرشناسی‌نظیر‌جاندار‌بودن،‌جنسیت‌نیا‌زبان

‌تعداد‌یدتول‌یبرا ‌تواندکه‌می‌رود،‌یبه‌کار‌م‌یهمه‌عبارات‌اسم‌یبرا‌یتو‌جنس‌جانداری،

‌دانش‌زبان‌به ‌خودکار ‌براتاییسهصورت‌‌)به‌یطور ‌تول‌داده‌ی( ‌تعداد‌یژگیو‌کند.‌یدهای‌ما

‌‌‌sمقدار‌شامل ‌مفرد ‌برای ‌‌‌pمقدارو ‌استبرای ‌جمع ‌جاندارییژگیو. ‌دهندهشانن‌های

برای‌‌بودن‌‌خنثی‌ومرد،‌زن‌جانداری،‌مقدار‌در‌صورت‌‌است‌که‌‌pیا‌‌sصورت‌به‌جانداری

‌می ‌استفاده ‌جنسیت ‌ویژگی ‌نامبری ‌مثال ‌برای ‌مرد‌‌به‌’the boys‘شود. ‌و ‌جمع عنوان

(‌و‌the boys’, plurarity, Plural‘های‌)تاییشود‌که‌برای‌نمایش‌از‌سهگذاری‌میبرچسب

(‘the boys’, AG, male‌ ‌می( ‌استفاده ‌درنتیجه ‌بودن‌و‌سه‌40149شود. تایی‌برای‌جمع

‌شود.‌تایی‌برای‌جنسیت‌و‌جانداری‌در‌نظر‌گرفته‌میسه‌40462

‌[104]‌دانش‌لغوی .4 ‌دانش‌: ‌بس‌،تواندیماین‌نوع ‌کارها‌یاریدر ‌یعیپردازش‌زبان‌طب‌یاز

‌و‌ینحو‌هیاز‌حس‌کلمه،‌تجا‌ییاستعاره،‌ابهام‌زدا‌صی،‌تشخییمعنا‌یخطا‌صیمانند‌تشخ

‌رود.‌ییبرچسب‌زن‌نقش‌معنا ‌این‌نوع‌دانش‌یبرا‌به‌کار ‌با ‌ابتدا ،‌ ‌از کننده‌یهتجااستفاده

‌تجا‌یسیانگل‌پدیا‌یکیو‌اطلاعات‌پایگاه‌رداستنفو ‌با‌‌یهای‌وابستگ‌و‌تمام‌لبه‌نمودیم‌یهرا را

‌که‌یهنگام،‌استنفوردکننده‌یهدر‌تجاشد.‌،‌رابطه،‌شماره(‌استخراج‌3آرگومان‌‌،2فرمت‌)گااره

‌ ‌‌یکفعل ‌‌ارتباطیفعل ‌am)مانند ،is‌ ‌بیناست( ‌بینی‌یشپ‌، ‌کننده ‌موضوع)گااره( ‌،و

‌احتمال‌رابطه‌)شود‌می‌جادیا‌ ”nsubj”لبه ‌این‌منبع‌دانش‌با ‌هر‌جفت‌در ‌اندازه4-19. )-

 شود.‌گیری‌می

                                                 
1‌ Parser 
2‌predicate 
3‌argument 
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(‌4-26)‌𝑃𝑟(𝑎|𝑝) =
𝐶𝑜𝑢𝑛𝑡𝑟(𝑝, 𝑎)

𝐶𝑜𝑢𝑛𝑡𝑟(𝑝)
 

,𝐶𝑜𝑢𝑛𝑡𝑟(𝑝و‌‌𝐶𝑜𝑢𝑛𝑡𝑟(𝑝)(،‌26-4در‌رابطه‌) 𝑎)چند‌باردهنده‌این‌هستند‌که‌ترتیب‌نشانبه‌‌

𝑝گااره‌‌ ‌جفت ‌-و ,𝑝)آرگومان 𝑎)‌‌ ‌رابطه ‌داشته‌𝑟در ‌وجود ‌در ‌صورت‌‌ها‌یشآزمااند. در

𝑃𝑟(𝑎|𝑝) > ,𝐶𝑜𝑢𝑛𝑡𝑟(𝑝و‌‌ 0.1 𝑎) > ,𝑝)تایی‌،‌سه10 𝑟, 𝑎)عنوان‌مثال،‌‌بهگرفتیم.‌‌در‌نظررا‌‌

(‘cat’, nsubj, ‘meow’)استراب‌یک‌‌ ‌معتبر ‌طه ‌ر. ‌دو ‌‌‌nsubjابطهسرانجام، این‌برای‌‌dobjو

‌‌nsubjیآرگومان‌برا‌-گاارهجفت‌‌4536و‌‌17074ترتیب‌شامل‌شدند‌که‌بهانتخاب‌منبع‌دانش‌

‌باشد.می‌dobjو‌

7-4 نتایج  
ها‌مقایسه‌های‌مختلف‌مورد‌بررسی‌قرار‌گرفته‌و‌با‌سایر‌روشدر‌این‌بخش‌روش‌پیشنهادی‌از‌جنبه

‌شده‌است.‌

 F1دقت، بازخوانی و  4-7-1

‌ ‌جدول ‌معیار‌1-4در ‌طبق ‌پیشنهادی ‌روش ‌MUC،‌ 𝐵3های ‌‌𝐶𝐸𝐴𝐹𝜙4 و ‌توسط ‌،دقتمقادیر

های‌مطرح‌و‌جدید‌(‌با‌روش𝐶𝐸𝐴𝐹𝜙4و‌‌MUC ‌،𝐵3)میانگین‌خروجی‌سه‌معیار‌Avg.F1بازخوانی‌و‌

شود،‌روش‌پیشنهادی‌مشاهده‌می‌1-4جدول‌در‌که‌‌طور‌همانمقایسه‌شده‌است.‌ ارجاعیتحلیل‌هم

‌بر‌روش ‌یافته‌است‌7/3میاان‌به‌Avg.F1های‌قبلی‌برتری‌دارد‌و‌طبق‌همه‌معیارها .‌درصد‌بهبود

و‌استفاده‌از‌منابع‌‌‌RoBERTaیدهد‌آموزششبکه‌از‌پیش‌از‌استفاده‌‌یه‌واژگان‌باتعب‌،دلیل‌این‌برتری

‌واژگاندانش‌مختلف‌ ‌تعبیه ‌گرفتن ‌نظر ‌در ‌با ‌اطلاعات‌موجودیت‌‌RoBERTaاست. ‌و اطلاعات‌ها

ها‌و‌سیستم‌توانایی‌بالاتری‌در‌تشخیص‌درست‌نامبری‌گرفتهمعنایی‌بهتری‌در‌اختیار‌سیستم‌قرار‌

‌می ‌پیدا ‌عصبی ‌شبکه ‌توسط‌ساختار ‌همچنین ‌‌بازگشتیکند. ‌توسط‌ویژگیدوجهته های‌مفیدتری

های‌دیگر‌نادیده‌گرفته‌‌هایی‌که‌در‌روش‌شود‌نامبریها‌استخراج‌شده‌و‌باعث‌میشبکه‌برای‌نامبری
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‌شوند‌شده ‌گرفته ‌نظر ‌روش‌پیشنهادی‌در ‌در ‌کلمات‌و‌اند، ‌دنباله ‌در ‌مهم ‌کلمه ‌استخراج ‌در ‌زیرا .

ارجاعی‌از‌مکانیام‌توجه‌استفاده‌شده‌است.‌علاوه‌بر‌استخراج‌دانش‌مناسب‌برای‌هر‌یک‌از‌موارد‌هم

ارجاعی‌سیستم‌نسبت‌به‌موارد‌مختلف‌هم‌دانشاست‌‌این،‌استفاده‌از‌منابع‌دانش‌مختلف‌باعث‌شده

 مرجع‌پیدا‌کند.‌های‌همبالا‌رود‌و‌توانایی‌بیشتری‌در‌یافتن‌زنجیره

 CoNLL-2012 shared انگلیسی  پیکرهمجموعه تست روی  یشنهادیروش پ یابیارز جینتا. 1-4 جدول 

task 

MUC B روش
3 𝐂𝐄𝐀𝐅∅𝟒  

 Prec.‌ Rec. F1 Prec.‌ Rec. F1 Prec.‌ Rec. F1 Avg.F1 

[82]  4/81‌ 5/79 4/80 2/72 5/69 8/70 2/68 1/67 6/67 0/73 

[83]  4/85 9/77 4/81 9/77 4/66 7/77 6/70 3/66 4/68 8/73 

[105]  6/82 4/83 0/83 3/73 1/76 7/74 3/72 1/71 7/71 6/76 

‌[84]  7/84 4/82 5/83 5/76 0/74 3/75 1/74 8/69 9/71 9/76 

[106]  8/85‌ 8/84‌ 3/85‌ 3/78‌ 9/77‌ 1/78‌ 4/76‌ 2/74‌ 3/75‌ 6/79‌

[107]  9/85‌ 5/85‌ 7/85‌ 0/79‌ 9/78‌ 0/79‌ 7/76‌ 2/75‌ 9/75‌ 2/80‌

 9/83 3/79 1/77 2/78 1/83 7/81 6/84 2/89 9/87 5/90 روش‌پیشنهادی

 بندی های رتبهمقایسه دقت روش 4-7-2
‌جدول ‌،[‌83و‌46،‌47،‌49]‌بندیرتبه‌یها‌روش‌سایر‌با‌شده‌ارائه‌یبند‌رتبه‌هایروش‌2-‌4در

‌است. ‌سیستم‌به‌مختلف‌های‌یژگیو‌تاریق‌با‌اندکرده‌سعی‌[46]‌همکاران‌و‌وایامن‌مقایسه‌شده

‌بر‌اساس‌ها‌آن‌از‌یک‌هر‌اهمیت‌تا‌،شوند‌دهیوزن‌باید‌هاویژگی‌این.‌دهند‌افاایش‌را‌بندیرتبه‌دقت

‌ینهها‌توابع‌از‌[‌47و‌46]‌عمیق‌یادگیری‌بر‌مبتنی‌بندیرتبه‌هایروش.‌دشو‌نامبری‌مدنظر‌مشخص

‌کند‌یم‌پیچیده‌را‌آموزش‌که‌کنند‌یم‌استفاده‌مراجع‌کاندید‌بندیرتبه‌ابتکاری‌برای ‌ها‌روش‌این.

‌و‌49]‌تقویتی‌یادگیری‌بر‌نیمبت‌یبند‌رتبه‌هایروش‌.هستند‌آموزش‌برای‌بسیاری‌پارامترهای‌دارای
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‌دارند‌معایبی‌نیا‌[83 ‌فرآیندی‌پارامترها‌تنظیم‌و‌هستند‌وابسته‌پارامترها‌به‌شدت‌به‌هاروش‌این.

‌است‌دشوار ‌مقادیر‌است‌ممکن‌،آیند‌یم‌بدست‌خطا‌و‌آزمون‌اب‌پارامترها‌این‌چون‌دیگر،‌طرف‌از.

‌نیاید‌بدست‌هاآن‌برای‌بهینه ‌خاص‌منطق‌یک‌از‌استفاده‌با‌و‌خودکار‌طور‌به‌مقادیر‌این‌بهتر‌است.

‌شود‌یم‌اطلاعات‌رفتن‌دست‌از‌باعث‌هاحالت‌بین‌رابطه‌گرفتن‌نادیده‌همچنین،‌آیند.‌بدست ‌هر.

‌.شود‌یم‌صرف‌یادگیری‌برای‌زیادی‌زمان‌نتیجه،‌در‌و‌دارد‌هجداگان‌صورت‌به‌یادگیری‌به‌نیاز‌حالت

بندی‌مبتنی‌بر‌شبکه‌عصبی‌کوهونن‌دقت‌عملکرد‌بهتری‌نسبت‌به‌شبکه‌عصبی‌پرسپترون‌مدل‌رتبه

‌‌بندی‌دقیقجهت‌رتبه بندی‌مراجع‌کاندید‌رتبه‌برای عصبی، شبکه از استفادهتر‌مراجع‌کاندید‌دارد.

‌دارد. محاسبات انجام زمان در‌کاهش زیادی تأثیر بنابراین ،باشد‌می موازی اجرای مایت دارای

  CoNLL-2012 shared task انگلیسی  پیکرهمجموعه تست روی  بندیهای رتبه. مقایسه روش2-4 جدول 

Method MUC B
3 𝐂𝐄𝐀𝐅∅𝟒  

 Prec.‌ Rec. F1 Prec.‌ Rec. F1 Prec.‌ Rec. F1 Avg.F1 

مبتنی‌بر‌شبکه‌بندی‌رتبه

 کوهونن

3/89 1/85 1/87 4/81 3/78 8/79 1/76 5/76 3/76 06/81 

مبتنی‌بر‌شبکه‌بندی‌رتبه

 پرسپترون

2/88 8/84 5/86 9/80 9/77 4/79 8/76 7/75 2/76 7/80 

[46]  5/77‌ 7/69‌ 4/73‌ 8/66‌ 9/56‌ 5/61‌ 1/62‌ 8/53‌ 7/57‌ 2/64 

[47] 2/76‌ 3/69‌ 6/72‌ 1/66‌ 8/55‌ 5/60‌ 4/59‌ 9/54‌ 1/57‌ 4/63 

[83]  4/85 9/77 4/81 9/77 4/66 7/77 6/70 3/66 4/68 8/73 

[49]  2/79‌ 4/70‌ 6/74‌ 9/69‌ 0/58‌ 4/63‌ 5/63‌ 5/55‌ 2/59‌ 7/65‌

 تعداد و بوده مسئله از شبکه‌مستقل خصوصیات کوهونن، ناظر‌مانند‌شبکه بدون شبکه یریکارگ‌به در

 آموزش‌شبکه جهت ثابت نقاط مجموعه شود.‌همچنین،می نظر‌گرفته در ثابت خروجی لایه هایرونون

 توانمی بنابراین ندارد. بستگی ها‌گاینه به‌تعداد و بوده مسئله از مستقل مجموعه، شود.‌اینمی استفاده

-شبکه کارگیریبه‌در.‌گرفت کار به مختلف مسائل برای و بار چندین را شده آموزش‌داده شبکه یک
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‌ناظر های ‌‌می آموزش های‌مجموعهنمونه تعیین اصلی مسئله مانند‌شبکه‌پرسپترون،‌با  نتایجباشد.

‌ .دباش‌می آموزش های‌نمونه تعیین به وابسته ،ها‌شبکه نوع این از حاصل  آموزش های‌نمونهچنانچه

 در آموزش های‌نمونه تعیین .‌درباشد‌می قبول‌قابل و حاصله‌مناسب نتایج شوند، انتخاب مناسب طور‌به

 .گردد‌یم حاصل بهتری نتایج کنیم، استفاده مسئله اطلاعات بیشتر‌از چه هر ناظر، با های‌شبکه

 روش تعبیه واژگان  تأثیربررسی  4-7-3
‌ ‌میاان ‌بررسی ‌روش‌یرتأثبرای ‌نظیر ‌واژگان ‌تعبیه ‌مختلف ‌RoBERTa،‌ELMoهای ،BERTو‌‌

XLNet‌‌ ‌مقدار ‌روش‌پیشنهادی‌و ‌عملکرد ‌این‌روشAvg.F1بر ،‌ ‌جدول‌‌ها روی‌مجموعه‌‌3-4در

طول‌بردارهای‌استخراج‌شده‌و‌.‌اند‌شدهبا‌یکدیگر‌مقایسه‌‌CoNLL-2012 shared taskتوسعه‌پیکره‌

‌برای‌روش ‌ELMoهای‌درنظر‌گرفته‌شده ،BERT‌ ،XLNet‌‌ ‌‌RoBERTaو ،‌1024به‌ترتیب‌برابر

3072‌ ،1536‌‌ ‌می‌768و ‌روش‌‌طور‌همانباشد. ‌روش‌‌BERTکه‌مشخص‌است‌کارکرد ‌ELMoاز

استفاده‌کرده‌‌BiLSTMو‌شبکه‌‌های‌زبانی‌دوجهتهدر‌ساختار‌خود‌از‌مدل‌ELMoبهتر‌است.‌روش‌

‌در‌اختیازبان های‌نحوی‌و‌معنایی‌وویژگی‌و در‌دو‌مرحله‌BERT دهد.‌سیستم‌قرار‌میر‌شناسی‌را

را‌‌زبان‌یک‌بازنمایش‌تا‌‌کند‌میاستفاده‌‌برچسببدون‌‌یها‌دادهاز‌‌یادی،‌از‌مقدار‌زابتدا،‌کند‌میکار‌

‌پ‌یبه‌روش ‌نام ‌‌شیبدون‌نظارت‌به ‌قبل‌ردیبگ‌ادیآموزش، ‌مدل‌از ‌سپس، ‌د‌آموزش. با‌‌تواند‌مییده

‌کم ‌مقدار ‌از ‌‌یاستفاده ‌زده‌یدهد‌وزشآم‌یها‌دادهاز ‌کارها‌یبرا‌قیدق‌صورت‌به‌،برچسب ‌یانجام

مدل‌‌‌نام‌به‌دیجد‌آموزشیک‌مدل‌پیش‌،.‌اولاٌدو‌دلیل‌دارد‌‌BERTبهترشود.‌عملکرد‌‌میمختلف‌تنظ

1زبان‌)‌پوشش
MLMبینی‌جمله‌بعدیمکانیام‌پیش‌(‌و‌(

2
NSP)‌.برای‌آموزش‌،‌اٌدوم‌ارائه‌داده‌است

BERT‌‌ ‌زاز ‌و‌قد‌یادیتعداد ‌رت‌داده ‌است. دو‌‌یادگیریامکان‌‌MLMمحاسباتی‌بالا‌استفاده‌شده

که‌قبل‌و‌‌یهر‌کلمه‌را‌از‌کلمات‌مفهومتا‌‌دهد‌یمبه‌مدل‌اجازه‌‌یعنی،‌سازد‌یمطرفه‌از‌متن‌را‌ممکن‌

‌ااموزدیب‌شود،‌یمبعد‌از‌آن‌ظاهر‌ ‌زیران‌ریپذامکان‌ELMoکار‌در‌روش‌‌نی. دو‌طرفه‌مدل‌از‌‌یست،

                                                 
1
 Masked Language Model 

2
 Next Sentense Prediction 
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‌م‌عمق‌کم ‌واژگان‌‌ند.کیاستفاده ‌تعبیه ‌از ‌بهتری‌XLNetاستفاده ‌روش‌ عملکرد ‌BERTنسبت‌به

و‌قدرت‌‌تر‌بارگ‌یها‌داده‌،شرفتهیبارگ‌است‌که‌از‌روش‌آموزش‌پ‌دوطرفه‌مبدل‌کی‌XLNetدارد.‌

‌استفاده‌یزبانوظیفه‌‌بیستدر‌‌‌BERTینیب‌شیپ‌یارهایبهتر‌از‌به‌مع‌یابیدست‌یبرا‌شتریب‌یمحاسبات

‌بهبو‌یبرا‌.کندمی ‌معرف‌1جایگشتی‌یزبان‌یسازمدل‌XLNetد‌آموزش، کند،‌که‌در‌آن‌همه‌یم‌یرا

‌ایم‌ینیبشیپ‌یتصادف‌صورتبه‌هاتوکن که‌در‌آن‌‌،است‌‌BERTدر‌MLMبرخلاف‌مدل‌‌نیشوند.

‌یسنت‌یزبان‌یهابرخلاف‌مدل‌همچنینشده‌است.‌‌ینیبشپیدار‌پوشش‌هایتوکن‌درصدپاناده‌فقط‌

روش‌‌نیا‌شدند.می‌ینیبشیپ‌یبیترت‌صورت،‌بهیتصادفروش‌‌جای‌به‌هاتوکنهمه‌ها‌در‌آن‌است‌که

‌ب‌دوطرفهکند‌تا‌روابط‌یبه‌مدل‌کمک‌م درک‌کلمات‌بهتر‌‌نیو‌روابط‌ب‌یوابستگ‌نیبنابرا‌،اموزدیرا

‌بر‌اکندمی ‌علاوه ‌نی. ‌قرار‌گرفت‌هیپا‌یمعمار‌عنوان‌به‌‌XLمبدل، ‌که‌حته‌استمورد‌استفاده در‌‌ی،

‌عدم ‌‌صورت ‌از ‌مبتناستفاده ‌جا‌یآموزش ‌خوبگشتیبر ‌عملکرد ‌‌این‌ی، ‌روش‌دارد. ‌نهایت در

RoBERTaروش‌‌ ‌تمام ‌از ‌عمل‌میبهتر ‌واژگان ‌‌،کندهای‌تعبیه ‌روند‌‌RoBERTaزیرا برای‌بهبود

‌ ‌‌‌NSPفهیوظآموزش، ‌از ‌همچناست‌حذف‌کرده‌BERTآموزش‌پیشرا ‌آموزش‌‌نی. ‌روش‌از این

را‌بهبود‌‌XLNetروش‌‌معماری‌RoBERTa،‌روش‌علاوه‌بر‌این‌.ه‌استاستفاده‌کرد‌تر‌بارگ‌ایدسته

‌توانسته‌است‌ویژگی ‌و ‌این‌روش‌‌های‌بهتری‌نسبت‌به‌این‌روشداده های‌در‌اکثر‌زمینهارائه‌دهد.

‌‌کند.میی‌ارائه‌قبول‌قابلپردازش‌متن‌نتایج‌

 CoNLL-2012 shared task انگلیسی پیکرهتوسعه مجموعه ی تعبیه واژگان روی ابیزار جینتا. 3-4 جدول 

∆ Avg. F1 ‌

‌(RoBERTaتعبیه‌واژه‌(مدل‌پیشنهادی‌‌‌6/83

5/3- ‌‌XLNetتعبیه‌واژه‌‌1/80 

3/6-  BERTتعبیه‌واژه‌‌3/77 

4/8-  ELMoتعبیه‌واژه‌‌2/75 

                                                 
1
 permutation language modeling 
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 های نامدار قدرت تشخیص موجودیت 4-7-4
تشزخیص‌‌در‌زمینزه‌‌‌هزای‌مختلزف‌بزه‌سیسزتم‌‌‌‌قابلیزت‌عملکرد‌افاودن‌جهت‌سنجش‌‌1-‌4در‌شکل

شزده‌‌‌نمزایش‌داده‌‌CoNLL-2012 shared taskروی‌پیکره‌توسزعه‌‌‌‌F1امتیاز‌،های‌نامدارموجودیت

‌1-4شزود.‌بزا‌توجزه‌بزه‌‌شزکل‌‌‌‌‌‌(‌محاسزبه‌مزی‌‌28-4(‌و‌)27-4و‌بازخوانی‌طبق‌روابط‌)‌دقتاست.‌

بزرازش‌و‌‌منابع‌دانش،‌بزیش‌‌،هااطلاعات‌موجودیتی‌واژگان،‌بردار‌تعبیه‌افاودنمشخص‌است،‌که‌با‌

‌افاایش‌یافته‌است.‌‌F1و‌در‌نتیجه‌‌ها‌یتموجود‌تشخیصدقت‌‌GRUیک‌لایه‌اضافه‌

(‌4-27)‌
دقت =

هایموجودیت درست استخراج شده   تعداد 

هایموجودیت استخراج شده  تعداد کل 
 

(‌4-28)‌
بازخوانی =

تخراجاس شده  هایموجودیت درست  تعداد 

هایموجودیت درست   تعداد کل 
 

هرچه‌میاان‌اطلاعاتی‌که‌از‌ظاهر،‌معنا‌و‌ساختار‌واژگان‌در‌قالب‌بردارهای‌بازنمایش‌بزه‌شزبکه‌وارد‌‌‌

گردد.‌افاایش‌میاان‌نیا‌بیشتر‌می‌F1تبع‌آن‌کند‌و‌بهنیا‌افاایش‌پیدا‌می‌دقتشود،‌افاایش‌یابد،‌می

‌GRUو‌یک‌لایه‌‌Bi-GRUمحتوای‌متنی‌که‌واژگان‌در‌آن‌قرار‌گرفته‌است‌با‌استفاده‌از‌‌اطلاعات‌از

 یابد.‌نیا‌افاایش‌می‌F1آن‌‌تبع‌بهگردد‌و‌می‌بازخوانیبر‌روی‌خروجی‌آن،‌موجب‌افاایش‌

 

 CoNLL-2012 shared taskپیکره توسعه روی  پیشنهادی شرو های مختلفحالتدر  F1. 1-4 شکل 

79.52 

81.92 

87.12 

88.63 

89.3 

74 76 78 80 82 84 86 88 90 92

F1

RoBERTa-Entity level information-Knowledge resources-Dropout-BiGRU-GRU-Softmax

RoBERTa-Entity level information-Knowledge resources-Dropout-BiGRU-Softmax

RoBERTa-Entity level information-Knowledge resources-BiGRU-Softmax

RoBERTa-Entity level information-BiGRU-Softmax

RoBERTa-BiGRU-Softmax
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‌1موجزود‌های‌های‌نامدار،‌آن‌را‌با‌روشجهت‌ارزیابی‌عملکرد‌روش‌پیشنهادی‌در‌شناسایی‌موجودیت

محاسبه‌شده‌است.‌‌(28-4(‌و‌)27-4)و‌بازخوانی‌توسط‌روابط‌‌دقت.‌کردیممقایسه‌نیا‌‌در‌این‌زمینه

سزاختار‌شزبکه‌‌‌ها‌و‌منابع‌دانش‌مختلزف‌تحزت‌‌‌اطلاعات‌موجودیتاز‌آنجا‌که‌در‌روش‌پیشنهادی‌از‌

ها‌استفاده‌شده‌و‌این‌نزوع‌شزبکه‌قابلیزت‌اسزتخراج‌‌‌‌‌در‌شناسایی‌نامبری‌یدهد‌آموزشعصبی‌از‌پیش‌

‌ها‌دارد.‌ها‌را‌دارد؛‌عملکرد‌بهتری‌در‌مقایسه‌با‌سایر‌روشها‌از‌موجودیتخودکار‌ویژگی

برای‌روش‌پیشنهادی‌در‌مقایسزه‌بزا‌‌‌‌Avg.F1،‌نشان‌داده‌شده‌است‌2-4که‌در‌شکل‌‌گونه‌همان      

-هزای‌زبزانی‌توسزط‌روش‌پزیش‌‌‌‌یافته‌است؛‌زیرا‌استفاده‌از‌مدلدرصد‌بهبود‌‌‌04/7،قبلیهای‌‌روش

آموزش‌استفاده‌شده‌و‌تعبیه‌درست‌واژگان،‌اطلاعات‌معنایی‌خوبی‌رو‌در‌اختیزار‌سیسزتم‌قزرار‌داده‌‌‌‌

 است.‌

‌
 English Gigawordهای نامدار روی پیکره دقت و بازخوانی در تشخیص موجودیت. 2-4 شکل 

                                                 
1
http://nlp.stanford.edu/, http://opennlp.apache.org/, http://alias-i.com/lingpipe/, 

http://sites.google.com/site/massiciara/, http://afner.sourceforge.net/afner.html, http://www.alchemyapi.com  

Proposed

method
Stanford-NLP OpenNLP LingPipe

SupersenseTag

ger

F1 88.19 81.15 76.69 60.07 71.95

Recall 82.28 75.21 71.16 54.21 69.05

Precision 95.01 88.12 83.15 67.34 75.11
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 قدرت تشخیص نامبری بر اساس طول دنباله کلمات 4-7-5
روش‌پیشنهادی‌از‌میان‌دنباله‌کلمات‌و‌بر‌اساس‌تعداد‌کلمزات‌‌‌دقت‌تشخیص‌نامبری‌3-4در‌شکل‌

روی‌پیکره‌توسعه‌‌[82]و‌لی‌و‌سایرین‌‌[105]گلوبرسون‌و‌‌های‌کانتورموجود‌در‌دنباله‌با‌سایر‌روش

CONLL-2012 shared task‌‌‌‌‌.شزود،‌دقزت‌روش‌‌‌‌کزه‌مشزاهده‌مزی‌‌‌‌طزور‌‌همزان‌مقایسزه‌شزده‌اسزت

‌ها‌بالاتر‌است.‌از‌سایر‌روش‌یشنهادیپ

 

 CONLL-2012 shared پیکره توسعهروی  . نرخ تشخیص نامبری برحسب طول دنباله کلمات3-4 شکل 

task  

کزاهش‌چشزمگیری‌دارد‌امزا‌در‌‌‌‌ ها‌دقت‌تشخیص‌نامبری‌با‌افاایش‌طول‌دنباله‌کلماتدر‌سایر‌روش

هایی‌با‌طزول‌بزیش‌از‌پزنج‌‌‌‌روش‌پیشنهادی‌دقت‌تشخیص‌نامبری‌کاهش‌اندکی‌دارد‌و‌‌برای‌دنباله

سزایرین‌‌‌کلمه‌کاهش‌دقت‌ناچیا‌است.‌روش‌کانتور‌و‌گلوبرسون‌عملکرد‌بهتری‌نسبت‌به‌روش‌لی‌و

بزرای‌‌‌تزری‌‌یزق‌دقاستفاده‌کرده‌اسزت‌و‌بازنمزایش‌‌‌ ELMo جایبه‌BERTدارد،‌زیرا‌از‌تعبیه‌واژگان‌

هایی‌طلایزی‌و‌‌همپوشانی‌زیادی‌بین‌نامبرینیا،‌دنباله‌کلمات‌ارائه‌داده‌است.‌در‌روش‌لی‌و‌سایرین‌

در‌مجموعزه‌‌نزامبری‌‌‌394نزامبری‌)‌‌1059مجموعه‌توسعه‌وجود‌دارد.‌مدل‌پیشزنهادی‌قزادر‌اسزت‌‌‌‌

-طور‌درست‌شناسایی‌کند‌که‌روشنامبری‌که‌در‌مجموعه‌آموزش‌وجود‌ندارند.(‌را‌به‌665آموزش‌و‌

های‌کانتور‌و‌گلوبرسون‌‌و‌لی‌و‌سایرین‌قادر‌به‌این‌میاان‌تشخیص‌درست‌نیستند.‌همچنزین‌طبزق‌‌‌

85.4 

72.1 
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60.2 
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د.‌علاوه‌بر‌ایزن،‌‌های‌دیده‌نشده‌در‌مجموعه‌آموزش‌نیا‌قابل‌تشخیص‌هستنینامبر‌شده‌ارائهساختار‌

های‌طلایی‌نیا‌بر‌نرخ‌تشخیص‌نامبری‌بررسی‌شد‌و‌به‌این‌نتیجه‌رسزیدیم‌کزه‌‌‌افاودن‌نامبری‌تأثیر

روش‌پیشنهادی‌عملکرد‌بهتری‌نسبت‌به‌دو‌روش‌دیگر‌دارد.‌‌علت‌برتری‌روش‌پیشنهادی‌استفاده‌از‌

‌RoBERTaواژگزان‌‌دوجهته‌جهت‌استخراج‌دنباله‌کلمات‌است.‌همچنین‌تعبیزه‌‌‌GRUشبکه‌عمیق‌

‌دهد.اطلاعات‌معنایی‌دقیقی‌در‌اختیار‌سیستم‌قرار‌می

-CONLL یها کرهیپمنابع دانش مختلف در  تأثیربررسی  4-7-6

2012 shared task  وi2b2 
تک‌این‌منزابع‌را‌از‌‌هریک‌از‌منابع‌دانش‌بر‌عملکرد‌مدل‌پیشنهادی،‌تک‌تأثیرجهت‌بررسی‌میاان‌     

دقزت‌روش‌پیشزنهادی‌روی‌دو‌‌‌‌هزا‌‌آندیم‌که‌با‌حزذف‌هریزک‌از‌‌‌مدل‌حذف‌کردیم‌و‌بررسی‌که‌کر

‌4-4کزه‌در‌جزدول‌‌‌‌طور‌همانکند.‌چه‌تغییری‌می ‌i2b2و‌‌CONLL-2012 shared taskپایگاه‌داده‌

-ای‌خاص‌عملکرد‌متغیری‌دارد.‌برای‌مثال،‌وجود‌دانش‌زبانمشخص‌است،‌هر‌نوع‌دانش‌روی‌پیکره

هزا‌دارد.‌‌را‌نسزب‌بزه‌بقیزه‌دانزش‌‌‌‌‌تزأثیر‌بزالاترین‌‌‌CONLL-2012 shared taskشناسزی‌‌در‌پیکزره‌‌‌

منفزی‌را‌بزر‌عملکزرد‌مزدل‌‌‌‌‌‌تزأثیر‌حذف‌دانش‌پاشزکی‌بیشزترین‌‌‌ i2b2 که‌در‌پیکره‌پاشکی‌یدرحال

 گذارد.پیشنهادی‌می

 i2b2و  CoNLL-2012 shared taskحذف منابع دانش روی پیکره  جینتا. 4-4 جدول 

i2b2 CONLL-2012   
∆𝐹1 F1‌∆𝐹1 F1 ‌

‌ طور‌کامل‌مدل‌به‌‌3/97‌-‌9/83-

2/0-‌1/97‌8/3-‌1/80‌OMCS دانش‌‌  

  دانش‌پاشکی‌8/0-‌5/96‌8/4-‌1/79

  شناسیدانش‌زبان‌2/0-‌1/97‌6/5-‌3/78

 دانش‌لغوی‌5/0-‌8/96‌1/5-‌8/78
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 بازگشتیهای عصبی عمیق توانایی شبکه 4-7-7

استخراج‌دنبالزه‌کلمزات‌از‌تعبیزه‌واژگزان‌ورودی‌از‌‌‌‌‌اشاره‌شد،‌جهت‌‌2-2-3که‌در‌بخش‌‌رطو‌همان

،‌RNNهزای‌‌استفاده‌شده‌است،‌جهت‌بررسی‌کارایی‌این‌شبکه‌عملکرد‌شزبکه‌دوجهته‌‌GRUشبکه‌

LSTMو‌‌LSTMهزای‌‌قزدرت‌ایزن‌شزبکه‌‌‌‌5-4دوجهته‌نیا‌در‌این‌زمینزه‌بررسزی‌شزد.‌در‌جزدول‌‌‌‌‌‌

‌GRUکه‌مشخص‌اسزت‌شزبکه‌‌‌‌طور‌هماناله‌کلمات‌نشان‌داده‌شده‌است.‌در‌استخراج‌دنب‌بازگشتی

های‌طولانی‌دارد.‌در‌بعضزی‌‌دوجهته‌دارای‌عملکرد‌بهتر‌است‌و‌توانایی‌بالاتری‌در‌استخراج‌وابستگی

نتزایج‌بهتزری‌‌‌‌LSTMهزای‌‌اند‌نسبت‌به‌شزبکه‌توانسته‌GRUهای‌های‌پردازش‌متن‌نیا‌شبکهزمینه

-های‌فراموشی‌و‌ورودی‌در‌گیزت‌بزه‌‌ها‌گیترتری‌این‌است‌که‌در‌این‌شبکهتولید‌کنند،‌دلیل‌این‌ب

‌شود.‌همچنین‌استفاده‌از‌تعبیهها‌می‌اند،‌که‌باعث‌بالاتر‌رفتن‌سرعت‌عملکرد‌آنروزرسانی‌ادغام‌شده

-باعث‌شده‌است‌که‌اطلاعات‌معنایی‌بهتری‌در‌اختیار‌این‌شبکه‌قرار‌گیرد‌و‌بزه‌‌RoBERTaواژگان‌

ها‌دنباله‌کلمات‌بزا‌سزرعت‌بزالاتری‌اسزتخراج‌شزود؛‌در‌نتیجزه‌‌‌‌‌‌‌دلیل‌داشتن‌سرعت‌بالای‌این‌شبکه

‌.‌‌شودسیستم‌بهبود‌داده‌می‌عملکردشده‌و‌‌استخراجها‌با‌دقت‌بالاتر‌نامبری

 بازگشتیعصبی عمیق  هایتوانایی استخراج دنباله کلمات توسط شبکه .5-4 جدول 

F1 Rec. Prec.  بازگشتیشبکه 

12/81‌13/83‌22/79‌RNN ‌

67/83‌99/85‌49/81‌LSTM  ‌

39/89‌90/93‌31/85‌Bidirectional LSTM  

37/87‌82/90‌19/84‌GRU 

76/93‌95/97‌93/89‌Bidirectional GRU 

 یها دادهارزیابی عملکرد روش پیشنهادی با استفاده از  4-7-8

 تلفآموزشی مخ
مختلف‌آمزوزش‌‌‌یها‌دادهتوسط‌‌[82]‌همکارانعملکرد‌روش‌پیشنهادی‌و‌روش‌لی‌و‌‌6-‌4در‌جدول

های‌آمزوزش‌از‌‌که‌دادهکه‌مشخص‌است‌هر‌دو‌روش‌زمانی‌طور‌همانو‌تست‌نمایش‌داده‌شده‌است.‌
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است،‌عملکرد‌ضعیفی‌دارند.‌ایزن‌‌‌CoNLL-2012 shared taskهای‌تست‌از‌پیکره‌و‌داده‌i2b2پیکره‌

کزه‌‌دارد.‌زمزانی‌‌CoNLL-2012 shared taskکمزی‌در‌پیکزره‌‌‌‌أثیرتز‌دهد‌که‌دانش‌پاشکی‌می‌نشان

باشزند،‌روش‌‌‌i2b2های‌تست‌از‌پیکره‌و‌داده‌CoNLL-2012 shared taskهای‌آموزش‌از‌پیکره‌داده

دهنزده‌توانزایی‌‌‌دارد‌که‌نشان‌همکاراندر‌مقایسه‌با‌روش‌لی‌و‌‌+(2/9)ی‌قبول‌قابلپیشنهادی‌عملکرد‌

 ه‌است.منابع‌دانش‌در‌این‌پیکر

 های آموزشی مختلف توسط دادهو روش پیشنهادی  همکاران. ارزیابی عملکرد روش لی و 6-4 جدول 

 

 روش های آموزشداده های آزمایشداده

i2b2 CoNLL-2012  

7/76 0/73 CoNLL-2012  همکارانروش‌لی‌و‌  

8/93 4/21 i2b2 

9/85 9/83 CoNLL-2012  روش‌پیشنهادی 

3/97 8/46 i2b2 

 

8-4 گیری نتیجه 
ی‌پیشین‌نسبت‌بزه‌روش‌پیشزنهادی‌دقزت‌‌‌‌ها‌روش،‌ها‌و‌نتایج‌مشخص‌استدر‌ارزیابیکه‌‌طور‌همان

مرجع‌بودن‌کمزک‌زیزادی‌بزه‌‌‌‌های‌همزمجیره‌تشخیص‌درستدرک‌درست‌مفاهیم‌و‌‌.دارند‌کمتری

‌[110]‌،‌ترجمه‌ماشینی[109]‌،‌پرسش‌و‌پاسخ[108]‌سازیصههایی‌نظیر‌خلابهبود‌عملکرد‌سیستم

هزا‌‌‌در‌ترجمه‌ماشینی،‌جایگاینی‌ضزمایر‌بزا‌مراجزع‌آن‌‌‌‌مثال‌عنوان‌به.‌[112و‌ 111]‌کندو‌غیره‌می

‌بسیار‌مهم‌است.

‌  
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5فصل  دستاوردهای پژوهش و پیشنهاداتی برای تحقیقات آتی: 
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1-5  ژوهشدستاوردهای پ 
‌

چند‌بعد‌ارجاعی‌در‌های‌جدید‌تحلیل‌همی‌مناسبی‌بین‌روش‌پیشنهادی‌و‌روش‌،‌مقایسه‌4در‌فصل

بنزدی‌چنزد‌شاخصزه‌‌‌‌رتبزه‌هزای‌‌روشارجاعی،‌دقت‌های‌همدر‌تشخیص‌زنجیره‌Avg.F1بهبود‌‌نظیر

‌غیزره‌هزای‌نامزدار‌و‌‌‌های‌مختلف‌تعبیه‌واژگان،‌قدرت‌تشخیص‌موجودیت،‌میاان‌تأثیر‌روششده‌ارائه

نسزبت‌بزه‌سزایر‌‌‌‌‌روش‌پیشنهادی‌با‌کمترین‌میزاان‌خطزا‌‌همانطور‌که‌نشان‌داده‌شد،‌صورت‌گرفت.‌

های‌هم‌مرجع‌در‌دقت‌تشخیص‌زنجیرهکند.‌مدیریت‌می‌یخوب‌بهارجاعی‌را‌تحلیل‌هم‌مسئله،‌هاروش

بتنزی‌‌مبنزدی‌‌درصد‌بهبود‌داد.‌همچنین‌روش‌رتبه‌7/3را‌به‌میاان‌‌‌Avg.F1معیار‌،روش‌پیشنهادی

-داشت‌و‌روشپرسپترون‌‌بندی‌مبتنی‌بر‌شبکهعملکرد‌بهتری‌نسبت‌به‌روش‌رتبه‌بر‌شبکه‌کوهونن

در‌تشزخیص‌‌‌بندی‌عملکزرد‌بهتزری‌داشزتند.‌‌‌های‌رتبهبندی‌ارائه‌شده‌نسبت‌به‌سایر‌روشهای‌رتبه

درصزد‌‌‌04/7هزای‌قبلزی‌‌‌‌روش‌پیشنهادی‌در‌مقایسزه‌بزا‌روش‌‌‌‌Avg.F1یارمع‌،های‌نامدارموجودیت

ها‌مشخص‌شد‌که‌افزاایش‌طزول‌دنبالزه‌کلمزات‌تزأثیر‌چنزدانی‌در‌‌‌‌‌‌‌در‌تشخیص‌نامبریبهبود‌یافت.‌

-کاهش‌دقت‌تشخیص‌ندارد.‌در‌بررسی‌میاان‌تأثیر‌منابع‌دانش‌مختلف‌مشخص‌شد‌که‌دانش‌زبزان‌

 CONLL-2012در‌بهبود‌عملکرد‌روش‌پیشنهادی‌روی‌پیکره‌‌یتر‌مهمنقش‌‌،دانش‌لغویشناسی‌و‌

shared taskسیسزتم‌برای‌ارتقاء‌عملکزرد‌‌توان‌از‌آن‌می‌شده‌ارائهدارند.‌با‌توجه‌به‌دقت‌بالای‌مدل‌‌-

‌سازی‌متون،‌ترجمزه‌ماشزینی‌و‌پرسزش‌و‌پاسزخ‌‌‌‌‌نظیر‌استخراج‌اطلاعات،‌خلاصههای‌مبتنی‌بر‌متن‌

توان‌از‌آن‌در‌جهت‌بهبود‌تجهیا‌مدل‌پیشنهادی‌به‌دانش‌پاشکی،‌می‌دلیلبهاستفاده‌کرد.‌همچنین‌

نی‌بر‌متن‌استفاده‌کرد‌و‌در‌مواردی‌نظیر‌تشخیص‌بیماری،‌تزداخل‌داروهزا‌و‌‌‌بردهای‌پاشکی‌مبتکار

‌از‌آن‌استفاده‌کرد.‌غیره
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2-5 آتی تحقیقاتپیشنهاداتی برای  
هزای‌تحلیزل‌مرجزع‌از‌‌‌‌با‌توجه‌به‌اینکه‌لازم‌است‌برای‌دستیابی‌به‌سطح‌کارایی‌بیشزتر‌در‌سیسزتم‌‌

ای‌این‌دانش‌را‌به‌وجود‌ود،‌روش‌پیشنهادی‌توانست‌تا‌اندازهاستفاده‌ش‌دانش‌جهانیدانش‌معنایی‌و‌

در‌سیستم‌تحلیل‌مرجع‌به‌کار‌ببندد.‌با‌وجود‌بهبودی‌که‌روش‌پیشنهادی‌در‌کزارایی‌‌‌آن‌راآورده‌و‌

اما‌این‌مسیر‌تحقیقاتی‌باز‌هزم‌جزای‌کزار‌و‌بهبزود‌دارد.‌‌‌‌‌‌،سیستم‌تحلیل‌مرجع‌به‌وجود‌آورده‌است

‌عبارتند‌از:‌،ای‌آتی‌این‌پژوهش‌متصور‌هستندکاره‌عنوان‌بهمواردی‌که‌

 روی‌زبزان‌‌‌شزده‌‌انجزام‌سازی‌این‌روش‌روی‌زبان‌فارسی:‌با‌توجه‌به‌حجزم‌کمتزر‌کزار‌‌‌‌پیاده

 باشد.فارسی‌یک‌ایده‌خوب‌اعمال‌این‌روش‌به‌زبان‌فارسی‌می

 تر‌جهت‌استفاده‌از‌مزدل‌پیشزنهادی‌در‌‌‌توان‌از‌منابع‌دانش‌تخصصی:‌میبهبود‌پایگاه‌دانش

‌های‌خاص‌استفاده‌کرد.زمینه

 ایرتبهو‌مدل‌‌نامبری-نامبری‌بجای‌مدل‌زوج-استفاده‌از‌مدل‌موجودیت‌

 هزای‌‌:‌تکنیزک‌هزا‌ویژگزی‌‌دهی‌دقیق‌بزه‌دهی‌مختلف‌جهت‌وزنهای‌وزناستفاده‌از‌تکنیک

هزایی‌‌دهی‌به‌ویژگزی‌جهت‌وزن‌غیرهدهی‌بردار‌ویژه،‌روش‌فازی‌و‌مختلفی‌نظیر‌روش‌وزن

ها‌توان‌از‌هر‌یک‌از‌این‌تکنیکشوند،‌وجود‌دارد.‌میستی‌به‌سیستم‌اضافه‌مید‌صورت‌بهکه‌

 مقایسه‌کرد.‌های‌مختلف‌در‌حالتاستفاده‌کرد‌و‌عملکرد‌سیستم‌را‌

 گیری‌چندشاخصه‌فازیهای‌تصمیماستفاده‌از‌تکنیک‌‌ 

 ارجاعی‌های‌ترکیبی‌جهت‌عملکرد‌سیستم‌تحلیل‌همارائه‌مدل‌ 

 های‌جدید‌یادگیری‌عمیقو‌تکنیک‌بازگشتیهای‌عصبی‌عمیق‌هاستفاده‌از‌دیگر‌شبک‌ 

 مرجعهای‌همجهت‌بهبود‌دقت‌شناسایی‌زنجیره‌پایگاه‌دانش‌زوج‌افعال‌مرتبط‌استفاده‌از‌

‌

‌
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 پیوست
‌فارسی‌به‌انگلیسی‌نامه‌واژه

 Anaphor ...……………………………… نامبری‌وابسته

 

 

 

 

A 

 

 

 

 

 

 

 anaphora resolution ...……………………………… تحلیل‌ضمیر

 anaphoric filter ...……………………………… فیلتر‌شناسایی‌نامبری‌وابسته

 anaphoricity ...……………………………… وابسته‌بودن‌نامبری‌

 animacy ...……………………………… جاندار‌بودن

 animacy agreement ...……………………………… توافق‌جانداری

 annotation ...……………………………… نویسیحاشیه

 antecedant ...……………………………… مقدم

 appositive ...……………………………… بدل

 bootstrap ...……………………………… انداز‌خودراه
B 

 bridging ...……………………………… مجاز‌مرسل

 cataphor ...……………………………… اشاره‌به‌جلو

C 

 causative ...……………………………… علیت

 centering theory ...……………………………… تئوری‌مرکایت

 chunking ...……………………………… بندیقطعه

 classification ...……………………………… بندیرده

‌بستار ………………………………... clause 

 cluster-level features ...……………………………… ی‌سطح‌خوشههاویژگی

 coherent ...……………………………… انسجام

 concept ...……………………………… مفهوم

 constituent ...……………………………… جاء

 constituent parse ...……………………………… ایتجایه‌سازه

 constituent parse tree ...……………………………… ایسازهدرخت‌تجایه‌

 constraints and preferences ...……………………………… تقدم‌هاها‌و‌محدودیت

 context ...……………………………… بافتار

 coreference ...……………………………… ارجاعیهم

 coreference module ...……………………………… ‌ارجاعیهم‌پیمانه

 coreference resolution ...……………………………… تحلیل‌مرجع‌
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 coreferent ...……………………………… مرجعهم

 corpora/ corpus ...……………………………… پیکره

 data driven approaches ...……………………………… رویکرد‌داده‌گرا

 

 

 

 

D 

 

 

 

 

 

 

 

 

 

 

 

 dependency parse ...……………………………… وابستگی‌تجایه

 dependency parse tree ...……………………………… درخت‌تجایه‌وابستگی

 description logic ...……………………………… منطق‌توصیفی

 determiner ...……………………………… تعریف‌کننده

 deverbal nouns ...……………………………… اسمیهای‌گااره

 ...……………………………… صورت‌ظاهری‌متفاوت
different surface 

realizations 

 discourse ...……………………………… گفتمان

 discourse connectives ...……………………………… ربط‌گفتمان

 discourse knowledge ...……………………………… دانش‌گفتمان

 discourse structure ...……………………………… ساختار‌گفتمان

 discriminative ...……………………………… متمایا‌کننده

 disjoint ...……………………………… متمایا

 distributional Hypothesis ...……………………………… فرضیه‌توزیعی

 distributional Memory ...……………………………… حافظه‌توزیعی

 ...……………………………… مدل‌معنایی‌توزیعی
distributional semantic 

models 

 eager ...……………………………… مشتاق

E 

 end-to-end system ...……………………………… کامل‌ارجاعیهمسیستم‌

 entity ...……………………………… موجودیت

 entity-mention model ...……………………………… مدل‌موجودیت‌نامبری‌

 evidence ...……………………………… شاهد

 expectation ...……………………………… انتظار

 expletive pronouns ...……………………………… ضمیر‌جاپرکن

 expressive ...……………………………… مبیّن

‌واقعیت ………………………………... fact 

F 

 false negative ...……………………………… منفی‌نادرست

 false positive ...……………………………… مثبت‌نادرست

 feature ...……………………………… ویژگی‌

 feature selection ...……………………………… گاینش‌ویژگی

 fiber ...……………………………… فایبر
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 first order logic ...……………………………… ی‌اول‌منطق‌مرتبه

‌تمرکاتئوری‌ ………………………………... focusing theory 

 frame ...……………………………… قاب

 gazeeteer ...……………………………… اطلس

G شرح ………………………………... gloss 

 gold-standard ...……………………………… تاندارد‌طلاییاس

  head ...……………………………… کلمه‌سر

H 

 

 holonym ...……………………………… نام‌کل

 homonymy ...……………………………… نامی‌هم

 individual ...……………………………… نمونه

I 

 inference ...……………………………… استنتاج

 information retrieval ...……………………………… بازیابی‌اطلاعات

 instance checking ...……………………………… بررسی‌نمونه

 intersentential ...……………………………… بین‌جمله‌ای

 intrasentential ...……………………………… درون‌جمله‌ای

 isolated mentions ...……………………………… /‌تکی‌مناویهای‌نامبری

  joint ...……………………………… توامان

J نتاج‌تواماناست ………………………………... joint inference 

 lexico-syntactic ...……………………………… لغوی‌نحوی

 

 

 

L 

 

 

 

 linguistics-based methods ...……………………………… زبانیهای‌روش

 link-based measure ...……………………………… ربطمبتنی‌بر‌‌مقیاس 

 ...……………………………… ربطمبتنی‌بر‌‌سنجه 
link-based performance 

metrics 

 linked data ...……………………………… های‌متصلداده

 linking ...……………………………… اتصال

 logical connective ...……………………………… ی‌منطقی‌دهنده‌اتصال

 ...……………………………… یادگیری‌ماشینیهای‌روش
machine learning-based 

methods M 

 

 

 

 

 

 

 

 

 

 

 markable ...……………………………… نامبری‌

 mention  ...……………………………… نامبری‌

 markov logic network ...……………………………… شبکه‌منطق‌مارکف

 matricization ...……………………………… ماتریسی‌کردن

 meaning representation ...……………………………… بازنمایی‌معنا

 ...……………………………… نامبری-مدل‌زوج
mention-pair (pairwise) 

model 
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 meronym ...……………………………… زیرنوع

 modifier ...……………………………… تعریف‌کننده

 morphological process ...……………………………… فرایندهای‌ساختواژی

 multi-mention entity ...……………………………… موجودیت‌دارای‌چند‌نامبری‌

 narrative schema ...……………………………… شمای‌روایی

 

 

 

N 

 

 

 

 

 negative instance ...……………………………… منفیهای‌نمونه

تشخیص‌دهنده‌موجودیت‌

 نامدار

………………………………... NER 

 nominal mention ...……………………………… نامبری‌عبارت‌اسمی

 non-anaphoric ...……………………………… غیر‌وابسته

 noun phrase ...……………………………… عبارت‌اسمی

 NP extractor ...……………………………… عبارات‌اسمی‌استخراجگر

 null anaphora or ellipsis ...……………………………… حذف‌به‌قرینه‌معنوی

 on demand ...……………………………… بر‌تقاضا
 

 

O 

 ontology ...……………………………… نگارهستان

 ontology population ...……………………………… نگارمقداردهی‌به‌هستان

 ...……………………………… مبری‌مدل‌زوج‌نا
pairwise/mention-pair 

model 

 

 

 

 

 

 

P 

 

 

 

 

 

 

 paraphrase ...……………………………… بازگویی

 part of speech ...……………………………… اجاای‌کلام

 participant ...……………………………… کنندهشرکت

 passive voice ...……………………………… مجهول

 penn treebank ...……………………………… بانک‌درخت‌پن

 phrase ...……………………………… عبارت

 polysemy ...……………………………… چندمعنایی

 POS tagging ...……………………………… برچسب‌زنی‌اجاای‌کلام

 positive instance ...……………………………… مثبتهای‌نمونه

 ...……………………………… آرگومان-گاارهساختار‌
predicate-Argument 

Structure (PAS) 

 predicative adjectives ...……………………………… صفتیهای‌گااره

 ...……………………………… کاپولا
predicate nominative یا  

capula 

 Query Q ...……………………………… وجوپرس

 ranking model ...……………………………… ایمدل‌رتبه

R نادیکی‌مکانی ………………………………... recency 

 referring expression ...……………………………… عبارت‌ارجاعی‌یا‌نامبری‌
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 recency information ...……………………………… اطلاعات‌نادیکی‌مکانی

 reflexive ...……………………………… بازتابی

 relation ...……………………………… رابطه

 relation discovery ...……………………………… کشف‌رابطه

 ...……………………………… پیوستگی‌گفتمان
rhetorical and discourse 

coherence 

 role ...……………………………… نقش

 rule based ...……………………………… قاعدهمبتنی‌بر‌

 seed ...……………………………… بذر،‌هسته

S 

 selectional preference ...……………………………… ترجیح‌انتخابی

 selectional restriction ...……………………………… محدودیت‌انتخابی

 self-supervised ...……………………………… خودناظر

 semantic analysis ...……………………………… تحلیل‌معنایی

 semantic role labeling ...……………………………… برچسب‌زنی‌نقش‌معنایی

 sense ...……………………………… بارواژه

 sentence segmentation ...……………………………… تفکیک‌جملات

 sentence splitter ...……………………………… کننده‌جمله‌جدا

 sequence labeling ...……………………………… برچسب‌زنی‌دنباله

 singleton entity ...……………………………… موجودیت‌تکی

 slot ...……………………………… شکاف

 sparse ...……………………………… خلوت

 SRL ...……………………………… برچسب‌نقش‌معنایی

 stemmer ...……………………………… ریشه‌یاب

 subsequent mention ...……………………………… بعدیهای‌رینامب

 subsumption ...……………………………… شمول

 supervised ...……………………………… با‌ناظر

 symmetric ...……………………………… متقارن

 syntactic frames ...……………………………… قاب‌نحوی

 system mention ...……………………………… نامبری‌سیستمی

  template ...……………………………… قالب

 

 

 

 

T 

 

 

 temporal direction ...……………………………… جهت‌زمانی

‌اصطلاح ………………………………... term 

 theme ...……………………………… موضوع

‌واژ‌سازتک ………………………………... tokenizer 
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  tokenization ...……………………………… سازیواژ‌تک

 transitive ...……………………………… تعدی

 true mentions ...……………………………… امبری‌دقیقن

 true/gold mentions ...……………………………… طلاییهای‌نامبری

 unsupervised ...……………………………… ناظربی
U 

 

 ...……………………………… کلمات‌بارواژهرفع‌ابهام‌
 WSD-Word sense 

disambiguation 
W 
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Abstract 
‌

Coreference resolution is one of the important steps in text processing and one of the 

basic strategies for improving the performance of text-based systems such as 

information extraction, summarization, machine translation, and question answering. 

Coreference resolution deals with identifying all mentions or expressions that refer to 

the same real-world entity. Mentions may be pronouns, noun phrases and named 

entities. Numerous studies have focused on the issue of coreference resolution over 

the past four decades but its accuracy is still not acceptable for using in text 

comprehension applications, mention detection, candidate antecedent detection, and 

identifying coreference chains. One of the reasons for difficulty of this issue is 

requires various knowledge resources, including lexical knowledge, syntactic 

knowledge, world knowledge, discourse structure, and semantic knowledge. In fact, 

each type of coreference case requires one or more knowledge resources to be 

solved. Also, selecting the appropriate reference for existing mentions in the text is a 

function of the various rules that ensure the matching of gender, number, string 

structure, and other coreference parameters. In this thesis the problem is modeled in 

the form of effective parameters of the performance in order to improve precision, 

recall, and other coreference resolution goals using these features. For this purpose, 

using newest word embedding methods, recurrent neural network, and attention 

mechanism, span representation and their features were extracted. Then, mentions 

and candidate antecedent were extracted with high accuracy using knowledge 

resource representation, choosing appropriate knowledge and, entities and cluster 

level information. In addition, candidate antecedents were ranked and coreference 

chains were extracted using multi-criteria ranking based on Perceptron and Kohonen 

neural networks. According to the simulation results, we achieved 83.9% and 97.3% 

Avg. F1 on the English CoNLL-2012 shared task and i2b2 medical dataset 

respectively. Also, the named entity recognition rate was improved 7.04% on 

English Gigaword dataset.  
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