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 تشکر و قدردانی
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ت و سربلندی که مطالب زیادی را به من آموختند تشکر کرده و برایشان آرزوی موفقی  در پایان از کلیه دوستان خوبم

 .کنممی

 

 فهیمه باقری
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 تعهد نامه

  رمهندسی کامپیوتدانشجوی دوره کارشناسی ارشد )دکتری( رشته  فهیمه باقریاینجانب 

وشمند تشخیص ه"نامه دسی کامپیوتر دانشگاه صنعتی شاهرود نویسنده پایاندانشکده مهن

متعهد میدکتر محسن رضوانی، تحت راهنمائی  DNSهای های مشکوک از دادهدامنه

 .شوم

  برخوردار است توسط اینجانب انجام شده است و از صحت و اصالت نامهپایانتحقیقات در این. 

 ی محققان دیگر به مرجع مورد استفاده استناد شده استدر استفاده از نتایج پژوهشها. 

  تاکنون توسط خود یا فرد دیگری برای دریافت هیچ نوع مدرک یا امتیازی در هیچ جا  نامهپایانمطالب مندرج در

 .ارائه نشده است

   عتی دانشگاه صن» و مقالات مستخرج با نام  باشدمیکلیه حقوق معنوی این اثر متعلق به دانشگاه صنعتی شاهرود

 .به چاپ خواهد رسید«  Shahrood  University  of  Technology» و یا « شاهرود 

  تأثیرگذار بوده اند در مقالات مستخرج از  نامهپایانحقوق معنوی تمام افرادی که در به دست آمدن نتایح اصلی

 .رعایت می گردد نامهپایان

  مواردی که از موجود زنده ) یا بافتهای آنها ( استفاده شده است ضوابط و ، در  نامهپایاندر کلیه مراحل انجام این

 .اصول اخلاقی رعایت شده است

  در مواردی که به حوزه اطلاعات شخصی افراد دسترسی یافته یا استفاده شده نامهپایاندر کلیه مراحل انجام این ،

 .است اصل رازداری ، ضوابط و اصول اخلاق انسانی رعایت شده است

 تاریخ                                                 

 امضای دانشجو                                                 

 مالکیت نتایج و حق نشر چکیده
، نرم افزار ها و تجهیزات ساخته شده ، کتاب، برنامه های رایانه ایکلیه حقوق معنوی این اثر و محصولات آن )مقالات مستخرج

 .در تولیدات علمی مربوطه ذکر شود. این مطلب باید به نحو مقتضی باشدمیاست ( متعلق به دانشگاه صنعتی شاهرود 

 .باشدمیبدون ذکر مرجع مجاز ننامه پایاناستفاده از اطلاعات و نتایج موجود در 
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 چکیده
ت حملا ی موجودهاهای امنیتی و ریسرر ترین چالشبا پیشرررفت فناوری در شرراکه اینترنت یکی از مه 

که همواره  ،نوعی حمله سایاری است( Phishing) فیشین . برداری توسط فیشرها استفیشرین  و کلاه 

و مانند آنها از  حسرراب بانکی، اطلاعات گذرواژهتلاش برای بدسررت آوردن اطلاعاتی مانند نام کاربری،  در

. باشدمی این اطلاعات به منظور واردکردن کاربرمتقاعد کردن و  ایمیل، آدرس سایتوبطریق جعل ی  

افزاری به افزاری یا سرخت روانی اسرت و به جای اشرتااهات نرم  های فیشرین  شرامل فریب  جایی که ازآن

ادی در جلوگیری از به دام افتادن در این نوع حملات را کاربران سه  زیباشد، سانی متکی میاشتااهات ان

های باشد و سیست های مشرکوک با مشراهده توسرط کاربران مقدور نمی   دارند. از طرفی تشرخی  دامنه 

و دارای دقت پایین در  توانند خود را با حملات جدید تطایق دهندنمی غلبافعلی یشررین  تشررخی  ف

های شناسایی دامنه یهاهای ماتنی بر گراف یکی از روشروش. ستنده بالاشرناسایی و نر  مبات کاذب  

توان با روش ماتنی برگراف و نامه این اسررت که چگونه میچالش اصررلی در این پایان مشررکوک اسررت. 

نامه سرریسررت  تشخی  از این رو در این پایان ها را افزایش داد.یادگیری عمیق دقت تشرخی  این دامنه 

 IP خراجاست روشی این ایده کلید ارائه شده است. یادگیری عمیق استفاده ازف با فیشرین  ماتنی برگرا 

ها به بردار توسرررط الگوریت  وهمچنین تاردیرل داده  هرا  وزن آنهرا،  ، تعریف ارتارا  بین دامنره  از دامنره 

Node2vec های یادگیری عمیقمدل ازدر ادامه با استفاده . باشرد می CNN  وDENSE  بندی طاقهعمل

نتایج نشان دادند که روش ماتنی برگراف و استفاده از یادگیری عمیق تاثیر شرود.  شرناسرایی انجام می   و

در مجموعه  درصد 99روش پیشنهادی دارای دقت به طوری که  ها دارد.در شرناسایی این دامنه مطلوبی 

 ته است.داش ی  درصدیافزایش  BPقال یعنی  روشبهترین  است که در مقایسه با  دادگان اول

 ، یادگیری عمیق، فیشین DNSهای ، دادهمشکوکتشخی  دامنه  کلیدواژه:

https://fa.wikipedia.org/wiki/%DA%AF%D8%B0%D8%B1%D9%88%D8%A7%DA%98%D9%87
https://fa.wikipedia.org/wiki/%DA%AF%D8%B0%D8%B1%D9%88%D8%A7%DA%98%D9%87
https://fa.wikipedia.org/wiki/%D8%AD%D8%B3%D8%A7%D8%A8_%D8%A8%D8%A7%D9%86%DA%A9%DB%8C
https://fa.wikipedia.org/wiki/%D8%AD%D8%B3%D8%A7%D8%A8_%D8%A8%D8%A7%D9%86%DA%A9%DB%8C
https://fa.wikipedia.org/wiki/%D8%A7%DB%8C%D9%85%DB%8C%D9%84
https://fa.wikipedia.org/wiki/%D8%A7%DB%8C%D9%85%DB%8C%D9%84
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 مقدمه : 
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 کلیات پژوهش 1-1
رشد  یو عامل اساس یاصل یهات و دانش را سرمابرد که در آن اطلاعیبه سر م یدر عصر یجامعه جهان

شعار اصلی این عصر است، که نوید  « .است ییتوانا یی،دانا »تا آنجا که  شناسدتوسعه ی  جامعه می و

 ین،دوران نو ینحرف اول را درا .[1] اطلاعات و دانش است یریبکارگ یننو یهایوهنو با شبخش جهانی 

ب هر کشور متناس یو علم یفرهنگ یاسی،س ی،که اقتدار اقتصاد یمعن ین. به ازندیماطلاعات  یفناور

سطح جامعه خواهد  خود در هاییتانجام فعال یبرا یفناور ینآن کشور از ا یریگتسلط و بهره یزانبا م

 یفشگر ییراتخوش تغنه تنها دست ی،بشر یدجد یاز دستاوردها یکیاطلاعات به عنوان  یفناور. بود

وزش، وآم یقتحق یوهجامعه، ش افراد و یوکار یزندگ یبرالگوها یرگذاریعت درحال تاثشده بلکه به سر

 [.2تر از همه تجارت شده است ]بهداشت و مه  ،یتامن

 ینترنتیهر روزه سارقان ااست و  آن های اصلی در فناوری اطلاعات حوزه امنیتیکی از چالش

و اطلاعات  یبه اطلاعات شخص یابیو دست افراد یشخص یتبدست آوردن هو یرا برا یدیجد یهاراه

ه   یمورد توجه آنها قرار گرفته و الاته کم یاربس یراکه اخ ییهااز روش یکی .برندیآنها به کار م یمال

 ینترنتیبه آن دسته از حملات ا فیشین حملات موسوم به . [3] نام دارد 1یشین باشد، فیم یچیدهپ

کنند به اطلاعات بانکی شما از های مختلف تلاش میبه روشها ود که معمولا طراحان آنشیگفته م

مانند ایمیل، تماس تلفنی، صفحات جعلی پرداخت، پیام ،  های متنوع مهندسی اجتماعیطریق روش

 گونهیندر ا ،دست یابد رودهای جدیدی که انتظار آن نمیهای تلگرام و انواع روشهای رباتانواع مدل

ا ج های معتارو حتی بان  ال ی  ایمیل، خود را به جای فرد یا شرکت معتاربا ارس فیشرحملات، 

 .کند تا اطلاعات حساس را از قربانی بگیردزننده سعی میهای گولزند و با تکنی می

 نیگاکه به صورت را یجعل یهایمیلارسال ا یهاسرور سریی ها از یمیلا یلقا ینارسال ا یبرا

 ی به در دسررترس  ینترنتامروزه در شرراکه ا ،یدعمل مجرمانه جد ینند. اکنیاسررتفاده م ،باشرردیم

                                                 
1 Phishing 
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 یفن یدانش و آگاهحملات بیشتر از آنکه  این نوع از .[3] شده است یلتاد و معضرل گسترده،  یدهپد

کدام از انواع مختلف یچه هها وابسته بروش ینا .دارد یازنادرسرت ن  یتو شرخصر   یطنتبه شر ، بخواهد

نوع حملات  ینا ید. نسل جد[4] یستندن یپست یست س یاو  ینترنتا یمرورگرهاعامل،  یهایسرت  سر 

 قابل یاند به راحتشکل گرفتهصفحات فیشین   و هوشمند یهایمخت  گوش یهاکه در قالب برنامه

 ،کارهایی را ارائه داد که با رعایت آن توسرط کاربر و سرویس دهندگان و باید راه باشرند ینم ی تشرخ 

 .ن  را تا حد زیادی کاهش دادجرائ  فیشی

 تعریف مسئله 1-2
تجارت، بهداشت، درمان و  هایینهاز زم یاریداده و بس ییرتغ دارییطور معنانسان را به یزندگ ینترنتا

 یریگطور چش به یزفضا ن یندر ا یتامن یبرقرار رویناست. از هم الشعاع خود قرار دادهرا تحت یرهغ

و گسترش  ینترنتاز مردم جهان به شاکه ا یادیتعداد ز یدسترس[. 5]مورد توجه قرار گرفته است 

 یمناسب را برا یبستر یمجاز یایدن یقمختلف از طر یهاافراد و سازمان ینب یکیارتااطات الکترون

در حملات فیشین  آنچه که باعث شده  .[2] فراه  کرده است یو اقتصاد یمراودات تجار یبرقرار

 .[6 و 5]است  یو نداشتن آگاه یانگارسهلشی  همیشه جزء قربانیان با

ضد ر تدابی شودمی ی تعایراجتماع یجرم مهندسر  ی به عنوان  که کارییبفر ینمقابله با ا یبرا

 ینترعمدهشد،  تر اشارهطور که قالهماناست.  شده یشریده اند یمتعدد (Anti Phishing) یشرین  ف

در  یهای متنوعروش[. 7] است یبردارکلاه ینود چنکاربران از وج یناآگاه یشرین  علت گسرترش ف 

و  یشنهادو مشکوک پ یقانون یشین ،در سه طاقه ف سازیینهبه یت توسط الگور یشرین  ف ییشرناسرا  

افزارهای ضد فیشین  برای رسیدن به ی  اما توافقی در مورد نرم .[8 و 6اسرت ]  یدهگرد سرازی یادهپ

هایی برای جلوگیری ها و روشبا وجود نکات امنیتی بازه  راه استاندارد مشترک وجود ندارد از طرفی

 از تشخی  فیشین  وجود دارد.
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 ینآنلا ارتااطات یمه  برا یتیامن یهااز چالش یکی توانیرا م یتسررراوب یشرررین ف ینرد فرآ

که به صررورت  ی ها روبرو هسررتاز تراکنش یادیروزانه با حج  ز ی،جوامع یندانسررت، چرا که در چن

های و شناسایی دامنه 2DNSتحت  یشین حمله ف یویسنار نامهپایان یندر ا گیرند.یصورت م نیآنلا

ادگیری بند یهای یادگیری عمیق و الگوریت  طاقهفیشرررینر  با روش ماتنی بر گراف با تکیه بر مدل 

وک کهای مششناخت، تحلیل و معرفی شناسایی دامنه به در این رویکرد ؛است شده نشان دادهماشین 

عمل د اعتماد رمو یهااز دامنه مجموعه دادگانی متشکلبا استفاده از  که است شده پرداختهاز سرال   

 شود:های زیر مطرح میدر این راستا پرسش .شودانجام می ییشناسا

  آیا سیست  پیشنهادی در تشخی  فیشین  به صورت دقیق و با اطمینان بالا سایت

 کند؟فیشین  را شناسایی می

 باشد؟دگیری عمیق تا چه حد جوابگوی مسئله ما با دقت بالا مییا 

  های فیشین  است؟بندی دامنهتا چه حد قادر به دسته روش ماتنی بر گرافاستفاده از 

  تفاده های اسها و الگوریت روش پیشنهادی نسات به سایر روش در مورد استفاده آیا الگوریت

 ست؟شده دارای دقت بالاتر و خطای کمتری ا

 سابقه موضوع 1-7
و  آنلاینداری بر، خطرکلاهمراودات اجتماعیترین ریس  و چالش مورد توجه در تجارت و امروزه مه 

 هایاز خطرات سایت پیشگیریاست. اختلافات زیادی در زمینه بهترین روش برای  فیشرهاحملات 

های فیشین  از الگوریت  هایسایتبینی وبجهت شناسایی و پیش ،[9در مرجع ]فیشین  وجود دارد. 

ت ها نر  خطای کمتری نساشود. این الگوریت های صفحات وب استفاده میبندی براساس مشخصهطاقه

 د.نهای مقابله با حملات فیشین  داربه سایر تکنی 

                                                 
2 Domain Name System 
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های مخرب ها و شررناسررایی دامنههای عمده برای تحلیل دادههای اسررتنااطی، یکی از روشروش

ها اختصاصی و عمومی متکی است. در این روش IPهای وش به تجزیه و تحلیل آدرساین ر .باشرد می

های موجود بهاود های بین دامنهها بلکه صررحت تشررخی  نیز نسررات به ارتاا نه تنها پوشررش دامنه

 های ماتنی بر مسرریر و انتشررار باور[، از الگوریت 11[. در رویکرد موجود در مرجع ]11 و 11] یابدمی

3BP های رای تحلیل دادهبDNS   های مشرکوک در جهت بهاود صحت تشخی  و  و شرناسرایی دامنه

 ها، استفاده شده است.پوشش دامنه

 ه  هنوز[، 14 -12است ] شدهانجام  فیشین ، حملات ردیابی زیادی که برای کارهایراه رغ علی

، برای [12]مرجع  . دروجود داردفیشین  در حالت آنلاین  تشخی  هایسیست  برای دقت فقدان

آنلاین  التح در فیشین  حملات تشخی  منظور به تقویتی یادگیری با عصای شاکه ی اولین بار 

 بندی،هطاق هایتکنی  تقویتی، یادگیری عصای، شاکه ی  پیشنهادی از شده است. مدلترکیب 

 .کنداستفاده می فیشین  تحملا ردیابی برای های یادگیری ماشینالگوریت  از ایمجموعه و کاویداده

[، 13رو در مرجع ]از این اند.بوده موثر حدیسیاه تالیست  های اینترنتینشانی نظیر هاییحلراه

است که در آن ابتدا ی  نشانی اینترنتی به چند مولفه تقسی   ی  الگوریت  تطابق تقریای ارائه شده

 چنینه  شود.سیاه مقایسه میجود در لیست ای موهطور جداگانه با ورودیشود. سپس هر مولفه بهمی

ها بندی گره، برای طاقهDNSهای های مخرب از طریق تحلیل دادهبرای شناسایی دامنه ،[14در مرجع ]

 است. بهره برده DNSهای مرتاط با های محلی دامنهبراساس ویژگی

افزار بین کاربران و نوان ی  میان[، با ایجاد ی  افزونه برای مرورگر کروم که به ع15در مرجع ]

هایی جلوگیری کرده و ورود کاربر سایتکند، از ورود کاربران به چنین وبهای مخرب عمل میسایتوب

                                                 
3 Belief Propagation 
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های سایتهای یادگیری ماشین به شناسایی وباین افزونه با استفاده از الگوریت . کندرا مسدود می

 شود.یو به مرورگر کروم اضافه م پردازدمخرب می

 .است شود، پرداخته شدهانجام می DNSهای مخربی که از طریق [، به فعالیت16در مرجع ]

در  ها برای انجام حملات، از طریق اینترنت است.های مخرب یکی از منابع اصلی مورد نیاز هکردامنه

 تواند بسیار مه  باشد.می DNSسرور  تامین امنیت نتیجه

( 4AC)ی انجمن یبنددسته باشد،یم یکاوداده یکه بر مانا[، 17] در مرجع روش هوشمندانه ی 

د. بر ده ی تشخ ییصحت بالا یزانرا با م یتساوب یشین به صورت کارآمد، ف تواندینام دارد که م

 هستند را استخراج "آنگاه ... ... اگر" ینکه شامل قوان ییهابنددسته تواندیم ACی، اساس مطالعات تجرب

بند چند که دسته ACمسئله با استفاده از متد  ینسازد. ا ینیبیشآنها را پ ییصحت بالا انیزو با م

 ین. همچشودمی( نام دارد ارائه 5MCAC) یانجمن یا یمشارکت یبنددسته یبرچساه بر مانا

. آیدمیدست ب یزن شود،یقائل م یزتما یقانون یهایتسابا وب یشین ف یهایتساوب ینکه ب ییهایژگیو

 ACشده از منابع مختلف نشان داده است که  یآورجمع یواقع یبا استفاده از داده ها یشیآزما یجنتا

 یرنسات به سا ییصحت بالا یزانرا با م یشین ف یهایتساوب تواندیم MCAC و به طور خاص

کند  یجادرا ا یدیجد یدانش مخف تواندیم MCAC ین،علاوه بر ا .دهد ی هوشمند تشخ یهایت الگور

 ها شده است.بنددسته ینیبیشپ یباعث بهاود کارائ ینو ا یستندآن ن یافتنها قادر به یت الگور یرکه سا

 در معرضهمچنان ممکن است  ینترنتیکاربران ا کارهای استفاده شدهرغ  تمام راهعلی حال، ینبا ا

 دادنو از دست یتسرقت هو ی،مال یهایبسکه ممکن است آ یرندگ رارق ینیآنلا یعمده یهایدتهد

 یبرا کانال ی به عنوان  ینترنتمتناسب بودن ا ین،بنابرا آنها به همراه داشته باشد. یاطلاعات را برا

اص، کاربران خ ینه تنها برا ینترنتامروزه، ا. است یزو چالش برانگ یزسؤال برانگ یامر ی،ماادلات تجار

                                                 
4 Association Classification 
5 Multi Classifier Associative Classification 
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 یتضرورت و اهم دهندیانجام م ینشان را به صورت آنلایشغل یهاسهپرو هک ییهاسازمان یبلکه برا

اربران ککاربردی اینترنت برای لذا با توجه به رشد صعودی حملات فیشین  و افزایش  کرده است. یداپ

کارهای امنیتی در جهت کاهش و شناسایی هرچه بیشتر مقابله با این حملات بسیار مه  بوده و ارائه راه

های های این حملات بهاود روشترشدن شیوهشود. با توجه به پیچیدهملات احساس میاین نوع ح

 شناسایی ی  الزام است.

 ضرورت انجام تحقیق 1-9
ها یکی از مشکلات اصلی در تحقیقات انجام شده در حوزه تشخی  فیشین ، دقت پایین این روش

در  درصد 16/93به  6ات واقعیمب[، برای رسیدن نر  11[. برای نمونه در مرجع ]11 و 11است ]

افزایش یافته است، در نتیجه صحت تشخی  نیز درصد  36/2به  7مبات کاذب، نر   DNSهای داده

سط رویکردهای موجود حذف ها تودار بین دامنهرو، بسیاری از اتصالات معنییابد. از اینکاهش می

 شوند.می

ای برای گریز از های جدید و پیچیدهتکنی  تر و ازامروزه مهاجمان سایاری نسات به قال آگاه

با توجه به این که استفاده از [. 12کنند ]سیاه استفاده می شناسایی و مسدود شدن توسط لیست

افزایش یافته است لزوم تشخی  اینگونه صفحات و شناسایی و حملات اینترنتی صفحات فیشین  

ارد امنیت مطلق وجود ندنه حملات اینترنتی در زمی .شودصفحات اصلی احساس میصفحات فیشین  و 

ز توجهی از مشکلات امنیتی جلوگیری کرد. فیشین  نیسلط بر مااحث امنیتی، بصورت قابلتوان با تمی

اما  .های مختلفی داردها و تکنی اطلاعات است که روشبرای دستیابی به های مخرب یکی از روش

 از .شدن در دام حملات فیشین  جلوگیری کردن از گرفتارتواتحقیق و مطالعه میخوشاختانه با کمی 

 منظور کاهش کارهای عملی بههدف بررسی ابعاد آن و ارائه راه ضرورت این موضوع و با رو با توجه بهاین

                                                 
6 True Positive Rate 
7 False Positive Rate 
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ها را تنها شناسایی دامنهحلی است که نهبردن دقت تشخی  حملات نیاز به ارائه راهو بالاحج  جرائ  

رویکردهای موجود بهاود داده، بلکه صحت تشخی  بالاتر و نر  خطا تا حد امکان کاهش  در مقایسه با

 یابد.

 روش تحقیق 1-5
ز ا فیشین  معضلی است که در تمام دنیا رواج دارد و هنوز هیچ کشوری نتوانسته آن را به صفر برساند؛

های اف برای تشخی  دامنهسعی بر آن است که از ی  روش ماتنی بر تحلیل گر نامهدر این پایانرو این

کارهای جایگزین ترین زمان ممکن راهدر این شرایط در سریعشود. هدف این است  مشکوک استفاده

ا تکنی  بپیشنهادی ر همین راستا سیست  دهی . دهای جدید فیشین  ارائه سریع را برای مقابله با شیوه

کوک با های مششناسایی و تشخی  دامنه در بهقاها حاصله از ارتاا  بین دامنهگراف تحلیل ماتنی بر 

 بود.های قال خواهد دقت بالاتری نسات به روش

 تحقیق هدف 1-1
های این نوع حملات نیز با توجه به رشد جهشی فناوری اطلاعات که بر همگان مارهن است، شیوه

این  رو درباشد. از اینیها و نوآوری در مقابله با آن مایی داشته و نیاز به بهاود روشتغییرات گسترده

در  .پردازی میهای مشکوک نامه به شناخت، تحلیل و معرفی روشی نوین برای شناسایی دامنهپایان

 یوجهتموجود به طور قابل یهابا روش سهیدر مقا های فیشین دامنه شناسایی در یشنهادیطرح پواقع 

هداف تواند از ار زمان و نیروی انسانی میجویی دبنابراین صرفهدقت تشخی  را بهاود بخشیده است. 

 مه  در این زمینه نیز باشد.

 نوآوری تحقیق 1-3
را  IP-دامنه. به طور خاص، ابتدا گراف کنی یم یشنهادبر گراف را پ یماتن یت الگور ی ، طرح یندر ا
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. آوری ت میبدس IP-دار را از روی گراف دامنهو گراف وزن سازی یم IP هایآدرس ها وبا رابطه دامنه

در  شرروند.بند به بردار تادیل میها برای ورود به طاقهداده Node2vecبا اسررتفاده از الگوریت  سررپس 

بندی به فیشین  و جهت دستهها اعتاار آن دامنه ییشرناسا  یبرا 8های یادگیری عمیقاز مدل ایتنه

دامنه  ی تفک یجهدامنه، و نت یاهنام ینت،کلا یهاIP، از این مراحل. در طول شودی، استفاده مسرال  

 .شده استاستفاده یادگیری عمیق  ها با استفاده ازراج اعتاار گرهبه عنوان استخ

 تحقیق دادگان 1-8
. از آنجایی که اسررت DNS رکوردهاینامه، نیز مجموعه ادگان مورد اسررتفاده در این پایانجموعه دم

داردکه بتوان از آن اسررتفاده کرد و اغلب گونه مجموعه داده اسررتاندارد در سررطح جهانی وجود ن هیچ

 نامهآوری شده است؛ لذا در این پایانباشرد توسرط خود محققان جمع  مجموعه دادگانی که موجود می

های داخلی مجموعه دادگان سایت ه است؛علاوه بر استفاده از مجموعه دادگان سایر محققان سعی شد

های فیشن  نیز مورد استفاده قرار گیرد. مجموعه منهتر شرناسرایی دا  به منظور ارزیابی عملکرد دقیق

آوری شده جمع 9نگی است که توسط بان  مرکزییهای فیشدادگان داخلی مورد استفاده شامل سایت

که متولی این مااحث است  ایران های سال  و غیر فیشن  نیز از سازمان فناوری اطلاعاتهاست و دامن

مجموعه که  شرروددر این پایان نامه اسررتفاده می جموعه دادگاناز سرره مگرفته شررده اسررت. بنابراین 

و [ 18[، مجموعه دادگان دوم از مرجع ]19سررازمان فناوری اطلاعات ] و  بان  مرکزیاز  اولدادگان 

 است. این مجموعه داده شامل شدهگردآوری [، 21و  18] مرجعترکیای از دو مجموعه دادگان سروم  

باشررند. به طور کلی ی اسررت که در اینترنت فعال و در دسررترس میهایفعلی سررایت DNS رکوردهای

 [.11بندی نمود ]توان به انواع زیر دستهرا می DNSهای مجموعه داده

 Active DNS data 

                                                 
8 Deep learning 

 
 مجموعه دادگان مورد استفاده از بان  مرکزی کاملا محرمانه است و امکان انتشار آن وجود ندارد. 9
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 Passive DNS data 

 Logs of DNS data 

 DNSهای شود. سایر دادهبه علت قابل دسترس بودن استفاده می Active DNSهای که مجموعه داده

 .به دلیل مشکلات امنیتی غیر قابل دسترس است

 نامهپایان ساختار 1-4
های پیشین و معرفی یادگیری عمیق مروری بر روشادبیات تحقیق، دوم  فصرل در  ،نامهپایاندر ادامه 

و اسررتفاده از الگوریت  ها داده سررازیآماده یبرا یشررنهادیپ هاییت الگورخواهد شررد. در فصررل سرروم 

 فصلقرار گرفته است. در  یمورد بررس هایشآزما یج، نتافصل چهارمدر  .ه شرده است ارائ، پیشرنهادی 

 ارائه شده است. کلی از بحثبندی و جمع گیرییجهنت ،نامهاین پایان یانیپا
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 ینپیش  هایروش ادبیات تحقیق و : 
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 مقدمه 2-1
شود مورد بررسی قرار ادی مقایسه میکه با روش پیشنه SVMو  BPدو الگوریت  ابتدا ، فصلاین  در

های گراف به بردار توضیح داده به منظور تادیل داده Node2vecگیرد. در مرحله بعد الگوریت  می

. شودمطرح میترین ساختارهای مورد استفاده یادگیری عمیق در روش پیشنهادی مه شود. سپس می

ه پرداختدر زمینه تحلیل و شناسایی حملات به بررسی جدیدترین کارهای انجام شده در قسمت آخر 

 . شودمی

 BPالگوریتم انتشار باور  2-2

شررود. ی  ضرررب انتقال پیام نیز شررناخته میحاصررل که به عنوان مجموع، [21] رباو انتشررارالگوریت  

میدان و  های بیزیشاکههمچون  های گرافی احتمالیمدلدر  استنتاجپیام برای انجام  انتقال الگوریت 

ای مربو  به هر گره مشاهده لاصره این روش توزیع احتمال حاشیه اسرت. به طور خ  تصرادفی مارکوف 

 .کندنشده را مشرو  بر هر گره مشاهده شده، محاساه می

 p({x})باشد که به صورت زیر در توزیع احتمال می Xiتمرکز اصرلی برروی متغیرهای تصرادفی   

 شوند.د میوار

= p({x}) 1-2معادله 
1

𝑧
∏ 𝜔(𝑖𝑗)(𝑥𝑖, 𝑥𝑗)(𝑖𝑗) ∏ ∅𝑖(𝑥𝑖)𝑖 

 

,ω(ij)(xi 1-2معادله در  xj)  و∅𝑖(𝑥𝑖) کنند.توابعی هسررتند که تابع احتمال کل را فاکتوربندی می 

  باشد.، شامل تمام نقا  همسایه می(i,j)ضرب روی ی  ثابت نرمالیزاسیون است و حاصل zکه 

کنی ، این متغیرهای جدید به معرفی می j(xijm([ متغیرهرایی مراننرد    66 ،67] PBدر الگوریت  

معرفی شود. متغیر  jبه متغیر تصادفی  iاز متغیر تصرادفی   "پیام"تواند به عنوان ی  طور ضرمنی می 

mij(xj)  ی  بردار خواهد بود که ابعاد آن همان ابعادxj حالتهای که( xj میمی )ر باشد، اگتواند بگیرد

ام بردار kهای ام خودش اسرررت آنگاه مولفهkدر حالت  pام برا احتمال  jکنرد متغیر  ام فکر میiمتغیر 

https://fa.wikipedia.org/wiki/%D8%A7%D9%84%DA%AF%D9%88%D8%B1%DB%8C%D8%AA%D9%85
https://fa.wikipedia.org/wiki/%D8%A7%D8%B3%D8%AA%D9%86%D8%A8%D8%A7%D8%B7
https://fa.wikipedia.org/wiki/%D8%A7%D8%B3%D8%AA%D9%86%D8%A8%D8%A7%D8%B7
https://fa.wikipedia.org/wiki/%D9%85%D8%AF%D9%84%E2%80%8C%D9%87%D8%A7%DB%8C_%DA%AF%D8%B1%D8%A7%D9%81%DB%8C%DA%A9%DB%8C
https://fa.wikipedia.org/wiki/%D8%B4%D8%A8%DA%A9%D9%87%E2%80%8C%D9%87%D8%A7%DB%8C_%D8%A8%DB%8C%D8%B2%DB%8C
https://fa.wikipedia.org/wiki/%D9%85%DB%8C%D8%AF%D8%A7%D9%86_%D8%AA%D8%B5%D8%A7%D8%AF%D9%81%DB%8C_%D9%85%D8%A7%D8%B1%DA%A9%D9%81%DB%8C
https://fa.wikipedia.org/wiki/%D9%85%DB%8C%D8%AF%D8%A7%D9%86_%D8%AA%D8%B5%D8%A7%D8%AF%D9%81%DB%8C_%D9%85%D8%A7%D8%B1%DA%A9%D9%81%DB%8C
https://fa.wikipedia.org/wiki/%D9%85%DB%8C%D8%AF%D8%A7%D9%86_%D8%AA%D8%B5%D8%A7%D8%AF%D9%81%DB%8C_%D9%85%D8%A7%D8%B1%DA%A9%D9%81%DB%8C
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mij(xj)  متناسب با احتمالp .است 

ضرب تابع محلی و همه متناسب است حاصل iدر الگوریت  انتشار باور، بیلیف یا باور در نقطه 

 کنید.مشاهده می 2-2معادله در که  iهای ورودی به نقطه پیام

𝑖(𝑥𝑖)∅ 2-2معادله  ∏ 𝑚𝑖𝑗(𝑥𝑖)𝑗∈𝑁(𝑖) bi(xi)= 

 

دهنده نقا  نمایش N(i)ها باید ی  باشرررد( و ی  ثابت نرمالیزاسررریون اسرررت )جمع بیلیف kکه 

 شوند.آپدیت می 3-2معادله  توسطها به طور خودسازگار و پیام است. iهمسایه 

∑=mij(xj) 3-2معادله  ∅𝑖(𝑥𝑖)𝜔𝑖𝑗(𝑥𝑖, 𝑥𝑗) ∏ 𝑚𝑖(𝑥𝑖𝑘𝜖𝑁(𝑖)

𝑗

)𝑥𝑖
 

 

را  i,jای اسررت. احتمال مارجینال دو نقطه jو  iمجموعه همه همسررایه های  N(i)/jدر این معادله 

نقا  همسررایه هسررتند. این احتمال مارجینال با مارجنالیزاسرریون روی تابع   jو  iکنی  که معرفی می

 آید.بدست می 4-2معادله از  jو iتوزیع احتمال کل برروی کل نقا  به جز 

∑ 4-2معادله  𝑝({𝑧})𝑧𝑖𝑧𝑖𝑗=(𝑥𝑖𝑥𝑗
 )=j,xi(xijp 

 

 SVMالگوریتم  2-7

یا ماشین بردار  SVM ، الگوریت هابندی دادهدستههای بسیار رایج در حوزه ها و روشگوریت یکی از ال

ربرد خاص خود را دارند و باید در جایگاه هر ی  کاهای یادگیری ماشررین لگوریت ا پشررتیاان اسررت. 

های یادگیری ماشین نیز بسیار متنوع هستند و هر ی  خاصرشران مورد اسرتفاده قرار گیرند. الگوریت    

رای های داتوانایی کار کردن با داده ، کهآیندل قابل استفاده به حساب میبرای حل نوع خاصی از مسائ

 .پیچیدگی بالا را ندارد

بندی است که ه  برای مسائل طاقه با ناظر ی  الگوریت  یادگیری ماشینپشتیاان،  ماشین بردار

های دیگر بسرریار ها، از برخی الگوریت در سرراخت مدل .و ه  مسررائل رگرسرریون قابل اسررتفاده اسررت

http://ariamodir.com/%D8%AA%D8%AD%D9%84%DB%8C%D9%84-%D8%AF%D8%A7%D8%AF%D9%87/%D8%AF%D8%A7%D8%AF%D9%87-%DA%A9%D8%A7%D9%88%DB%8C/331-%D8%B1%D8%AF%D9%87-%D8%A8%D9%86%D8%AF%DB%8C
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  تشود. در الگوریبندی استفاده میبا این حال از آن بیشرتر در مسرائل طاقه  . کندمیتر عمل قدرتمند

SVMهر نمونه داده را به عنوان ی  نقطه در فضررای ، n ها ترسرری  بعدی روی نمودار پراکندگی داده

ها، یکی از ( و مقدار هر ویژگی مربو  به داده.هایی است که ی  نمونه داده داردتعداد ویژگی nکرده ) 

های ، دادهابر صفحهکند. سرپس، با ترسی  ی   نقطه روی نمودار را مشرخ  می  های مختصرات مؤلفه

به بیان ساده، بردارهای پشتیاان در واقع مختصات . کندبندی میمختلف و متمایز از یکدیگر را دسرته 

ها را ههای دادماشین بردار پشتیاان مرزی است که به بهترین شکل دسته. دی  مشاهده منفرد هستن

 .[22] کنداز یکدیگر جدا می

 .ن خط راسرت صحیح باید آن را همواره به یاد داشت ی  قانون کلیدی وجود دارد که برای تعیی

 ".کند، خطی است که باید انتخاب شودخط راستی که دو دسته را به طور بهتری از یکدیگر جدا می"

تواند به ( از خط راست می.تواند باشدای میکه از هر دسرته  ترین نقطه داده )محاسراه فاصرله نزدی   

اگر خط راست حاشیه کمی  د.شوه این فاصله حاشیه گفته میانتخاب خط راست صحیح کم  کند. ب

 .وجود دارد( Miss classification) هابندی نشدن برخی دادهداشته باشد، احتمال طاقه

ها را نادیده گرفته و تنها خط راستی های ماشین بردار پشتیاان آن است که دورافتادگییکی از ویژگی

ماشین بردار پشتیاان از روشی که  .کندها دارد انتخاب میداده دسته را که بیشترین حاشیه را با نقا 

کند. در این روش در واقع توابعی وجود دارند که شود، استفاده میبه آن ترفند هسته )کرنل( گفته می

ی   کنند. این تادیل،فضررای ورودی بدعد پایین را دریافت کرده و آن را به فضررای بدعد بالاتر تادیل می

ه های هستبه این توابع، تابع. کنده غیر قابل جداسرازی را به مسرئله قابل جداسرازی مادل می   مسرئل 

و « گاما»، «کرنل»یعنی ؛ تنظی  پارامترها برای الگوریت  ماشین بردار پشتیاان .شرود )کرنل( گفته می

«C» های گوناگونی شرررامل شرررود. گزینهبه طور مؤثر باعث بهاود کارایی مدل می«liner»، «rbf» ،

«poly »  فرض کرنل روی پارامتربرای کرنرل وجود دارنرد و در حالت پیش rbf د، قرار دارrbf  وpoly 

ها شرود در صورت زیاد بودن تعداد ویژگی پیشرنهاد می . برای خط جداسراز غیر راسرت مفید هسرتند   

قابل جداسازی ها در فضای بدعد بالا به صورت خطی از کرنل خطی اسرتفاده شرود زیرا داده   (>1111)
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 .[23] استفاده کرد rbf توان از کرنلهستند. همچنین می

هرچه مقدار گاما بیشررتر باشررد، الگوریت  . اسررت sigmoid و rbf ،poly ضررریب کرنل برای: گاما

های تمرینی انجام دهد و این امر موجب تعمی  کند برازش را دقیقاً بر اسررراس مجموعه دادهتلاش می

 .شودمیبرازش شکل بیش یافتن خطا و وقوع م

C : ه پرارامتر جریمC برای جمله خطا اسرررت. این پارامتر همچنین برقراری تعادل بین مرزهای ،

 .کندبندی نقا  داده تمرینی را کنترل میگیری هموار و طاقهتصمی 

 واند رویتبرای داشتن ترکیای مؤثر از این پارامترها و پیشگیری از بیش برازش پارامتر کرنل می

 شود.ه  تنظی  می Cو  مقدار گاما. تنظی  شود rbf ای linear ،polyی هایکی از گزینه

 مزایا 

o های مختلف کاملاً واضح استجداسازی برای دسته حاشیه. 

o در فضاهای با ابعاد بالاتر کارایی بیشتری دارد. 

o کندها باشد نیز کار میدر شرایطی که تعداد ابعاد بیش از تعداد نمونه. 

o   ها کند که به آنگیری استفاده میزیر مجموعه از نقا  تمرینی را در تابع تصمی ی

شود، بنابراین در مصرف حافظه نیز به صورت بهینه عمل بردارهای پشتیاان گفته می

 .کندمی

 معایب 

o ها بسررریار بزرا باشرررد، عملکرد خوبی ندارد، زیرا نیازمند هنگامی که مجموعه داده

 .یاد استزمان آموزش بسیار ز

o های زیادی داشرته باشد، عملکرد خوبی ندارد و کلاس  ویزهنگامی که مجموعه داده ن

 .شوندهدف دچار همپوشانی می

o 22] کندهای احتمالاتی را فراه  نمیماشین بردار پشتیاان به طور مستقی  تخمین- 

25]. 
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 Node2vecالگوریتم  2-9

کند به عاارت دیگر و ابعاد زندگی نمیمشررکل بسرریار بزرا در گراف این اسررت که گراف در فضررا    

 به همین دلیل عملیات ریاضی را روی آنها اجرا نمود.و  نمودهرا با عدد معرفی  هاو یال هاگرهتوان نمی

 کاربردهایبسیاری از در  لذا .شودانجام بسریاری از محاسراات کلاسری  بر روی گراف غیر ممکن می   

های گراف را تادیل به ماتریس یا بردار نموده و ها و یالگره یادگیری ماشررین بر روی ی  گراف، ابتدا

 .[27و  26] کنندسپس محاساات لازم در الگوریت  رو اجرا می

به عددی  بایدرا  گرهکه هر  ،شده استاسرتفاده  دار وزن Node2vecاز الگوریت   نامهپایاندر این 

کند بنابراین ضرورت ایجاب می. انجام دادی آن محاساات که بتوان بر رو کندبر روی ی  فضرا تادیل  

 .شودهای بعدی به بردار تادیل اده در زمینهفتبرای اس داروزنتا اطلاعات بدست آمده در گراف 

دو  ازارائه شده است،  Jure Leskovecو  Aditya Groverط که توسNode2vec [27 ،] روش

 زنی تصادفیقدمار الگوریت  هستند که مسیر ننده رفتکاین دو پارامتر تعین کند.استفاده می qو  pپارامتر 

ل شک در. های بیرونی حرکت بکند و در هر قدم دورتر بشودده نود اولیه باشد یا به سمت نوددر محدو

ه صورت حرکت کرده ) حرکت اول ب طوسیه سمت نود شروع شده و ب سیاهاز دایره  پیمایش 2-1

 نود بعدی حرکت بکنی خواهی  به حال می طوسیبعد از رسیدن به نود  (.هست و نظمی ندارد تصادفی

باشد، متغیر  معادل وزن هر یالاگر احتمال رفتن به هر نود  .دهندخود را نشان می p,qه و اینجاست ک

p متغیر گردند و شود که به نود قالی برمیهایی استفاده میبرای یالq شود هایی استفاده میرای یالب

در تصویر دقت کنید که نود پایین سمت راست به دلیل  .رسندبدون تغییر میو هایی جدید که به نود

عد بو همان وزن روی یال است.  شودماند و بر عددی تقسی  نمیبدون تغییر می سیاههمسایگی با نود 

 Softmax تابعنظر خود اعداد را به وسیله متغیر موردبر از به دست آوردن اعداد یعنی تقسی  عدد هر یال 

ظر نهای موردپیمایشها و تعداد و این پروسه برای تمام نودشود می انتخاب تصادفیو عدد  کردهنرمال 

 [.29 -27شود ]انجام می
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  Node2Vec.الگوریتم 1-2شکل 

ارای دکه و هر نود  دادنشرران  وسرریله برداردیتاهای گراف را به  توانلگوریت  اکنون میبه وسرریله این ا

 .انجام دادتر سرری  یادگیری ماشررین را بسرریار راحت های کلاتوان عملیاتنشررانی عددی هسررت می

ها بود توسررط این دار که شررامل گره مادا و مقصررد و وزن بین گرههای تولید شررده در گراف وزنداده

ی  بردار در خروجی  Node2vecشرررود. در واقع به ازای هر نود الگوریت  ریت  به بردار تادیل میالگو

 کند.ایجاد می

 ایی بر یادگیری عمیقمقدمه 2-5
هایی ای از الگوریت و مجموعه 11یری ماشرین و هوش مصنوعی ای از بحث یادگشراخه یادگیری عمیق 

 هایتفاده از یادگیری در سررطوح و لایه را با اسررکنند، مفاهی  انتزاعی سررطح بالااسررت که تلاش می

ای هر مغز پستانداران از معماری شاکهکه سراختا  دهنددل کنند. مطالعات بالینی نشران می مختلف م

تلف، به ترتیب از مفاهی  و های مخه در آن، مفراهی  انتزاعی در لایه برد کر بهره می11عصرررای عمیق 

شرروند. ایده یادگیری نواحی مختلف قشررر مغز، پردازش می در های سراده تا مفاهی  سررطح بالا، ویژگی

، توانسته است در های جدیدآوریسان و به کم  امکانات و فنعمیق با الهام از سراختار طایعی مغز ان 

گیری را کسب های چش مصرنوعی و یادگیری ماشین، موفقیت  های مربو  به هوشبسریاری از حوزه 

                                                 
11 Artificial intelligence 

 
11 Deep neural networks 
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 [.31و  31د ]کن

 :اند ازیای یادگیری عمیق عاارتترین مزامه 

 هایادگیری خودکار ویژگی 

 هایادگیری چند لایه ویژگی 

 دقت بالا در نتایج 

 قدرت تعمی  بالا و شناسایی داده های جدید 

 پشتیاانی گسترده سخت افزاری و نرم افزاری 

 پتانسیل ایجاد قابلیت ها و کاربردهای بیشتر در آینده 

میق، تحول بزرگی را در یادگیری ماشرین و هوش مصنوعی ایجاد  های اخیر، یادگیری عدر سرال 

، که به جام ImageNetی های برتر چالش شناسایی بصرکنون، تمامی رتاهتا 2112کرده است. از سال 

اند. همچنین، تمام جهانی بینایی ماشررین معروف اسررت، از شرراکه های عصررای عمیق اسررتفاده کرده 

 11،111خطا در  21با  MNIST بندی تصراویر اعداد دست نویس ههای دسرت های برتر در رقابتروش

های شرراکه عصررای عمیق تعلق نیز به مدل %51 خطای کمتر از با CLFARی تصررویرو تصرراویر طایع

و  Google ،NVIDIAد افزاری ماننافزاری و سختهای بزرا نرمبه بعد، شررکت  2112دارد. از سرال  

Microsoft  های پژوهشررری و تجاری خود را به یادگیری عمیق اختصررراص بخش مهمی از فعالیتنیز

 .اندداده

ا روند تحقیقات، مقالات و های ابتدایی توسعه خود قرار دارد، امبا این که یادگیری عمیق در سال

دگیری دهنده گسترش روز افزون کاربردهای یاهای بزرا در این حوزه، نشانهای شرکتگذاریسرمایه

کاوی، پردازش تصویر و صدا، رباتی  عمیق تاکنون در کاربردهای گوناگون دادهعمیق اسرت. یادگیری  

اری های آینده، بسیهای مراکز علمی، در سالیبینپیش ورد استفاده قرار گرفته است. طاقو پزشکی م

از تحقیقات، کاربردها و مشراغل موفق، به طور مستقی  یا غیرمستقی  از یادگیری عمیق بهره خواهند  

ام اید از مغز انسان الهب هوش مصنوعیاین ایده است که  دلیل اصلی نهفته در پس یادگیری عمیق .برد
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 امغز انسان دارای میلیارده شده است.شاکه عصای انداز موجب سرربرآوردن مفاهی   بگیرد. این چشر  

بسیاری از شرایط ها است. الگوریت  یادگیری عمیق، مغز انسان را در ها هزار اتصال میان آنبا دهنورون 

های یادگیری عمیق دارای گسررتره وسرریعی از  کند، از همین رو ه  مغز و ه  مدلسررازی میشررایه

نیستند، اما هنگامی که هوشمند  العادهفوق منزویها هستند که به صورت واحدهای محاسااتی نورون

 [.34 -32] شوندبا یکدیگر تعامل دارند هوشمند می

های مغز انسان تقلید هستند که از نورون های مصنوعینورون، عصایهای مانای اسراسری شاکه  

داری های ورودی وزنها، واحدهای محاسررااتی سرراده و قدرتمند دارای سرریگنال  کنند. این نورونمی

ها در کنند. نورونسازی تولید میشوند که سیگنال خروجی را با استفاده از ی  تابع فعالمحسوب می

 .شوندکه عصای منتشر میچندین لایه در شا

ه در هایی مشابه با آنچهای عصای مصنوعی است که روی شاکهیادگیری عمیق دربرگیرنده شاکه

هر لایه ی  جناه از  12مِش مصررنوعی جایی داده در اینبهاند. با جامغز انسرران وجود دارد مدل شررده

گذاری و خروجی نهایی را های مشرررابه را علامترا فیلتر، موجودیت هادورافتادگیها را پردازش، داده

ترین و پرکاربردترین معماری یادگیری عمیق در بخش بعرد دو ترا از مه    [.34و  33] کنرد تولیرد می 

Dense  13وCNN  .معرفی شده است 

 Denseهای لایه 2-5-1
. شوداستفاده میاز معماری شاکه عصای تماماً متصل  در یادگیری عمیق یبندبرای حل مسئله دسته

استفاده  Keras Denseد های استانداراز لایهاضافه کردن لایه به مدل ترتیای، برای به همین منظور 

ها در لایه بعدی ها در ی  لایه به تمام گرهگویی  چون تمامی گرهمی Dense ها. به این لایهشودمی

 [.35] شوندمی متصل

                                                 
12 Artificial Mesh 
13 Convolution neural network 

https://blog.faradars.org/anomaly-detection-using-r/
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ها هر لایه را مشخ  کنی . تعداد کنی  ابتدا باید تعداد نوروناستفاده می Dense هایوقتی از لایه

. دتوان با سعی و خطا به دست آورمقدار مناسب برای آن را میپارامتر است که  ها ی  ابراین نورون

ش شود ولی از طرفی دیگر افزایبیشتر می ها بیشتر شود صحت مدل نیزالاته معمولاً هر چه تعداد نورون

 [.36] شودبیش از حد آن ه  منجر به بیش برازش می

 

که پیش از این که مقادیر خروجی شاکه از ی  لایه به لایه دیگر منتقل شوند  کردبه علاوه، باید توجه 

 رییادگیعاور کنند چون در غیر این صرررورت شررراکه قادر به  غیرخطیسرررازی باید از ی  تابع فعال

اسررتفاده  سررازی مشررهور که از آنیکی از توابع فعال. ها نخواهد بودالگوهای غیرخطی موجود در داده

)منفی باشد( عدد  باشد ، صفره اگر مقدار ورودی آن کوچکتر ازست کا Rlueسازی فعالتابع  شود،می

 .[36و  35] گرداندباشد خود آن مقدار را باز می صفرگرداند و اگر بزرگتر از را بازمی صفر

ها را مشرررخ  کنی . لایه آخر ه  معمولاً های ورودیدر نهرایت، در لایه اول ه  باید ابعاد داده 

اد ها و ابعسررازی، تعداد نورونفراتر از توابع فعال. های متفاوتی داردله تعداد نورونبسررته به نوع مسررئ

ها و توابع ع برای وزن گرهکردن تراب ورودی، کراس از اعمرال تغییرات بیشرررتر دیگری مراننرد تعریف    

اما ی  اصل نانوشته در کراس وجود دارد  .کندهای گره در هر لایه پشتیاانی میسازی برای وزنتنظی 

ن ها بر اساس نتایج بهتریفرضفرض استفاده کرد چون این پیشهای پیشکه بهتر است از همان گزینه

باید سرره چیز  باینده شرراکه بر روی دیتاسررت آموزش  برای این ک اند.های ممکن تعیین شرردهرویه

 شود.مشخ  

 دمشخ  شوکند تا گیری میهای آموزش اندازهرا بر روی دادهتابع زیان عملکرد شاکه : تابع زیان

 .جهت درستی است یا خیر شودمیکه آیا جهتی که طی 

که های شاها جهتی که وزنسرازی بر اساس تابع زیان و داده الگوریت  بهینه: سااز الگوریتم بهینه

 Adam سازالگوریت  بهینه از کند.باید به روزرسرانی شروند تا شراکه به بهینگی برسرد را مشخ  می    

https://machinelearningmastery.com/adam-optimization-algorithm-for-deep-learning/
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 شود.استفاده می 14رادیان نزولی تصادفی(گ)

ات که نسات مشاهد شودبندی از معیار صحت استفاده میتهمعمولاً برای مسائل دس: معیار ارزیابی

  ها است.بینی شده به کل دادهدرست پیش

های ورودی و تعداد ابعاد داده شوداولین چیزی که باید مشخ  هاست. کردن لایهگام بعدی اضافه

برای لایه آخر شاکه از و  شودمیسازی مشخ  لایه تابع فعالدر هر است. همچنین  هاهای لایهنورون

  شده است.ستفاده ا Softmax سازیتابع فعال

 CNN شبکه عصبی کانولوشن 2-5-2
های یادگیری ماشررین هسررتند که هدف آنها ای از الگوریت مجموعه های یادگیری عمیق، زیرالگوریت 

های داده ورودی است. اخیرا الگوریت  ه، ازکشرف چندین سطح از بازنمودهای )نمایش(های توزیع شد 

 .اندائل هوش مصنوعی سنتی ارائه شدهیادگیری عمیق زیادی برای حل مس

 
 

 کانولوشن معماری .2-2شکل 

 

ر آنها های یادگیری عمیق هستند که دترین روشیکی از مه ( CNN) های عصرای کانولوشرن  شراکه 

 تریناین روش بسررریار کارآمد بوده و یکی از رایج، بینندچنردین لایه با روشررری قدرتمند آموزش می 

                                                 
14 Random Descending Gradient 
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یه اصلی از سه لاکانولوشنی  ها در کاربردهای مختلف بینایی کامپیوتر است. بطور کلی ی  شاکهروش

های مختلف لایه ،لو لایه تماما متصرر pooling لایه ،لایه کانولوشررن شررود که عاارتند ازتشررکیل می

لوشررن برای ی  معماری کلی از شرراکه عصررای کانو 2-2شررکل در  د.ندهوظایف مختلفی را انجام می

در هر شاکه عصای کانولوشن دو مرحله برای . بصورت لایه به لایه نمایش داده شده استبندی دسرته 

در مرحله اول . انتشرراریا پس backpropagation و مرحله feed-forwardه مرحل. آموزش وجود دارد

ای بین ورودی و پارامترهای هر شررود و این عمل چیزی جز ضرررب نقطه ورودی به شرراکه تغذیه می

ر شود. دنورون و نهایتا اعمال عملیات کانولوشرن در هر لایه نیست. سپس خروجی شاکه محاساه می 

از نتیجه خروجی  ،ا به عاارت دیگر همان آموزش شاکهرامترهای شراکه و ی این جا به منظور تنظی  پا

شود. برای اینکار خروجی شاکه را با استفاده از ی  جهت محاسراه میزان خطای شراکه اسرتفاده می   

در . شررودطور میزان خطا محاسرراه میپاسررص صررحیح مقایسرره کرده و این با loss function خطاتابع 

شررود. در این آغاز می backpropagationه میزان خطای محاسرراه شررده مرحلمرحله بعدی بر اسرراس 

شررود و تمامی پارامترها با توجه به تاثیری که بر خطای ایجاد محاسرراه می هر پارامتر مرحله گرادیان

 feed-forwardی پارامترها مرحله بعد روزرسررانیبهکنند. بعد از شررده در شرراکه دارند تغییر پیدا می 

[. در 39 -37] دآیود. بعد از تکرار تعداد مناسرای از این مراحل آموزش شرراکه پایان می شررشرروع می 

 [.41و  41شود ]های کانولوشنی معرفی میادامه لایه

 لایه کانولوشن 2-5-2-1
هایی که به نواحی محلی در ورودی متصل هستند را محاساه ین لایه خروجی نورونکانولوشرن، ا لایه 

 ای که آنها به آنهای هر نورون و ناحیهای بین وزنطریق ضرررب نقطه کند. عمل محاسرراه ه  از می

 .گیردسازی ورودی( متصل هستند صورت می)توده فعال

 pooling لایه 2-5-2-2
بین چندین لایه کانولوشنی پشت سر ه  در ی  معماری کانولوشن امری  Pooling قرار دادن ی  لایه
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جهت کاهش تعداد پارامترها و محاساات در ه بورودی کارکرد این لایه کاهش اندازه مکانی  .رایج است

بصورت مستقل بر روی هر برش عمقی  Poolingاست. لایه  overfitingکنترل داخل شاکه و بنابراین 

دهد. می از لحاظ مکانی تغییر اندازه Max را برا اسرررتفاده از عملیات از توده ورودی عمرل کرده و آن 

 است. 2گام  یه به صورت استفاده این لایه با فیلترهایی با اندازهترین شکل استفاده از این لارایج

 (Fully Connected Layer) لایه تماما متصل 2-5-2-7
 های موجود در لایه قالی ارتاا  داردهایی که در ی  لایه تماما متصررل قرار دارند با تمام نوروننورون

 ضرب از توانمی . بنابراینشودقیقا همانند همان چیزی که در شراکه های عصرای معمولی دیده می  د

ها( ها )فعالسازیه حاصله با بایاس جهت محاساه خروجی تمامی نوروننتیج جمع سرپس  و ماتریسری 

بطور خلاصه تمامی قوانین مطرحی در شاکه های عصای معمولی در این  .در ی  لحظه اسرتفاده کرد 

 .بخش صادق است

 مروری برکارهای پیشین 2-1
که بسررته به نوع  های فیشررین  از غیر فیشررن  وجود دارد بندی دامنهههای زیادی برای دسررتروش

های پیشرین به دو دسته سنتی و ماتنی بر یادگیری عمیق  متنوع هسرتند. به طور کلی روش  کاربرد،

های ماتنی بر روش 8-2بخش های سرررنتی و در به معرفی روش 7-2شررروند. در بخشتقسررری  می

را به  یینیمقالات، دقت پا تعدادی ازها در روش یناما اسرررتفاده از اشرررود. یادگیری عمیق معرفی می

 دهی .تعدادی از این مقالات را شرح میهمراه داشته است. 

 سنتی هایروش 2-3
ری ماشین و سایر های یادگیکنندهبندیشرود که در آن از طاقه هایی معرفی میروشاین قسرمت   در

 است. استفاده شدهبندی ه  برای طاقههای مو استخراج ویژگی پردازشها جهت پیشالگوریت 
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های ای بر اساس تکنی توان به طور گستردهمطالعات موجود در مورد شناسایی دامنه مخرب را می

 بندی کرد:اساسی به سه دسته طاقه

 بندیهای ماتنی بر طاقهحلراه 

 بندیهای ماتنی بر خوشهحلراه 

  های ماتنی بر نمودارتکنی 

 .است ها معرفی شدهدر ادامه به تفصیل هری  از روش

 بندیمبتنی بر طبقه هایحلراه 2-3-1
بندی، ابتدا به دانش دامنه از کارشناسان شاکه و امنیت برای استخراج های ماتنی بر طاقهحلراه

هایی خی  و مخرب متکی هستند. بر اساس چنین ویژگیهای خوشهای آماری مربو  به دامنهویژگی

ها از حلشده، این راه خی  شناختههای مخرب و خوشدامنههای دارای برچسب با و مجموعه داده

ساخت  گیری برایتصمی  و درخت های بردار پشتیاانه مانند ماشینبندی نظارت شدهای طاقهالگوریت 

 از آنجا که [.44 -42کنند ]خی  استفاده میخی  و بدهای خوشامنهبندی باینری برای تمایز دطاقه

DNS یکار قابل توجه [43در مرجع ]است،  مان مورد سوء استفاده قرار گرفتهبه شدت توسط مهاج 

این سیست   .است DNSبر  یبدافزار ماتن ییشناسا یهاس یاست که به دناال توسعه مکان انجام شده

 .نام دارد EXPOSURE پیشنهادی

است که به عنوان بخشی از عملیات مخرب در  یهای مخربشرناسایی دامنه  EXPOSUREف هد

 4ویژگی منحصر به فرد که در  15با استفاده از  EXPOSURE. سریسرت    شرود اینترنت اسرتفاده می 

  تاست. سیس عی طراحی شدههایی در زمان واقاند، برای شناسایی چنین دامنهبندی شدهدسته، گروه

EXPOSURE آنالیزانجام  یراب Passive DNS  یهاتیکه در فعال ییهادامنه ییشررناسررا  منظوربه 
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 dropzones، نتات، ب15C&C ی، سرورهان یشیف صفحات وب یزبانیاز جمله م ؛هستند ریمخرب درگ

 یابر ینیساختن قوان یبرا نیماشر  یریادگی یها یاز تکن این سریسرت   اسرت.   شرده  یطراح رهیو غ

مخرب از  یهاسیسرررو DNSرفتار   یکه به طور موثر قادر به تشررخ ؛کندیاسررتفاده م ییناسرراشرر

استخراج  DNS هایی که از رکوردهایجموعه ویژگیبه طور خاص، از چهار م است.  یخخوشسرویس 

توسط کاربران  هک DNS ترافی ی  تحلیل منفعل از . برای ارزیابی سیست  کندشروند استفاده می می

در واقع ی  آزمایش کنترل شده با ی  مجموعه داده بزرا و دهد. میاست را انجام  ی ایجاد شدهواقع

 شود.انجام می DNS واقعی در دنیای واقعی متشکل از میلیاردها درخواست

اسرررت.  شررکوک اسرررتخراج شررده  م یهاآدرسو مخرب  یهادامنهاز به طور خاص،  پایگاه داده

های دامنه مجموعهو  شررودیم دیتولالگوریت  تولید دامنه توسررط که  ییهادامنه سررتیاز ل نیهمچن

 -45] است و تعدادی از سررورها تشکیل شده  Alexaسرایت  خی  از اطلاعات به دسرت آمده از  خوش

51.] 

 Fold Cross Validation-10 با ی، مجموعه آموزشj48درخت تصمی   بنددستهدقت  یابیارز یبرا

تسررت، با اسررتفاده از  یبرا هیو بق شررودیآموزش اسررتفاده م یبرا یه آموزشرراز مجموع %66که در آن 

و   یدرصررد تفک .بودندمخرب  %5.9، حدود دامنه 311111از  EXPOSURE ،17،686سرریسررت   

در  کننده یبندطاقه  یتشخ زانیکه م دهدینشان م یمجموعه آموزش یبر رو یسرنج اعتاار یابیارز

مخرب قال از  یهادامنه ییقادر به شناسا ایآکه  عملکرد سیست  بی. به منظور ارزیااسرت  %98حدود 

دوره شش ماهه   ی یبرا گرید اهیس سرت یل 11با  EXPOSURE  یاسرت، زمان تشرخ   گریمنابع د

 EXPOSURE شده توسط ییشناسا یها(. تعداد دامنه2111دسرامار   - 2111 هی)ژوئ شرد  سره یمقا

 .باشدمی %51از  شیب

                                                 
15 Control &Command 
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کننده و هوشررمندانه ضررد فیشررین ، سرریسررت  تشررخی  ماتنی بر یادگیری ی  راه حل امیدوار

[. این تکنی  از مقدار 52] است شدهارائه  16(HEFS) هیارید ترکیای انتخاب مجموعه نام ماشرین به 

د های جدیسایتشود و به آن قابلیت تشخی  وبها که به عنوان ویژگی شناخته میزیادی از شاخ 

 توزیع گرادیان تابع الگوریت  ی  ،HEFS اول مرحله در اسررت.یافته  کیلدهد تشررن  را میفیشرری

اغتشاش  مجموعه ی  در کند، سرپس می اسرتفاده  اصرلی  ویژگی هایمجموعه زیر تولید برای تجمعی

 اییمرحله دوم مجموعه .کنند ثانویه راتولید ویژگی هایمجموعه زیر تا شوندمی تخصی  داده هاداده

 استخراج تابع اختلال مجموعه ی  از استفاده با ثانویه ویژگی هایمجموعه زیر از را پایههای از ویژگی

 SVM ،Naïve Bayes ،C4.5 ،Random بندیهای طاقهبرای اسرررتخراج ویژگی از الگوریت . کندمی

Forest ،JRip  وPART است. استفاده شده 

 تا ژانویه بین یعنی جداگانه جلسه دو رد هاسرایت وب نیاز، مورد هایویژگی آوریجمع منظور به

 صفحه فیشین  بر اساس 5111به طور خاص، . شد آوریجمع 2117 ژوئن تا مه ماه بین و 2115 مه

 Alexa هایآدرس اساسصفحه وب قانونی دیگر بر  OpenPhis 3، 5111 و PhishTank 2 هایآدرس

 است. شدهانتخاب  Common Crawl 5و  4

 برای است. استفاده شده Test-Train تقسی  مشابه بندیطاقه روش ی  از ت،آزمایشا اجرای در

تست در نظر گرفته  برای %31 که حالی در، دشرو می اسرتفاده  آموزش برای هاداده از %71 ،بخش هر

 براسرراس .شررودمی انجام واحد امتیاز ی  تولید برای متوسررط طور به هابخش تمام در دقتشررود. می

 بالاتر یدهامتیاز با تصادفی جنگل که رسدمی نظر به ها،کنندهبندیطاقه میان در مده،آ بدسرت  نتایج

 با هپای هایویژگی که دهدمی نشان ارزیابی نتایج. اسرت  بهتر باقیمانده هایبندیطاقه همه از %95 از

 C4.5، JRip ،PART ،SVM ،Naïve Bayes از که کامل هایویژگی کلیه از تصادفی جنگل از استفاده
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 بندیطاقه با که هنگامی آمده،بدسرت  هایویژگی که کندمی ثابت این. اسررت بهتر ،کنندمی اسرتفاده 

RF است مؤثر بسیار قانونی و فیشین  هایسایتوب بین تمایز در هستند، همراه. 

 هایکنندهبندیطاقه ،از جمله ویژگیهای ترکیایفیشین   شرناسرایی   هایروش [،53در مقاله ]

 هاآن هایمحدودیت کند،می بررسی را برجسته ویژگی تحقیقی انتخاب هایروش و ماشرین  ادگیریی

 دتشدی تشرخی   عملکرد تا داد بهاود را هاآن توانمی چگونه که کندمی تاکید و کندمی مشرخ   را

 هب م ک امید با حاضر تحقیق روند خاص هایجناه ارتقا برای را اضافی هایویژگی بررسی این. شرود 

 خابانت کیفیت نتایج بهترین به دسررتیابی و تشررخی  هایروش توسررعه چگونگی مورد در محققان

 .کندمی فراه  ویژگی

 و مربوطه تحقیقات در ویژگی انتخاب فعلی وضرررعیت کردنبرجسرررته تحقیق این از هدف

 ینا امانج برای. باشدمی فیشین  تشرخی   اجرای و برجسرته  هایمحدودیت بین علیت آشرکارکردن 

 اساس بر .است شرده  معرفی و انجام مقاله این در انتقادی ارزیابی و تحقیقات بر گسرترده  مروری کار،

 هاگیویژ بهترین انتخاب که کندمی تأکید مطالعه این شده، انجام بررسی از آمده دسرت  به هایبینش

 قابل طور به خاص هایویژگی از تواندمی فیشررین  تشررخی  برای ویژگی زیرمجموعه بهترین یا

 رایب بهینه معیارهای عنوان به تا کندمی توصرریه را اضررافی هایویژگی بنابراین. بگیرد الهام توجهی

 .شود استفاده جناه چندین از ویژگی انتخاب نتیجه صلاحیت و ویژگی انتخاب بهاود

چوب براسراس تحقیقات عمیق از دسرتاوردهای تشخی  دامنه مخرب، ی  چار  [، 54در مرجع ]

پیشنهاد  17OMDD ، به نامکندکه مزایای سه روش تشخی  دامنه مخرب مختلف را ترکیب می جدید

موجود در حوزه  روشدر  اسررت. Domain-IPغیر فعال و ماتنی بر  فعال، دامنه مخرب ه اسررت.شررد

ی  معماری موتور چندگانه اسرت که مزایای سه رویکرد   OMDDشرناسرایی دامنه مخرب، چارچوب   

ار تا امتیاز اعتا شده ادغام ،در نهایت، امتیاز هر موتور ردیابیند. کامنه مخرب را ترکیب میتشخی  د
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این . تواند به طور عینی درجه مخرب نام دامنه را توصررریف کندنهرایی نرام دامنه را ارایه دهد که می  

 چارچوب برای استقرار همگرایی در ی  شاکه شرکت بزرا تجاری مناسب است.

ه بشررود. اسررتخراج میبندی ماتنی بر ویژگی، برای موتور تشررخی  طاقهمنه مخرب اطلاعات دا

های که حاوی داده شررودمیبند انتخاب برای آموزش مدل طاقه DNS روز 14طور تصررادفی سرروابق 

DNS برای موتور اند. شرردهگذاری شررده اسررت که برچسررب  های دامنه مخرب شررناختهمربو  به نام

شود و به ترتیب استفاده می Active DNSاز  ،Domain-IPه و تحلیل رابطه تشرخی  ماتنی بر تجزی 

 شود.مربو  به لیست سفید و سیاه جستجو می DNS داده های

به  وتصادفی انتخاب  DNS ترافی  شود.میاجرا  OMDD ی  سیست  براساس چارچوب سرپس 

 تجربی سه موتور تشخی  ارزیابینتایج . گیردمیمورد بررسی قرار روز برای تشخی  آنلاین  7ترتیب 

نتایج آزمایشی سه موتور شناسایی، از  .شودمیمقایسه  OMDD ها با نتایج نهاییآننتایج و در نهایت 

بندی، موتور تشرررخی  ماتنی بر قانون و موتور شرررناسرررایی جمله موتور تشرررخی  ماتنی بر طاقه

Domain-IP مده، چارچوبشود. با توجه به نتایج بدست آبا ه  مقایسه می OMDD های از سایر روش

 با توجه به نتایج تجربی،های مخرب داشته است. همچنین تشخی  عملکرد بهتری در شناسایی دامنه

OMDD  چرا که میزان دقت بدست دهدهای موجود انجام میکارایی و دقت بالاتری نسرات به روش ،

 است. %92.91حدود  OMDDآمده در 

با مخرب های دامنه ماتنی بر یادگیری ماشررین برای شررناسرررایی نام  ، ی  روش [55] در مقاله

ی  شاکه عصای مدرن با دقت بالا و سرعت  ELMسریسرت     شرود. میپیشرنهاد   18ELMاز اسرتفاده  

شده از منابع های استخراجبندی نام دامنه بر اساس ویژگیبرای طاقه ELMیادگیری سرریع اسرت. از   

سررازی بدافزارها و ترین بخش در پیادهکه اصررلی DNSبه  C&C شررود. ارتااطاتمتعدد اسررتفاده می

ی  روش تشخی   DNSاز دارد. بنابراین، تجزیه و تحلیل استخراج اطلاعات است، در بیشتر موارد نی
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)رگرسرریون لجسررتی (،   LRکننده متفاوت بندیاز چهار طاقههمچنین  مه  در شررناسررایی اسررت. 

CART ،BPNN   )و  )شراکه عصرای برگشتیSVM  شده است. در استفادهELM  پیشنهادیn  تعداد

ویژگی متفاوت  mدر آن هر نرون با طاقه متمایز اسرررت که  kهرا در ی  مجموعه آموزشررری با  نرون

 شود.مشخ  می

های مبات و های مخرب به عنوان نمونهرای ارزیابی عملکرد روش تشخی ، دامنهدر مرحله بعد ب

نر  تشخی  و دقت به عنوان معیارهای سپس . شودداده میقرار  به عنوان منفی غیرمخرب هایدامنه

ه زمانی کشود. برای میمیانگین نتایج در همه اجراها به عنوان نتیجه دریافت . شرود میاصرلی تعریف  

آمده بدست  %96.29 و دقت %95.91 خی نر  تش، است 511و  51های مخفی به ترتیب تعداد گره

کند، در حالی که نر  تشخی  و دقت به های مخفی رشد میعداد گرهزمان آموزش و تست با تاست. 

ها را برای سررررعت یادگیری توان تعداد نروندهد که میاین نشررران می ماند.طور پایدار بالا باقی می

اگرچه کارایی محاسااتی  .باقی خواهد ماند نر  تشخی  و دقت همچنان بالااما  داد.کاهش  ،ترسرریع 

LR  وCART این درحالی است که قاول نیست.دقت قابلولی است،  عالی BPNN  وSVM توانند می

تنها عملکرد  نه ELMبا توجه به تجزیه و تحلیل بیشرررتر آزمایش تطایقی،  .به دقت بالا دسرررت یابند

 د.دهدارد بلکه ی  مزیت واضح از سرعت یادگیری سریع را نشان می دامنه مخربخوبی در تشخی  

 د.ها با ه  ترکیب شونکند که تمام ویژگیرین عملکرد را زمانی ایجاد میبهت ELMهمچنین 

 DNSتوسط پنج سرور  ،[56] شدهدریافت DNS وجوپرسشده در این مقاله از  های استفادهداده

 در هر ثانیه آوری شررد که به طور متوسررطهای جمعشرران  Jiaotongدر شرراکه و اطلاعات دانشررگاه 

برای ی  هفته  جو با نظارت بر ترافی وپرس 9335271 در مجموعشود، می پردازش وجوپرس 3111

های کردن برای ایجاد دادههای ترافی ، ی  فرآیند فیلتربرای کاهش مقیاس دادهآمده است. به دست 

 .شودمیمخرب ایجاد خطر و های بیقابل اطمینان و قابل مدیریت برای دامنه
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 بندیمبتنی برخوشه هایحلراه 2-3-2
کنند و از ها اسررتخراج می[، شررااهت ویژگی را بین دامنه59 -57بندی ]های ماتنی بر خوشررهحلراه

[، شااهت 58کنند. در ]های مشرخ  استفاده می ها در خوشره بندی دامنهمقیاس شرااهت برای گروه 

را  یبندی سلسله مراتاکند و سرپس خوشه های غیر موجود را در سرطح معتار محاسراه می  بین دامنه

مشابه  رطو بهکند. های تولید دامنه اتخاذ میهای دامنه تولید شده توسط الگوریت برای شناسایی گروه

 هایالگوریت  از سپس و کندمی بررسی را DNS هایداده کوئری بین زمانی هماستگی ،[57] درمرجع

 مخرب دامنه هایگروه از زیادی تعداد شررناسررایی برای مخرب دامنه چند با XMeans بندیخوشرره

 .کندمی استفاده

 .شده است پیشنهاد 19DomHin نام به هوشمند دامنه شرناسایی  سریسرت    ی  [،61در مرجع ]

HinDom دسررتی، شرردهانتخاب هایویژگی بر تکیه جای به DNS scene شرراکه ی  عنوان به را 

 بر علاوه .است آنها فمختل روابط و IP آدرس دامنه، شامل مشتری، که کندمی ایجاد ناهمگن اطلاعات

 با تنها را مخرب هایدامنه ،سررازدمی قادر را HinDom مسرریر بر ماتنی انتقال بندیطاقه روش این،

 بردارها بندیخوشه برای KMeans الگوریت  از سپس .دهد تشخی  برچسرب  نمونه از کوچکی بخش

 .کندمی استفاده s ماتریس به بندیخوشه نتیجه تادیل و k دسته به

و  DNS ترافی  ،DNS 21هایرویدادنامهاز  عاارتند ده استش آوریجمع که اصلی داده مناع هس

 ارزیابی برای جامعی هایآزمایش ،مرحلره بعرد   درPassive DNS [61- 63 .] هرای مجموعره داده 

HinDom شراکه  دو که در شرود انجام می CERENT 2  وTUNET شودمی ارزیابی واقعی دنیای در .

برابر  F1-scoreو 1.9965با مقدار  ACC دارای HinDom که کارایی دهدمی نشررران یشآزما نتایج

 ACC با را مخرب های دامنه تواند می ه  هنوز و اسررت دار برچسررب پیش نمونه از %91با  1.9912

 .دهد تشخی  F1-score 1.9116و  1.9626

                                                 
19 Heterogeneous Information Netword 
21Logs 
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 مبتنی بر نمودار هایحلراه 2-3-7
 مدل مختلف هایگراف طریق از را هادامنه رفتار ابتدا ،[14و  64] نمودار بر ماتنی هرای حرل راه

 در. کنندمی استفاده مخرب هایدامنه شرناسایی  برای نمودار اسرتخراج  هایروش از سرپس  کنند،می

 استفاده دامنه نام و نهایی میزبان بین تعامل از تا کندمی ایجاد DNS شکست برای نمودارهایی ،[64]

سه گانه  ماتریس فاکتورسازی روش ی  با DNS نمودارهای از را منسجمی هایگروه موفقیت با و کند

[ 66و  65]( BP) انتشار باوراز الگوریت  استناا   ،[14] در در حالی که کند، استخراج آماری غیرمنفی

که به عنوان  انتشررار باور .سررازدهای مخرب مینه میزبان را برای شررناسررایی دامنه ودار ارتاا  دامنم

در  تاجاستنپیام برای انجام  انتقال الگوریت شود. ی  ضرب انتقال پیام نیز شناخته میحاصرل  عمجمو

لاصه این است. به طور خ میدان تصادفی مارکوفو  های بیزیشاکههمچون  های گرافی احتمالیمدل

ای مربو  به هر گره مشراهده نشرده را مشررو  بر هر گره مشاهده شده،    روش توزیع احتمال حاشریه 

  .کندمحاساه می

ها، و دامنه یینها یهازبانیم نیثارت تعامل ب  یرا برا یدو بخشررر یا، نمودارهر [67]در مقرالره   

ها، دامنه یبرا Query DNS یزمان یسر یالگوها فیها و توصمربو  به دامنه IP یهاآدرس ییشناسا

 یهااهتشررای سررازمدل یدو طرفه را برا ینمودارها نیاز ا حالته  ی یهاینیبشیکرده و پ یمعرف

 نمودار استفاده هیتعا  یاز تکن کند، همچنینیم یها بررسر دامنه نیب یو زمان یسراختار  IP ،یرفتار

  یو ید ریبگ ادیبرچسرررب  یدارا هایدامنه یرا برا ایپو یژگیو نمایشترا به طور خودکار   شرررودمی

 .دهدمیتوسعه   یخخوش ایمخرب  یهاهدامن ینیبشیپ یبرارا  SVMبر  یماتن یبندطاقه ت یالگور

 ویژگی بردار هر همچنین و ترکیای ویژگی بردار با را پیشررنهادی الگوریت  صررحت، به منظور

 این از ی  هر برای .کندمی گیریاندازه K-Fold Cross Validation با مخرب تشخی  برای جداگانه

 نظر های تسررت درداده مجموعه آزمایش منظور به دارندهنگه گروه ی  عنوان به را آن ،kهای گروه

بندی طاقه مدل توسررعه برای آموزشرری داده جموعهم عنوان به باقیمانده k-1 هایگروه از و گیردمی

SVM طحس .کندمی ارزیابی احتمالی، گروه با را دیده آموزش مدل کیفیت درنهایت،. کندمی استفاده 

https://fa.wikipedia.org/wiki/%D8%A7%D9%84%DA%AF%D9%88%D8%B1%DB%8C%D8%AA%D9%85
https://fa.wikipedia.org/wiki/%D8%A7%D9%84%DA%AF%D9%88%D8%B1%DB%8C%D8%AA%D9%85
https://fa.wikipedia.org/wiki/%D8%A7%D8%B3%D8%AA%D9%86%D8%A8%D8%A7%D8%B7
https://fa.wikipedia.org/wiki/%D9%85%D8%AF%D9%84%E2%80%8C%D9%87%D8%A7%DB%8C_%DA%AF%D8%B1%D8%A7%D9%81%DB%8C%DA%A9%DB%8C
https://fa.wikipedia.org/wiki/%D9%85%D8%AF%D9%84%E2%80%8C%D9%87%D8%A7%DB%8C_%DA%AF%D8%B1%D8%A7%D9%81%DB%8C%DA%A9%DB%8C
https://fa.wikipedia.org/wiki/%D9%85%D8%AF%D9%84%E2%80%8C%D9%87%D8%A7%DB%8C_%DA%AF%D8%B1%D8%A7%D9%81%DB%8C%DA%A9%DB%8C
https://fa.wikipedia.org/wiki/%D8%B4%D8%A8%DA%A9%D9%87%E2%80%8C%D9%87%D8%A7%DB%8C_%D8%A8%DB%8C%D8%B2%DB%8C
https://fa.wikipedia.org/wiki/%D9%85%DB%8C%D8%AF%D8%A7%D9%86_%D8%AA%D8%B5%D8%A7%D8%AF%D9%81%DB%8C_%D9%85%D8%A7%D8%B1%DA%A9%D9%81%DB%8C
https://fa.wikipedia.org/wiki/%D9%85%DB%8C%D8%AF%D8%A7%D9%86_%D8%AA%D8%B5%D8%A7%D8%AF%D9%81%DB%8C_%D9%85%D8%A7%D8%B1%DA%A9%D9%81%DB%8C
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 ایهدامنه دقیق و موثر شناسایی به قادر پیشنهادی سیست  دهدمی نشان است که 1.94، منحنی زیر

بر اساس سه بردار  SVMکننده باینری مختلف ماتنی بر بندیبه طور خاص، سره طاقه  .اسرت  مخرب

، به SVM کنندهبندیبرای طاقه، سرررطح زیر منحنی دهد. نتایج نشررران می دهدویژگی آموزش می

 باشد.می 1.65و  1.83، 1.89ترتیب 

 سفید لیست و مخرب هایدامنه سیاه لیسرت  های مورد اسرتفاده در این مقاله، ی  مجموعه داده

 برچسررب دارای هایداده اسررت. مجموعه اینترنتی امنیتی بزرا شرررکت ی  از خی خوش یهادامنه

 و شده تأیید مخرب هایدامنه ٪31 ، هادامنه این بین در. اسرت  دامنه 11،111 از بیش شرامل  نهایی

 هستند. خی خوش دامنه باقیمانده 71٪

کشف نام  سریسرتمی را برای   ،DNSابله با حملات سرایاری با اسرتفاده   [، برای مق68در مرجع ]

 21(sTVPست  استخراج الگوهای تغییرات زمان )ایده اصلی این سی، کندهای مخرب پیشنهاد میدامنه

 ییها را شناسانام دامنه یزمان راتییتغ یالگوها DOMAIN PROFILERسریسرت     .نام دامنه اسرت 

، برای رسررریدگی کامل به مسرررئله آلدر حالت ایده کند.یم ینیبشیمخرب را پ یهاکرده و نام دامنه

روز شررده را در زمان واقعی هر نام دامنه تازه ثات شررده و ب های سرریاه نام دامنه، بایداصررلی با لیسررت

های هر مهاجمی دخیل است یا مشراهده و پیگیری کند و قضراوت شود که آیا نام دامنه در زیرساخت  

کند، آوری میرا جمع DNS هایرویدادنامه خیر. بر اسراس ایده فوق، سیست  ایجاد شده به طور فعال 

شرررود که آیا از ی  نام دامنه بینی میکند و پیشآنها را تجزیه و تحلیل می یزمان راتییتغ یالگوهرا 

های با استفاده از مجموعه دادهاین سیست   .خاص برای ی  هدف مخرب اسرتفاده خواهد شرد یا خیر  

اولین مجموعه داده نام دامنه . گیردمیامنه مورد ارزیابی قرار ای از نام دواقعی از جمله تعداد گسررترده

ها برای ایجاد ی  مجموعه آموزش داده، استهای آموزشری و آزمایشری تشرکیل شرده     که از مجموعه

 ،Sandbox-Malware ،Legitimate-Ale. مجموعه داده مدل یادگیری در ی  جنگل تصررادفی اسررت

                                                 
21 Temporal Variation Patterns 
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Pro-C & C   وProPhishing   .لیست نام دامنه بود که برای  ،دوم ی  پایگاه داده داده موعهمجاسرت

را به عنوان ی  لیست قانونی  Alexaهای برتر سایت .شوداستفاده می الگوهای تغییرات زمان شناسایی

 هایرویدادنامهرا به عنوان ی  لیسررت مخرب انتخاب کرده اسررت. مجموعه داده سرروم، ها HpHostو 

 IP های آدرسهای سری زمانی نام دامنه و نگاشتشامل مجموعهبود که  Historical DNSمربو  به 

شده  استفاده TNRو  TP، FP ،FN ،TN ،TPRمعیارهای ارزیابی برای ارزیابی مدل پیشنهادی از . بود

 روز قال با نر  مبات واقعی 221نام دامنه مخرب را  ،دهد که سیست  پیشنهادینتایج نشان می .است

و  1.975 به ترتیب مسرراوی Recall ،TNR بینی کرده اسررت. همچنینترین حالت پیشدر به 1.985

ایده اصررلی آید که از نتایج بدسررت می .باشرردمی 1.983 برابر F-scoreمقدار  و 1.991، دقت 1.991

درسررت در نظر گرفته شررده   TNRو  TPR برای بهاود الگوهای تغییرات زمانی ماتنی بر اسررتفاده از

 است.

 قصررد [،69مقاله ]. اسررت مخرب دامنه نام هر برای بهینه دفاع حلراه تعیین کلیدی چالش ی 

 روی که بر. دهد نشرران را بدخواهانه دامنه هاینام چنین برابر در متقابل اقدامات اتخاذ دارد چگونگی

 چگونه که کند مشررخ  تا کرده تمرکز عملی دفاعی هایحلراه و دامنه نام هایمقوله بین روابط

 لتحلی و تجزیه لوله خط ی  درواقع، .کرد استفاده شدهشناسایی مخرب دامنه نام اطلاعات از توانیم

 هایدفاع تحقق برای موجود دفاعی هایحلراه ترکیب با یا قابل مشرراهده یا علمی را عینی و یکپارچه

 لتحلی لوله خط نهایت، کند. درمی سازیپیاده و طراحی امروز، مخرب دامنه نام برابر در بهینه و عملی

 و کارایی تا کندمی ارزیابی واقعی و بزرا داده مجموعه ی  از استفاده با را خروجی دفاعی اطلاعات و

 خربم دامنه کروماتوگرافی نام تحلیلی، رویکرد اساسی مفهوم .دهد نشان را پیشرنهادی  رویکرد اعتاار

 است. شده طراحی DOMAINCHROMA نام به آنالیز لوله خط. است

 انتظار مورد ورودی. شده است تهیه ،شرده  ارائه مخرب هایدامنه نام از ورودی داده مجموعه ی 

DOMAINCHROMA دامنه شناسایی هایسریسرت    توسرط  که مخرب هایدامنه نام از ایمجموعه 
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 دامنه نام نوع شش دامنه است. همچنین از سریاه نام  هایشرامل لیسرت   یا [،72 -71] شرود می ارائه

 ی  توسط شرده  تأیید مخرب واقعاً دامنه هاینام از مخرب دامنه هاینام این. کندمی اسرتفاده  مخرب

honeypot،  سیست sandbox های سرویس وcommercial and professional ارائه ایحرفه و تجاری 

 بارگیری VirusTotal از تصادفی بطور هانمونه این .اندشده تشکیل امنیتیسرویس  ی  توسرط  شرده 

 استفاده مورد مخرب اجرایی هایو فایل (ساعت 24 عرض در) اخیر اجرایی هایفایل شامل و شوندمی

 .هستند مایکروسافت ویندوز در

 نام از %71 از بیش ،DOMAINCHROMA خروجی از اسررتفاده هنگام که دهدمی نشرران نتایج

بدون هیچ خسارت  DNS سطح نقا  در فقط توانندمی سایاری حملات مختلف انواع در ،درگیر دامنه

 .شوند دفاعهای قانونی جانای از دسترسی

، طراحی ی  طرح ارتاا  با دقت DNSهای شده توسط داده اطلاعات ارائهیت با توجه به محدود

های ، یکی از روش[11استناا ]های ماتنی بر روش .شده استبالا و پوشرش خوب به چالشی تادیل  

های ایده کلیدی تکنی  .باشرردهای مخرب میدامنهو شررناسررایی   DNSهای ادهعمده برای تحلیل د

از  .اسررت DNSهای شرده از داده های اسررتخراجبراسراس ویژگی  هادامنهبین  ارتاا اسرتناا ، تعریف  

برای  .است شده استفاده DNSهای طور خاص برای تحلیل دادهبه ،مسیر ماتنی بر الگوریت  استنااطی

استنتاج، الگوریت  انتشار باور  کاراییو همچنین بهاود  هادامنهبیشرتر قدرت طرح ارتاا   نشران دادن  

براسررراس نتررایج  هررابرای سررراخررت گراف، دو نوع ارتاررا  بین دامنرره .گیردمیمورد بررسررری قرار 

نوع  حاصل ازگراف و  G-New هااولین نوع ارتاا  حاصل از گراف شود.میعریف ت IPکننده بندیطاقه

 G-Baselineتعریف شررده با توجه به گراف اولیه . دو ارتاا  شررودنامیده می G-Relaxed وم ارتاا د

 گیرد.شکل می

وشش ها بر پآزمایشاتی برای بررسی تأثیر انواع مختلف ارتاا به منظور ارزیابی طرح پیشرنهادی  

مجموعه در  G-Baselineاندازه  برابر 11تقریااً  G-Newگراف  .شده استو دقت تشخی  انجام دامنه 
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 دامنهپوشش  ها حتی در مقایسه با نوع اول،نوع دوم ارتاا  دهدنتایج نشان میهمچنین ها است. داده

. اسرررت G-Newاندازه برابر  2.7تقریاراً   G-Relaxed. الگوریت  دهرد بیشرررتری را در اختیرار قرار می 

های مخرب با اسررتفاده از الگوریت  دامنه ای از آزمایشررات برای اسررتناا مجموعه گسررترده همچنین

نر   و TPR واقعیهنگام محاساه نر  مبات شود. انجام میذکرشده  ماتنی بر مسیر بر روی سه گراف

برای  FPRو  TPR، هر دور در .شده استاسرتفاده   ten-fold cross validation، از FPRب مبات کاذ

 هارتاا  منجر به دقت تشخی  بهتری نسات ب اولین نوعشود. میمحاساه مختلف های مقادیر آستانه

G-Baseline ا ر هادامنهتوجهی پوشررش بنابراین، اولین نوع ارتااطات نه تنها به طور قابل. شررده اسررت

  .است ترتر و معنادارقویاین ارتاا  کند که بلکه ثابت می ،دهدگسترش می

اولین در ی از گراف دوبخشرری ناشرر BPو  Gnewبا  BPالگوریت   رویکرد ماتنی بر مسرریر ودر 

در هر دو مجموعه  .یابنداین است که هر سه روش به دقت تشخی  بالا دست می ات حاکی ازمشاهد

طرح پیشررنهادی به تجزیه و تحلیل  .یافتنددسررت  FP نر  %11 از کمتر با TP نر  %98 داده، آنها به

IP   ،که دقت تشخی  نیز نسات به بل های اختصراصری و عمومی متکی اسرت که نه تنها پوشش دامنه

تواند با الگوریت  اسرررتنااطی طرح پیشرررنهادی میهمچنین  .یابدموجود بهاود می هایدامنه ارتاا 

استفاده  مجموعه دادگان موردضمنا  .ادغام شود انتشار باوریر و الگوریت  استناا  عمومی ماتنی بر مس

متوالی مورد  م شررده اسررت که در دو هفته انجا Active DNSهای در این تحقیق، روی مجموعه داده

 [.77 -73استفاده قرار گرفت ]

 مبتنی بر یادگیری عمیق هایروش 2-8
بندی های معمولی و سررنتی شررناسررایی بودند، در این بخش روش طاقه های قالی همگی روشروش

 شده است. معرفی 5-2در بخش شود. همچنین یادگیری عمیق ماتنی بر یادگیری عمیق بررسی می

جمع  (LAN) های مشررتری در شرراکه محلیرا از دسررتگاه DNSهای [، رویدادنامه18در مقاله]

خی  یا مخرب، د. برای یافتن نام دامنه به عنوان خوشنکند و آن را در ی  سررررور ذخیره مینر کنمی
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ف های مختل، اثربخشرری روششررود. برای مقایسررهی  رویکرد ماتنی بر یادگیری عمیق پیشررنهاد می

سرررایر  و LSTMد بلنرر، حررافظرره کوترراه مرردت RNNیررادگیری عمیق مرراننررد شررراکرره عصرررای  

یق یری عمهای یادگیری سرررنتی را ارزیابی کرده اسرررت. رویکردهای ماتنی بر یادگکنندهبندیطاقه

ل اصلی یدل. اندهای یادگیری ماشرین کلاسی  عملکرد خوبی داشته کنندهبندینسرات به سرایر طاقه  

های مناسب را بطور ضمنی های یادگیری عمیق توانایی به دست آوردن ویژگیاین اسرت که الگوریت  

های یادگیری عمیق بالاترین میزان تشررخی  در مقایسرره با سررایر روش   LSTMدارند. علاوه بر این،

های مقاله از داده های مورد استفاده در اینمجموعه داده .اندمخرب را در همه آزمایشات بدست آورده

 [ بوده است. 81] OSNIT[ و 79، الگوریت  تولید دامنه ]Alexa [78]آوری شده توسط سایت جمع
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 مقدمه 7-1
ود. شمی های مشکوک شرح دادهدر این فصل جزئیات مربو  به روش پیشنهادی برای تشخی  دامنه

ادگیری ی گراف با استفاده ازتحلیل تنی بر وش مانامه ی  رایاندر این پ مورد استفاده روش پیشنهادی

سرررازی داده، تولید گراف، نامه از چهار بخش آمادهکار ما در این پایانبه طور کلی  باشرررد.می عمیق

معماری روش طور که در اسرررت. همان ندی تشرررکیل یافتهببردار و دسرررتهداده به الگوریت  تاردیل  

پردازی . میتشخی  جهت  سرازی داده آماده ابتدا به اسرت،  نشران داده شرده   1-3شرکل  پیشرنهادی  

است. در مرحله بعد  IPاز مجموعه دادگان و استخراج  مل گرفتن دادهسازی داده دراین مرحله شاآماده

از هری  از  های اسررتخراج شررده IPبا اسررتفاده از دامنه و  IP-نوبت به تولید گراف دو بخشرری دامنه

که در این  شوددامنه ساخته می دار، گراف وزنسپس از روی گراف دو بخشی ؛های مربوطه استدامنه

 . در گام بعد با اسرررتفاده از الگوریت شرررودها محاسررراه میها و وزن بین آنمرحله ارتاا  بین دامنه

Node2vec دار جهت شررده در گراف وزنی تولید هادادهاسررت، تادیل داده به بردار ریت  وکه ی  الگ

بردارهای ایجاد شده به  د. در گام نهاییشوبه بردار تادیل می Node2vecبا الگوریت  بند ورود به طاقه

د. نشوبندی سال  و فیشین  دستهها به دو دسته تا داده شودمیبندی یادگیری عمیق داده مدل طاقه

وک از سال  را بادقت بالا و به طور موثرتری شناسایی های مشرک توان دامنهها میبا کم  این الگوریت 

ریت  الگو بندی ماتنی بر یادگیری عمیق باهای طاقهلازم به ذکر اسرت در روش پیشنهادی مدل  کرد.

SVM انتشرار باور   وBP  تا  گیرد؛میمورد مقایسه قرار است  به آن اشراره شرده   3-2 و 2-2بخش در

ت بندی بهتری با دقهای مطرح شده با ه  سنجیده شود و الگوریتمی که دستهدقت عملکرد الگوریت 

امه به در ادهای فیشرین  از غیرفیشرین  را داشرته اسرت، مشرخ  شود.      بالاتر در شرناسرایی دامنه  

 است. رداخته شدهتفکی ، به توضیح هر قسمت پ
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 .معماری روش پیشنهادی1-7شکل 

 بعدی هایگامداده برای تحلیل در  سازیآماده 7-2
نامه جهت پایانهرا همیشررره ی  بحث چالش برانگیز بوده اسرررت. دراین  سرررازی بر روی دادهآمراده 

د. نشوتادیل می IP، به فیشین ل  و ه با برچسب ساها )آدرس دامنه( همراسرازی داده ابتدا داده آماده

وجود دارد؛ همچنین فیشرها همیشه از  IPوجود ارتااطاتی اسرت که بین دامنه و   IPعلت اسرتفاده از  

IP  کنند، بنابراین از هرای عمومی برای حملات فیشرررینر  اسرررتفاده میIP  به عنوان ی  ویژگی در

آمده  های بدستIPسپس از شود. ده میهای سرال  از فیشرن  همراه با دامنه اسرتفا   تشرخی  دامنه 
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در  شود.استفاده می IP-گراف دو بخشری دامنه گیری جهت شرکل  IPهای مربو  به هر همراه با دامنه

 شرح داده شده است. IP-بخش بعدی نحوه ساخت گراف دو بخشی دامنه

 IP-دامنه ساخت گراف دو بخشی 7-7
شود. ساختارهای زیادی را م کامپیوتر استفاده میها برای حل مسایل زیادی در ریاضیات و علواز گراف

تشکیل شده، که آن را  گرهای   گراف از مجموعهی [.81] ها به نمایش درآوردبه کم  گراف توانمی

داده نمایش  Eکنند و با را به ه  وصل می هاگرهها، که ای شرامل یال و مجموعه دهی نشران می  Vبا 

Gبا را . ی  چنین گرافی شرود می = (V, E) سازی داده در مرحله بعد از مرحله آمادهدهی . شان مین

گراف دو وارد مرحله ساخت های ترجمه شرده مربو  به دامنه  IPها و اکنون با اسرتفاده از دامنه  ،قال

 .ی وشمی IP-بخشی دامنه

,IP، G(D-دامنهبخشررری  دو گراف I, E) سرررت که در آنا D ها اسرررت، ای از دامنهمجموعهI 

∋{d,i}یال بین این دو اسرت یعنی    ی Eو  هاIPز ای امجموعه 𝐸 اگر دامنه ستا d به IP(i)  ترجمه

ها ترجمه شررده اسررت. به طور مشررابه، IPن آبه  Domain(d)هایی که IPیعنی مجموعه  IP(d) .شررود

Domain(i) های ترجمه شرررده به مجموعه دامنهIP(i) به  هاکند. در این گراف دامنهرا مشرررخ  می

IPی ترجمه شده متصل هستند، هر دامنه ممکن است به بیش از ی  هاIP .ترجمه شود ، 

ها شامل دامنه است هر کدام از دامنهدیگر  گره و IPشامل  گرهی   IP-بخشی دامنهدو درگراف 

 2-3شکل  در IP-بخشی دامنهمدل سراخت گراف دو   هایی که ترجمه شرده اسرت اشراره دارند،   IPبه 

 است. پرداخته شدهدار گراف وزنبخش بعدی به نحوه ساخت  در نمایش داده شده است.
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 IP-دامنه بخشی گراف دو.2-7شکل 

 

 کنید:را در زیر مشاهده می IP-شاه کد مربو  به گراف دو بخشی دامنه

Input: Domain and label 

Output: Domain and IP Graph 

For All Domain Implementation Graph Domain- IP 

          Extract IP 

          Draw the edge between the domain and IP 

Exit 
 

 داروزنساخت گراف  7-9
در گراف از بین  اطلاعات موجود ،داربه گراف وزن IP-تادیل گراف دو بخشی دامنه در این بخش برای

دار ارتااطات ی  گراف وزن اما در مشررخ  اسررت IPبخشرری ارتاا  بین دامنه و  رود. در گراف دومی

ها بدسرررت رود، اطلاعات حذف شرررده تنها با ایجاد یال بین دامنهاز دسرررت می IPها با تعداد از دامنه

در ادامه ساخت گراف شود. ه میاز پارامتر وزن به منظور مشرخ  شدن تعداد یال استفاد  آید. لذانمی

 است. دار توضیح داده شدهوزن
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دار که در بخش قال توضررریح داده شرررد، به گراف وزن IP-ای تادیل گراف دو بخشررری دامنهبر

برای در واقع  د.وجود دار هامشرررترک بین آن IPکه حداقل ی   شرررودگرفته مینظر  هایی دردامنه

در  و کردهدر گراف تادیل  گرهرا به ی   دامنههر توان دیگر میبه یک هادامنهنمرایش چگونگی رابطه  

 منهداکه  اییگرهبه  دامنهی  یال از این ، وجود داشت دیگر دامنه با ارتااطی دامنهکه در این صرورتی 

ود شهایی یال رس  میبین دامنه توان گفتمی . به عاارت دیگرشوددهد وصرل می دیگر را نمایش می

گام بعدی محاساه وزن بین  بعد از اینکه گراف ساخته شد، درس وجود دارد.ین دو آمشرترک ب  IPکه 

ها نیز بیشرررتر اسرررت. برای ها بیشرررتر باشرررد وزن بین آنبین دامنه IPها اسرررت. هر چه تعداد دامنه

 ها استفاده کردهای محاساه وزن بین دامنه[ بر11که در مرجع ] 1-3معادله سازی این مفهوم از پیاده

 است. نمایش داده شده 3-3شکل در دار وزن. گراف شودمیاستفاده  ،است

 

 1-3معادله 
w(d1, d2) = {

1 −
1

1 + 𝑖𝑝(𝑑1) ∩ 𝑖𝑝(𝑑2)
 if d1 ≠ d2

1                                  otherwise

 

 

𝑖𝑝(𝑑1) بخش 1-3معادله در  ∩ 𝑖𝑝(𝑑2)  تعدادip های مشترک دامنهd1  و دامنهd2 دهدرا نشان می. 

بعد شررود. رفته میدر نظر گ ی دارد و وزن طاق فرمول بین دامنه با خودش ارتااطی وجود همچنین 

 اسررت. در این مرحله باا هبندی دادهها نوبت به طاقهو بدسررت آوردن وزن بین دامنه از تشررکیل گراف

های مشررکوک از سررال  سررنجش میزان تشررخی  دامنه بهیادگیری عمیق بند مدل طاقهاسررتفاده از 

 .است پرداخته شده
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 IP-دامنه از گراف دو بخشی دارساخت گراف وزن.7-7شکل 

 

 کنید:دار را در زیر مشاهده میشاه کد مربو  به گراف وزن

Input: Domain- IP Graph 

Output: Weight Graph  

    For All Domain&Ip Implementation Graph Weight 

             Find Domains With Common Ip 

             Draw Edge Between Domains 

             Calculat Weight Of The Domains 

Exit 
 

های جهت استفاده از مدل ،های گراف به برداردار، به منظور تادیل دادهبعد از محاساه گراف وزن

به طور کامل توضیح داده  4-2دار که در بخش وزن Node2vecبند یادیگری عمیق از الگوریت  طاقه

داده  Node2vecبه عنوان ورودی به الگوریت   هاگرهو ارتااطات بین  هاگرهشود. شده است، استفاده می

کند. در نتیجه به ازای هر نود در خروجی ی  بردار ایجاد میالگوریت  بعد از پیمایش گراف  ،شودمی

وی بندی را رتوان عمل دستهبند مینزدی  به ه  دارند که با ی  طاقهای های شایه به ه  بردارهگره

 های گراف انجام داد.گره
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 های گرافبندی گرهدسته 7-5
. در این بندی آماده شررده اسررتبعد از اجرای مراحل قال، ورودی الگوریت  برای اجرای عملیات دسرته 

های گراف اجرا بندی گرهدسررتهبرای  CNNو شرراکه  DENSEشرراکه  یادگیری عمیق مرحله تکنی 

به طور مفصل توضیح داده شده  2-5-2و  1-5-2 در بخش CNNشاکه  و DENSEشراکه   گردد.می

و  4-3شکل در نامه را استفاده شده در این پایان CNNو  DENSEلازم به ذکر اسرت معماری  اسرت.  

 کنید. مشاهده می 5-3شکل 

غالاا  کنی .اضافه میها را ایجاد کرده و لایه Sequential ی  مدل در ابتدا Denseبه منظور استفاده از 

شررود. در این مشررخ  میطریق سررعی و خطا ها و انواع آن، از ین نوع سرراختار از نظر تعداد لایهبهتر

لایه های کاملا متصل با  شده است.لایه استفاده  چهاربا  لاز ی  سراختار شاکه کاملا متص ، نامهپایان

ها را در لایه به عنوان اولین آرگومان مشخ  ها یا گرهتعداد نورونشوند. تعریف می Denseز استفاده ا

سازی واحد خطی از تابع فعال .شودمیسازی تعیین سازی، عملکرد فعالفعال تابعکرده و با استفاده از 

 Tanh و Sigmoidی سازتوابع فعالپیش از این  شده است.لایه استفاده  هر چهاردر  Reluاصلاح شده 

عملکرد بهتری حاصل  Reluی سازامروزه با استفاده از تابع فعال؛ اما ها ارجحیت داشرت برای همه لایه

 شود.استفاده می Softmaxاز تابع لایه خروجی ر دشود. می

 

 
 Dense معماری.9-7شکل 
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 CNN معماری.5-7شکل 

در بخش  ههای عصای مصنوعی هستند کشاکه های عصای کانولوشن تا حد بسیار زیادی شایه شاکه

ل های قابها و بایاسهایی با وزنها متشکل از نوروندر مورد آنها توضیح داده شد. این نوع شاکه 2-5-2

در حالت کلی، ی  شاکه عصای کانولوشن ی  شاکه عصای سلسله مراتای . یادگیری )تنظی ( هستند

ها تعدادی بوده و بعد از آن poolingهای در میان با لایه ی های کانولوشنی آن به صورت است که لایه

ی کانولوشنی و از سه لایه 5-3شکل  در روش پیشنهادی CNNشاکه . لایه تماماً متصل وجود دارد

pooling لایه خروجی که دارای  و ی  لایه متراک  برای بعد از هر کدام، ی  لایه متراک  تمام متصل

باشد. برای خروجی دو کلاس می Softmaxسازی لایه آخر کند. تابع فعالدو نورون است استفاده می

 SVMو  BPبند یادگیری عمیق با دو الگوریت  همچنین به منظور ارزیابی دقیق عملکرد مدل طاقه

 گیرد.مورد مقایسه قرار می

 مدل استقرار سامانه 7-1
رد کلاس رکو ،نظرفت رکورد موردی است که با دریابنددستهنامه ساخت پایان این مدل پیشنهادی در

ها که دارای برچسررب در تشررخی  با بخشرری ازداده بند. به منظور ارزیابی دسررتهدهدمیتشررخی  را 

در تشخی   بنددستهو صحت دیگر داده برای تسرت   یبخشر با شرود و  هسرتند مدل آموزش داده می 

 تر و با اطمینان بیشتریهرچه دقت تشرخی  بیشرتر باشد، سامانه دقیق   ؛گیردرار میمورد اسرتفاده ق 
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شررود این با مجموعه دادگان تسررت می بنددسررتهنجایی که این ز آ. ادهدبندی را انجام میعمل طاقه

شود اگر ی  دامنه فیشین  جدید بیاید که در مجموعه دادگان مورد نظر وجود ندارد سوال مطرح می

 کشد.باشد و یا زمان تشخی  این دامنه چقدر طول میسیست  قادر به تشخی  میآیا 

نیاز به  Httpsاندازی سایت فیشین  و ؛ فیشرها برای راهتوان گفتمی، تپاسرص به این سروالا   در

 شررکلطور که در همان Httpsهای اندازی دامنهبرای راهدارند.  22و گرفتن گواهی دیجیتالثات دامنه 

 نوبت به بعدکند. در مرحله برای خود ثات می دامنهنام فیشر ابتدا ی  نشران داده شرده اسرت،     3-6

 بعددر مرحله  Hostبعد از گرفتن  مربو  به این دامنه است. Hostنوشرتن محتوای سرایت و دریافت   

اندازی این به منظور راهسپس  ؛ورد نظر نصب کندم Hostفیشر باید محتوای سایت نوشته شده را روی 

 های خاصرری را فیشررین  های بانکی یا دامنهتا بتواند دامنهدامنه نیاز به گرفتن گواهی دیجیتال دارد 

 ندتوانکز محدودی میابرای گرفتن گواهی دیجیتال از تعداد مر Httpsهای سررایت یی که از آنجا ،کند

. شودمراکز اعمال مینیز توسط این  المللیبین یوانین سختگیرانهق دهندل درخواسرت گواهی دیجیتا 

و  ردگیرکوردی از ثات این گواهی در اینترنت قرار می گرفتن ثات این گواهی از مراکز موجود، ازبعد 

ی ی  سر شود. از طرفیسرایت فیشین  برای کاربر قابل رویت و استفاده می ، DNSدر نهایت با ثات 

رکوردهای ثات شده مرکز آپا دانشگاه صنعتی شاهرود  دهند.های ثات شده را نشان میرکورد هاسایت

ه  باشد رکورد موردنظر را  Httpsشود و  ایی ثاتهر زمان دامنه کند ومیها را بررسی در این سرایت 

ه در ک در واقع کاری باشد.نامه میمندی سریت  پیشنهادی در این پایان این دامنه نیاز کند.دریافت می

است، یعنی قال از ثات  DNSتشرخی  فیشرین  بودن دامنه قال از ثات    شرود این مرحله انجام می

DNS ،نامه به آن پرداخته شده شرود که در این پایان ی داده میبنددسرته مورد نظر به سرامانه   دامنه

شود بررسی می احتمال فیشین  یا سال  بودن آن ،ساخته شده بنددستهموردنظر توسط  دامنهاست و 

با دریافت حک  فیلترین  توسط مراجع  آوری شواهددر صورت تشخی  فیشن  با دقت بالا و جمعو 

فت توان گمیدر واقع . شودبرای سایت موردنظر اجرا میعمل فیلترین   دقیقهچند  زادرکمتر  ذیربط

                                                 
22 Certificate 
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 ینی کرده است.برا پیش تشخی  جرم قال از وقوع خطرسامانه موردنظر 

 
 .نحوه استقرار1-7 شکل

 بندیجمع 7-3
ر فیشین  یا غی هاییدامنهتشخی  داد چه  است که بتوان ایسامانهدر روش پیشنهادی هدف تولید 

های پیشرفته هوش مصنوعی به صورت خودکار ها و تکنی فیشین  است. این کار با توجه به الگوریت 

های جدیدی اسررت که تری از شررناسررایی دامنهرا اسررت. هدف در این روش پوشررش گسررتردهقابل اج

 .باشدنمیفیشین  یا سال  بودن آن مشخ  
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 معیارهای ارزیابی مدل 9-1
رزیابی ابندی، دسته تکنی  ماتنی بری  ترین مسائل پس از طراحی و ساخت ی  مدل یا یکی از مه 

یی که سعی در حل آن داری  وابسته است. ااسرت. انتخاب ی  معیار برای ارزیابی به مسئله  کارایی آن

بند را محاساه کل دسته صحتاین معیار شود. صرحت اسرتفاده می  معیار بندی از برای مسرائل دسرته  

 شآزمای بند طراحی شده چند درصد از کلدهنده این حقیقت است که دستهشاننماید. این معیار نمی

را  بندیچگونگی عملکرد الگوریت  دسته 23ریختگی. ماتریس دره بندی کرده استرا به درستی دسته

در این . دهدبندی نشان میهای مسرئله دسته داده ورودی به تفکی  انواع دسرته  با توجه به مجموعه

 [.82باشد ]می صحتهدف از معیار ارزیابی برای سنجش مدل،  ماحث

 هاداده بندیدسته 9-1-1

 ها درست شناسایی شده است.: داده(True Positiveمبات صحیح ) -1

 ها اشتااه شناسایی شده است.: داده(False Positiveمبات کاذب ) -2

 ها به درستی رد شده است.: داده(True Negativeمنفی صحیح ) -3

 .ها به  اشتااه رد شده است: داده(False Negativeمنفی کاذب ) -4

 ریختگیدرهمماتریس  9-1-2

شرررود که در آن عملکرد به ماتریسررری گفته می ریختگیدره  ، مراتریس در حوزه هوش مصرررنوعی

های یادگیری با ناظر دهند. معمولاً چنین نمایشررری برای الگوریت های مربوطه را نشررران میالگوریت 

ن ماتریس در شرررود، اگرچه در یادگیری بدون ناظر نیز کاربرد دارد. معمولاً به کاربرد ایاسرررتفاده می

                                                 
23 Confusion Matrix 
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شده نیبیای از مقدار پیشاز ماتریس، نمونه سطرگویند. هر های بدون ناظر ماتریس تطابق میالگوریت 

ای واقعی )درسررت( را در بر دارد. در خارج از هوش نمونه سررتونکه هر دهد. درصررورتیرا نشرران می

ماتریس در  شررود.ده مینامی 25یا ماتریس خطا 24ماتریس معمولاً ماتریس پیشررایندی مصررنوعی این

 کنید.مشاهده می 1-4شکل ریختگی را در ه 

 
 ریختگی.ماتریس درهم1-9شکل 

. در ارزیابی معمولا انجام شرردبرای موارد مختلف تفسرریر و برای ارزیابی روش پیشررنهادی آزمایشرراتی 

 .[84و  83] زیر متصور است ترهایپارام

 ریختگییا درهم تشکیل ماتریس اختلاط .1

 (Accuracy) صحت .2

 (Precision) دقت .3

 (Recall) بازخوانی .4

 F1-score پارامتر .5

                                                 
24 Matrix Contingency 
25 Error Matrix 
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ها محاساه مربو  به همه مدل 26ROC، نمودارهای ذکر شده همچنین علاوه بر معیارهای ارزیابی

و ای بین دشناسند زیرا مقایسهمید خصه نسای عملکررا به عنوان نمودار مش ROC منحنیشده است. 

به طور کلی با شررر  مشررخ  بودن توزیع احتمالی برای هر . کندارائه می FPRو  TPRد نحوه عملکر

ا سطح ی 27یتابع توزیع تجمع در صرورتی حاصل خواهد شد، که  ROC منحنی FPRو  TPR دو بخش

زیر منحنی توزیع احتمال تشخی  درست در محور عمودی و تابع توزیع تجمعی تشخی  نادرست در 

بینی صحیح کند که به چه نسراتی پیش مشرخ  می  TPR به این ترتیب. محور افقی در نظر بگیری 

های صحیح بر تعداد نتایج مبات واقعی تقسی  شده و نر  ینیبصرورت گرفته اسرت. یعنی تعداد پیش  

های مبات از تعداد شناسایی نشرانگر  FPRر شرود. از طرف دیگ بینی صرحیح مبات محاسراه می  پیش

. رودبه کار می ROCر میان مشراهدات منفی است. این نسات نیز به عنوان نر  مبات کاذب در نمودا 

روی محور عمودی  TPRو روی محور افقی  FPRی و شاخ  یعنبوسیله این د ROC بنابراین فضرای 

 گیرد.شکل می روی نمودار FPو  TPشود. در نتیجه ی  توازن بین داده می نشان

نر  تولید  TPRدهنده نر  تولید خطا و قسرمت عمودی نشان  FPRدر این نمودار قسرمت افقی  

ا هاند مقدار حساسیت آنقرار گرفته مسازکه بالای خط نی نقاطیهای درست است. در این نمودار داده

که در این بخش، نر  مبات صرحیح بیشتر از نر  مبات   بیشرتر اسرت. به معنای آن   FPRه نسرات ب 

در مقابل نقاطی که روی خط نیمساز  .قرار گرفتن نقا  در این محیط مطلوب خواهد بود .کاذب است

مبات کاذب با یکدیگر برابر است. به عاارتی از هر مقدار عددی نر  مبات صحیح و نر  اند، قرار گرفته

ها را شرناسایی  اشرتااه دامنه نیز به دیگر  نمونه 51در و  نمونه به درسرتی  51، آزمایش در نمونه 111

( ROC)سطح زیر منحنی نمودار  28AUC مقدار عددی .این نقا  چندان مطلوب نیستندکرده اسرت.  

دهد قدرت تشخی  یا درستی نتایج ی  آزمون ان میوضروح عددی بین صرفر تا ی  اسرت و نشر    به 

درسرتی نتایج آزمون به این بستگی دارد که روش آزمون چقدر توانایی تفاوت درست  . باشرد چقدر می

                                                 
26 Relative Operating Characteristic 

27 Cumulative Distribution Function 
28 Area Under The Curve 

https://blog.faradars.org/random-variable-probability-function-and-its-distribution/
https://blog.faradars.org/random-variable-probability-function-and-its-distribution/
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دارد. اگر این عدد به ی  نزدی  باشد، به  را TFح منفی صحی و TPح نشران دادن نتایج مبات صرحی  

اند و میزان نر  مبات صررحیح بالا سرراز قرار گرفتهط نیمی خها عموماً در بالامعنای آن اسررت که داده

 1.5به  نزدی  AUCد اسرت و روش آزمون از قدرت تشخی  یا درستی مناسای برخوردار است. اعدا 

بیانگر بالاتر  1.5دهد و اعداد کمتر از همان برابری نر  مبات صررحیح و نر  مبات کاذب را نشرران می

که  انددر این بخش نقاطی قرار گرفته. با نر  مبات صررحیح اسررت بودن نر  مبات کاذب در مقایسرره

، اگر خط منحنی زیر خط نیمساز قرار گرفته باشد کمتر است. FPR ها نسات بهمقدار حسراسریت آن  

 .نر  مبات صرحیح کمتر از نر  مبات کاذب است. قرار گرفتن نقا  در این بخش اصلاً مطلوب نیست 

 [.86و  85] دهدنزدیکتر باشد، دقت بالای مدل را در تشخی  نشان میدر واقع هر چه نمودار به ی  

 مجموعه دادگان 9-2
 مجموعه دادگاننامه را معرفی کنی . در این بخش قصد داری  مجموعه دادگان مورد استفاده در این پایان

تفاده اس DNSهای رکوردبا  دادگاناز سه مجموعه  که باشدو فیشین  میغیرفیشین  های شامل دامنه

 است. این یافتههر مجموعه داده از تعدادی رکورد به صورت ماتریس با دو ویژگی تشکیل  شده است.

به آن  ترکه پیش طورباشد. همانهای دامنه و برچسب مربو  به هر دامنه میرکوردها شامل آدرس

های مربوطه IPها به هوجود دارد ابتدا دامن IPاشاره شد لازم بود به دلیل ارتااطاتی که بین دامنه و 

از اطلاعات  .باشد شدهتشکیل  IPهمچنین هر دامنه ممکن است از دو یا تعداد بیشتری  .ترجمه شوند

و محاساه مشترک  IPبا ها آوردن ارتاا  بین دامنهبرای بدست IPبدست آمده در این قسمت، دامنه و 

، نمایش داده 1-4جدول در رد استفاده مو گاندادمجموعه سه اطلاعات هری  از  شود.وزن استفاده می

در هری  از  هاهای سال  و تعداد کل دامنههای مشکوک، دامنهدر این جدول تعداد دامنه شده است.

توسط بان  ثات شده های فیشین  اول از دامنه مجموعه دادگان است. مجموعه دادگان بیان شده

 در اختیار قرارگرفته وگردآوری [ 19] ایران های غیر فیشین  از سازمان فناوری اطلاعاتی و دامنهمرکز

 های داخلی است.شامل سایتدر مجموعه دادگان اول های فیشین  و غیر فیشین  دامنهضمنا  است.
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ترکیب نهایت مجموعه دادگان سوم شامل در  است. بدست آمده[ 18مجموعه دادگان دوم از مرجع ]

 باشد.می [21و  18مجموعه دادگان استفاده شده در مرجع ]

 
 دادگان.مجموعه 1-9جدول 

 مجموعه دادگان سالم مشکوک هاکل داده

 اولمجموعه دادگان  21112 8121 28133

 دوممجموعه دادگان  155972 118128 264111

 سوممجموعه دادگان  566628 333372 911111

 

 سازیادهیپمحیط ارزیابی و  9-7

شرح داده خواهد  های آموزشی برای آموزش مدلداده ، نحوه تولیدسازی مدل، برای پیادهاین بخشدر 

زار افآموزش و تست، زبان برنامه نویسی مورد استفاده و سخت نویسری فرایند همچنین، نحوه کد. شرد 

ای ، مجموعهشود. لازم به ذکر است که برای عملیات ارزیابیح داده میسریسرت  استفاده شده نیز شر  

 .است مدل یادگیری استفاده شده تستها برای آموزش و های تصادفی تولید و از آنمتشکل از داده

 مدلو تست برای تولید داده آموزشی  9-7-1
موزش مدل اسرررتفاده ها فقط برای آهای آموزشررری این اسرررت که از این دادهنکته مه  در مورد داده

ید با تستهای مرحله به عاارت دیگر، داده .مدل نیز استفاده کرد تسرت ها برای شرود و نااید از آن می

 این برای آموزش مدل استفاده نشدهباشند؛ یعنی پیش از 29برای سیست  آموزش داده شده، دیده نشده

 تابع در اجرای آزمایشررات ازمدل های آموزشرری و تسررت برای ارزیابی به منظور تقسرری  داده .باشررند

Train_Test_Split تقسرری  بندی مشررابه از ی  روش طاقه شررود. در واقعاسررتفاده میTest- Train 

 %15شود، در حالی که ها برای آموزش استفاده میاز داده %85اسرتفاده شرده اسرت. برای هر بخش،    

                                                 
29 Unseen 
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ر متوسط برای تولید ی  امتیاز واحد ها به طودر تمام بخش صحتشود. برای تست در نظر گرفته می

 شود.انجام می

 افزاررمنمعرفی  9-7-2
به منظور یادگیری مرحله عملی و اجرایی سرریسررت  پیشررنهادی به زبان  Pythonآموزش مدل به زبان 

ای هدر محیطنویسی های برنامهموما اسرتفاده از زبان عباز پایتون ارائه شرده اسرت.   نویسری متن برنامه

های مختلف که دارای درحالی اسرررت که توزیعشرررود، این ختی و پیچیدگی کار میباعث سررر اجرایی

 Spyderسازی محیط پیادهشرود.  هسرتند، در این زمینه توصریه می  های گرافیکی و ویرایشرگر  محیط

اسرتفاده شررده از سرررور دانشررگاه صنعتی   همچنین با توجه به حج  بالای مجموعه دادگان باشرد. می

 افزاری زیر استفاده شده است.سخت شاهرود، با مشخصات

Windows 10: 64 bit 

RAM: 32GB 

CPU: Intel(R) COREi7 6700K 4.00GHz 

NVIDIA: GFORCE 1060 

HARD: 2TB 

 و آزمایشات نتایج 9-9
های دامنهو  منفیهای را به عنوان نمونه مشکوکهای برای ارزیابی عملکرد روش تشخی  خود، دامنه

 حتصشد، در ادامه به بررسی اصلی تعریف  به عنوان معیار صحت. داده شدر قرا مباتبه عنوان سال  

ن مجموعه دادگااین ارزیابی با سه  .ریختگی پرداخته شده استمدل پیشنهادی به کم  ماتریس دره 

طور جداگانه مجموعه دادگان به. آزمایشات برروی هر شودمی؛ انجام به آن اشاره شد 3-4که در بخش 

های مورد بررسرری محاسرراه شررد، همچنین   و معیارهای ارزیابی برای هر ی  از الگوریت  انجام گرفت

ها به مربو  به هر کدام از مدل AUCمقدار  هرا بدسرررت آمد. برای هرکردام از الگوریت   ROCر نمودا

در  گاننتایج کامل مربو  به هر کدام از مجوعه دادصورت جداگانه در هر جدول نشان داده شده است. 
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هر ی  از  ROCنمودارهای مربو  به نمایش داده شرده است.   4-4جدول و  3-4جدول ، 2-4جدول 

 نمایش داده شده است.  4-4شکل و  3-4شکل ، 2-4شکل در مجموعه دادگان 

 
 اول برای مجموعه دادگان AUCارزیابی و  معیارهای.2-9جدول 

AUC F1-score Recall Precision Acc  

76.0 76.0 76.0 76.0 76.0 BP 

76.0 76.. 76.. 76.0 76.0 SVM 

76.. 76.. 76.. 76.. 76.. DENSE 

76.. 76.. 76.. 76.. 76.. CNN 

 

 
 دوم برای مجموعه دادگان AUCمعیارهای ارزیابی و .7-9جدول 

AUC F1-score Recall Precision Acc  

76.0 76.0 760. 76.. 76.1 BP 

7600 7806 7681 768. 7687 SVM 

76.7 76.0 76.0 76.. 76.9 DENSE 

768. 76.0 76.0 76.0 76.9 CNN 

 

 
 سوم برای مجموعه دادگان AUCمعیارهای ارزیابی و .9-9جدول 

AUC F1-score Recall Precision Acc  

760. 7619 7619 7610 7600 BP 

760. 7608 760. 7601 760. SVM 

7680 7600 760. 760. 768. DENSE 

7680 760. 7607 7600 7680 CNN 
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 مربوط به مجموعه داده اول ROCنمودار .2-9شکل 

 

 
 

 مربوط به مجموعه داده دوم ROCنمودار .7-9شکل 
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 مربوط به مجموعه داده سوم ROCنمودار .9-9شکل 

هری   ROCنمودارهای و  4-4جدول  و 3-4جدول ، 2-4جدول در سه مده آ با توجه به نتایج بدست

های بندی دامنهدر تشخی  و طاقه BPآید که الگوریت  های اسرتفاده شرده این چنین بر می  از روش

ها دست یافته است. در تر از سایر مدلپایین صحتیبه  کوک از سرال  در هر سره مجموعه دادگان  مشر 

های یادگیری عمیق در مقایسه با هر دو است. اما مدلبهتر عمل کرده  BPدر مقایسه با  SVMمقابل 

 .نداقابل توجهی دست یافته صحته ب روش ذکر شده در هر سه مجموعه دادگان

به  SVMوالگوریت   1.49، 1.63، 1.67برابر  BPهای، بندی کنندهطاقهبرای  ROC نمودارهرای 

، 1.99برره ترتیررب  CNNو 1.83، 1.91، 1.99برابر  DENSE، مردل  1.56، 1.77، 1.94ترتیرب برابر  

سراخته شرده است، از طریق   که بر روی بردار ویژگی  SVM بندی کنندهباشرد. طاقه می 1.83، 1.89

بالاترین دقت تشخی   SVMاست،  ه پرس و جو ساخته شدهدامن سرطح زیر منحنی نمودار  یادگیری

خط نیمساز از  بالاتراده نمودار اسرت. چرا که در هر سه مجموعه د  بدسرت آورده  BPدر مقایسره با  را 

. این در حالی اسررت که بندی به درسررتی انجام شررده اسررت ، بنابراین عمل دسررتهقرار گرفته اسررت
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، با این حال .دامنه دارای کمترین دقت است سطح زیر منحنیبر اساس نمودار  BPه بندی کنندطاقه

پیشنهادی ماتنی بر یادگیری عمیق در  مدل ،است نمودارها و جداول نشان داده شدهطور که در همان

با  .کلی تشخی  را بهاود بخشیده است صحت و دقتتوجهی به طور قابل مقایسه با دو الگوریت  قالی 

 هایامنهد دقیق و موثر شناسایی به قادر پیشنهادی سیست  توجه به نتایج و نمودار سطح زیر منحنی

 .است مشکوک از سال 

دیگر بهتر عمل کرده است و  دادگان اول نسرات دو مجموعه دادگان لازم به ذکر اسرت مجموعه  

است پارامترها مقدار کمتری نسات  که هر چه مجموعه داده گسترده شدهشود این طور اسرتناا  می 

اند و دقت رو به کاهش است. توجه به این نکته ضروری است؛ داده زیاد در یادگیری به قال پیدا کرده

شررود چرا که داده زیاد باعث به وجود آمدن مشررکلات زیادتری از  بالا نمی عمیق همیشرره باعث دقت

این است که  دو مجموعه دادگان دوم و سومکردن شود. دلیل دیگر بد عمل، میآموزش نامناسبجمله 

شرود که این به نوبه خود باعث  ها زیاد میها ک  و تشرابه هر کدام از آن وجه تمایز دادهبا افزایش داده 

ها قدرت تمایز و شناسایی صحیح دامنه ،شردید دقت و سایر پارامترهای ارزیابی شده است و مدل افت 

 IPماتنی بر اطلاعات ما توان گفت؛ شناسایی می صرحت همچنین در توجیه کاهش  را نداشرته اسرت.  

 ها درIPبندی را صحیح انجام دهد؛ بر اساس تمایز بند توانسته است دستهاسرت، پس هر چقدر دسرته  

 کاهش یافته است. صحت، IPباشد که با کاهش تمایز مجموعه دادگان می

بالا در  صررحتا داشررتن به طور کلی تمام معیارها حاکی از کارا بودن عملکرد روش پیشررنهادی ب

را در مقایسه با  صحتدرصد بالاترین  99 صرحت اول با  مجموعه دادگان اول را دارد. مجموعه دادگان

در  DENSEدی بدست آورده است. در میان سه مدل یادگیری عمیق نیز مدل بنهای طاقهسایر روش

مربو  به سه مجموعه دادگان  صحتایسره  نمودار مق عملکرد بهتری داشرته اسرت.   CNN مقایسره با 

 صحتی مشخ  بهترین هری  از نمودارها در بازه زمانآورده شده است.  5-4شکل در  مورد اسرتفاده 

 دهد.را برای هر الگوریت  نشان می
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 گانسه مجموعه داد صحت.مقایسه 5-9شکل 

 گیریجهنتی 9-5
با شررناسررایی  که DNSهای با داده هوشررمند مشررکوک دامنه تشررخی  سرریسررت  ی  در این بخش

ید در شناسایی این نوع ازحملات با استفاده از سه مجموعه داده های مشکوک از سال  و ایده جددامنه

ها گرهو وزن بین  IPدار، های برچسبه شد. این سیست  از دادهارائتوسرط زبان برنامه نویسری پایتون   

 و تشخی  صحتطور که از نتایج نشان داده شده است، همانبرای شرناسرایی اسرتفاده کرده اسرت.     

وریت  در مقایسه با الگعمیق  یادگیری بر ماتنی فیشین  تشرخی   هایسریسرت    محاسرااتی  کارایی

SVM  وBP به این معنی که بعد شرررناسرررایی این نوع حملات . با افزایش خوبی همراه بوده اسرررت

فیشرین  توسرط سریسرت  پیشرنهادی آدرس موردنظر فیلترشرده و کاربران بیشتری در دام این نوع       

 %3[ با افزایش 47در مقایسرره با مرجع ] SVMنین الگوریت  همچ گیرند.میحملات فیشررین  قرار ن

آمده در  بدست صحتحتی در مقایسه با  BPاسرت. در مقابل الگوریت    بندی همراه بودهطاقه صرحت 

در شناسایی  BPتوان گفت الگوریت  [ بسریار بدتر عمل شرناسایی را انجام داده است و می  11مرجع ]

 عملکرد ضعیفی داشته است.
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 ندی ب عو جم گیری جهنتی  : 
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 بندیگیری و جمعجهنتی 5-1

 با و منظور این بهباشد. می مقابله کارهایراه ارائه و فیشرین   نامه شرناسرایی حملات  پایان این هدف

 هایآموزش داشتن صورت در کاربران توسط آن شرناسایی  امکانو  فیشرین   حملات اینکه به توجه

 توسعه برای پیشنهادهایینقا  قوت و ضعف و  دارد، وجود ملاتح نوع این شناسایی خصوص در لازم

 شود.می ارائه قسمت این در پژوهش این

های مشکوک از سال  ماتنی بر یادگیری ی  سریسرت  تشخی  هوشمند دامنه   نامهدر این پایان

 -دامنه بخشی و سپس ساختن گراف دوها دامنه IPآوردن عمیق ارائه شد. درابتدا تمرکز برروی بدست

IP  ه ها بتادیل داده ها و وزن بین آنها وآوردن ارتاا  بین دامنهو بدسررت داروزنو تادیل آن به گراف

های یادگیری عمیق مدلها با بندی دامنهعمل طاقهو سپس   Node2vecبردار با استفاده از الگوریت  

فاده شررده در لایه آخر اسررتبند بودند. طاقه CNNو  DENSEاسررتفاده شررده  های مدل باشررد.می

Softmax   های سررال  و مشکوک را با بود. مدل پیشرنهادی با یادگیری عمیق به خوبی توانسرت دامنه

 تفکی  کند.  بالایی ازه صحت

تشخی  و کارایی محاسااتی در مقایسه با  صحتروش پیشنهادی جهت شناسایی باعث افزایش 

های یادگیری عمیق ی  روش شناسایی ان دادند مدلنتایج نشبند دیگر شده است. های طاقهالگوریت 

در  SVM و BP الگوریت  دو توان گفت کهقرابل اعتماد هسرررتند. در توجیه نتایج بدسرررت آمده می 

ق لذا استفاده از یادگیری عمی ؛آیدشناسایی پایین می صحتتشرخی  به مشکل برخورده و در نتیجه  

وجود  بندی بهترینهای طاقهر کلی در میان الگوریت کند. به طوکم  بسزایی می صحتبه بالا بردن 

ها باید های اسررتفاده شررده و عملکرد،کارایی بدسررت آمده در هر ی  از مدل ندارد اما با توجه به داده

ر ب یماتن یمعمول مشکوکدامنه  ییشرناسرا   یهاعمده روش ضرعف  الگوریت  موردنظر را انتخاب کرد.

ها از داده ایو پو کنندهمتمایز یهایژگیو یهنها در استخراج و ساماندآ ییدر عدم توانا ییهاروش نیچن
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برطرف کرد پیشنهاداتی ارائه  توان این نق  رادر بخش بعدی به عنوان کارهایی که در آینده می است.

 است. شده

 پیشنهاد برای آینده 5-2

 هایداده طریق از اندتومی قوی و پذیر انعطاف اتوماتی ، کاملاً ویژگی انتخاب چارچوب ی  ایجاد

 دتولی هااز داده مؤثر کاملاً بهینه هایمجموعه زیر تا گیرد قرار استفاده مورد صورت عمومی به مختلف

تواند در استخراج ویژگی میو متن کاوی های پردازش زبان طایعی همچنین استفاده از الگوریت  .شود

ایی شناس صحترفتن کم  بسریار زیادی به بالا  های مناسرب انتخاب دادهموثرتر، توانمند عمل نماید. 

اسرررتخراج ویژگی اتوماتی  بر روی  توان با اسرررتفاده ازمیآینده به عنوان کار از این رو خواهد کرد. 

و یافتن پارامترهای موثرتر برروی شررراکه عمیق و ترکیب و اسرررتفاده از پردازش زبان طایعی ها داده

 تا حد قابل توجهی بهاود بخشید.را  صحت هوشمند هاییادگیری عمیق با سایر الگوریت 
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Abstract 
 
With the advancement of technology in the Internet, one of the most important security 

challenges and risks is phishing attacks and fraud by Fishers. Phishing is a type of cyber 

attack, which always tries to get information such as username, password, bank account 

information and the like by forging a website, email address and convincing the user to enter 

this information. 

Although phishing involves psychological deception and relies on human error instead of 

software or hardware errors, users play a major role in preventing them from being caught 

in this type of attack. On the other hand, it is not possible to detect suspicious domains by 

users and current phishing detection systems often can not adapt to new attacks and have 

low detection accuracy and high false positive rates. 

Graph-based methods are one of the methods for identifying malicious domains. The main 

challenge in this dissertation is how to increase the accuracy of recognizing these domains 

with Graph-based method and deep learning. Therefore, in this dissertation, Graph-based 

phishing detection system using deep learning is presented. 

The key idea of this method is to extract IP from the domain, define the relationship between 

the domains, their weight and also convert the data to vector by Node2vec algorithm. Then, 

using CNN and DENSE deep learning models, the classification and identification operation 

is performed. The results showed that the Graph-based method and the use of deep learning 

have a favorable effect on identifying these domains. Thus that the proposed method has 

99% accuracy in the first data set, which has increased by 1% compared to the previous best 

method, BP. 
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