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 چکیده 
پذیر با مراحل پردازش وابسته به ماشین بررسی  له زمانبندی جریان کارگاهی انعطاف ادر این مطالعه مس

در کنار هم  مختلف تکنولوژی    وح مرتبط و با سطنا  به صورت   های موازی در مرحله اول شود. ماشینمی 

توانند چند پردازش مختلف را روی کارها  ها چند منظوره بوده و می. برخی از این ماشیناند قرار گرفته

به این ماشین بنابراین، کارهایی که  به پردازش در برخی  ها تخصیص داده می انجام دهند.  نیاز  شوند 

شود.  یبرگرفته از صنعت فنرسازی تعریف م  ، . این مساله با الهام از یک مساله واقعیمراحل بعدی ندارند 

ها نیز  توالی در نظر گرفته شده و محدودیت دسترسی به ماشین به  اندازی وابسته علاوه بر این، زمان راه 

زمان است. همچنین  گرفت لحاظ شده  درنظر  غیر صفر  و  متفاوت  کارها  بودن  آماده  و  ترخیص  ه  های 

برای حل این مساله سه مدل ریاضی عدد صحیح مختلط پیشنهاد گردید. مدل اول با هدف  شود.  می 

دلیل    سازیبهینه به  گرفت.  قرار  مطالعه  مورد  توامان  به صورت  تکمیل  زمان  و حداکثر  تولید  هزینه 

ان  اهمیت فراوان مسائل زیست محیطی، در مدل دوم به بررسی کاهش مصرف انرژی و به صورت همزم

به    تاثیر محدودیت منابع کمکی بر زمانبندی تولید   نیز کاهش هزینه تولید پرداخته شد. در مدل سوم  

با هدف حداقل کردن حداکثر زمان تکمیل  شود،  گیری میعنوان یک فاکتور متغیر که توسط مدل اندازه

گرفت.   قرار  بررسی  آنجامورد  بررس   هایمدلکه    ییاز   (NP-hard)سخت    مسائل  کلاس   دری  مورد 

ژنتیک  های فراابتکاری  جهت حل آنها در ابعاد متوسط و بزرگ، الگوریتم  ن یبنابرا  ، شوند می  ی بند طبقه

بر مرتب نامغلوب  چند هدفه مبتنی  بر قدرت پار  (NSGA-II)سازی   (SPEA-II)تو  ا و تکاملی مبتنی 
برای حل مساله    (SA)سازی تبرید  و شبیه  (GA)های فراابتکاری ژنتیک  الگوریتم  برای مسائل دو هدفه و

اند  نتایج آزمایشات انجام شده نشان داد که هر سه مدل پیشنهاد شده توانسته  پیشنهاد گردید.   تک هدفه 

گیری  های اعمال شده به خوبی زمانبندی کنند. همچنین با اندازهکارها را با در نظر گرفتن محدودیت

  GA  و الگوریتم  SPEA-II  در مقابل الگوریتم   NSGA-IIهای ارزیابی مشخص گردید الگوریتم  شاخص
 اند. تری دست یافتههای مناسباز عملکرد بهتری برخوردار بوده و به پاسخ SA  در مقابل الگوریتم
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 فهرست علائم
نامه را در این صفحه وارد کنید، در  توانید فهرست نمادها و علائم اختصاری پایاندر صورت تمایل می 

غیراینصورت این صفحه را حذف کنید. 
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  ی سازینهبه منظور به  یاتیعمل  ی هاتیبا در نظر گرفتن محدود  هاتیمنابع به فعال  صیتخص   ند یفرآ ی،  زمانبند 

  ع یصنا  از   ی اریکار بس  یمهم، مبنا   ی ر یگمی تصم  ند یفرا  ک یبه عنوان    یباشد. زمانبند یچند هدف م   ا ی  کی

-ستمیس  بهبود عملکرد  سازنهیزم ها، تیمنابع به فعال ی کارا ص یشود. تخصیمحسوب م   یخدمات و  ی د یتول

.  د یآیم  بازار امروز به شمار  یبه شدت رقابت   یبقا در فضا  یبرا  ی باشد و ضرورتیم  ی و خدمات  ی د یتول  یها

برنامه    کی  همان داشتن  ایو درست منابع    حیصح  یر یمنوط به بکارگ  هاستمیس   نیبودن ا  ی اقتصاد  نیهمچن

 .باشد یمناسب م یو زمان بند   یتوال نییتع

صنا روزافزون  گسترش  تن  یو خدمات  ی د یتول  عی با  درهم  پ  ش یب  یدگیو  مباحث    ش یاز  و  علم  با  آن 

در ارتباط با    یزمانبند   ی . تئورافتی  ی اژهیو  تیدر صنعت اهم  ی زمانبند   یاستفاده از تئور  لزوم   ک، یتئور

بدست آوردن ساختار    ی برا  ینگرش کم   ک یو    کند یم  حیرا تشر  یزمانبند   ند ی است که فرا  یاضیری  هامدل

  ل یو تبد   هاتیمنابع و فعال  حیامر با تشر  ن یکه ا  دهد یبه دست م   یاضیر  یهامدل  چهارچوب  مسائل در

و توابع هدف عناصر    هاتیع، فعالمناب  جهی. در نتردیپذ یتابع هدف، صورت م  کیبه    یری گمیاهداف تصم

م  یزمانبند ی  هامدل  ید یکل قابلشوند یمحسوب  بر حسب  منابع  ک   یکم  یهاتی.  مشخص    یفیو  خود 

  ها فعالیت  دیگر   سوی  از  د.باشنیمنابع بکار رفته در آن م  زان یدهنده نوع و منشان  مدل   هر   که یبطور  شوند یم

  یا   اهمیت  درجه   و  پایان  زمان   آغاز،  زمان   انجام،  زمان   مدت  نیاز،  مورد   قبیل منابع  از   اطلاعاتی  حسب  بر

  مربوط   اجرای تصمیمات  برای   سیستم  های هزینه  در برگیرنده   نیز   هدف  شوند توابع می  توصیف   آنها اولویت

  از   کارا  برداریبهره  شامل   زمانبندی   فرآیند   در  عمده  تصمیمات  .باشند ها میفعالیت   به   منابع   تخصیص   به

 .شوند می  تعیین شده  تحویل   موعدهای  با  تحویل   های زمان  دقیق   و انطباق   تقاضا  به  سریع   پاسخگویی  منابع، 

  به   آنها  در   که   شوند می  بیان   دارمحدودیت  سازی بهینه  مسائل  صورت  به  زمانبندی  مسائل  بطورکلی،

  تنها  که   حالتی  در .  شود می  پرداخته   کارها  پردازش   توالی   و   هاماشین  تخصیص   به  مربوط   بررسی تصمیمات

تک    مسائل.  دهد می  تشکیل   را  کامل  زمانی  برنامه  یک  کارها   پردازش   توالی  تعیین  است،  موجود   یک ماشین

مقابل    در .  دهند می  تشکیل  را   زمانبندی   مفاهیم   فراگیر  درک   بنای   سنگ   ذاتی،  سادگی   وجود  با   ماشینه

جریان    هایسیستم  و   کارگاهی  جریان  هایسیستم  موازی،   هایسیستم  شامل  ماشینه   چند   مسائل  زمانبندی

مسائل   همانند   عملیات  یک   انجام  با  کارها  از   یک  هر   موازی،   های سیستم  در.  باشد می  پذیر انعطاف  کارگاهی

  هاماشین  تخصیص   آن   دنبال  به   و   شوند می  پردازش   موجود   موازی   هایماشین  از   یکی   روی   بر  تک ماشینه

کارگاهی    جریان   و  کارگاهی  جریان  هایسیستم  در  که  است  حالی  در   این.  کند می  پیدا  موضوعیت به کارها

نسبتا    ساختار  مربوطه،  مسائل  و   شوند می  پردازش   هاماشین  روی  بر  عملیات  چند   انجام   با  کارها  پذیرانعطاف

 .کنند می تجربه  را تری پیچیده

اندازی  نامرتبط و زمان راه  موازی   پذیر با ماشین هایانعطافدر این پژوهش، به مساله جریان کارگاهی  

بندی که دارای اهمیت و کاربرد فراوان است، پرداخته  وابسته به توالی به عنوان دسته مهمی از مسائل زمان



 

3 
 

مسائلمی   متوالی   هایماشین  و   موازی   هایماشین  حالت  از  ترکیبی  پذیر،انعطاف  کارگاهی  جریان  شود. 

  در   ترکیبی   های رویه  اعمال  با  مسائل   نوع  این   سازیبهینه  در  رفته   کار  به  هایتکنیک.  شوند می  محسوب

  بررسی   مورد   مسأله   تفصیلی   شرح   فصل،   این  آتی   هایبخش  در.  شوند می  استفاده   ترزمانبندی پیچیده   مسائل

 شوند ارائه می تحقیق این

 

ی  ستمیرا در س   ین یمع   فکه هد   یا به گونه  ستکارها  انجام دادن  یتوال  نییتع  ی به معنا  ی بند زمان  ی مساله

  ی خاص  یها  تیو محدود  اتیخصوص  یممکن است دارا  نیو ماش   کار  مورد  برآورده کند. هر دو  مفروض

های تولید، سیستم  یکی از انواع سیستم   بگذارد.   ر یتأث  د یتول  نه یمنابع و هز  یور تواند بر بهرهی باشند که م

همچنین جریان   تر است.باشد که پیچیدگی موارد فوق در آن ملموس می  1(MTOتولید مبتنی بر سفارش )

های زیادی در دنیای واقعی دارد به  ، از جنبه های مهم سیستم تولید سفارشی است که کاربرد2کارگاهی

نجات صنعتی ازجمله خطوط مونتاژ به صورت جریان کارگاهی  های کارخاطوری که  بسیاری از چیدمان

هر محصول است و مواد در    د یبر اساس مراحل تول  د یتول  زات یاستقرار تجه  ، یکارگاه  ان یجرباشد. در  می 

(. در این  1-1شکل  )  د نشویم  لیتبد   ییبه محصول نها  تایتر و نهالیحرکت خود در هر مرحله تکم  ریمس

سیستم تولیدی اگر در حداقل یک مرحله بیش از یک ماشین به صورت موازی قرار داشته باشد، این سیستم  

  ی کارگاه  انیجر. به عبارت دیگر،  نامند پذیر یا جریان کارگاهی ترکیبی می را سیستم جریان کارگاهی انعطاف

از مراحل استفاده    یتعداد   ای  کیدر    یمواز  یهانیشود که از ماش   یگفته م   یکارگاه  انیبه جر  ریپذ انعطاف

 .  [1]  باشند  5مرتبط نا ایو  4کنواخت ی،  3کسانی توانند یم موازی  هاینیماش  شده باشد.

بر روی ماشین ، جهت اختصاص کار جدید، ماشین به زمانی تحت عنوان زمان     اتمام کار فعلیدر صورت  

نیازمند است. در بیشتر صنایع مانند صنایع نساجی، تولید فنر، تولید کاشی و سرامیک و صنایع   6اندازیراه

 باشند.رنگ، زمان های راه اندازی وابسته به توالی عملیات می
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 تولید جریان کارگاهیسیستم  

 واحد دریافت  واحدهای عملیاتی  انبار 

   

   

   

 جریان کارگاهی . 1-1شکل  

ا   ک یدر    ستیبای شده و م  افتیکار به صورت سفارش در  یتعداد   ق،ی تحق  نی در مساله مورد مطالعه در 

کار را پردازش    کیتواند    یحداکثر م  نیانجام شود. در هر لحظه هر ماش   ریپذ انعطاف  یکارگاه  انیجر  ستمیس 

منابع دو    صیو تخص  ولاتمحص  ی. توالند یپردازش نما  یمتوال  یها  نیاز ماش   ی تعداد   د یکند و هر کار را با

  ا ی نیپردازش کارها در هر ماش  ب یمربوط به ترت  ی. توال شوند یمحسوب م یزمانبند  ند ی مهم در فرا تیفعال

  ی مساله مورد بررس   ک یشود. شمات  یپردازش هر کار اطلاق م   ی برا  نیبه انتخاب ماش   صی مرحله است و تخص

  باشد.یم  2-1شکل  به صورت 

 
 شماتیک مساله مورد مطالعه. 2-1شکل  

 

اثرات    ش یباشد و با توجه به افزایم  یاتیعمل  رانیمد   های تیفعال  ن یشتریاز ب  یک ی  د یو کنترل تول  یز یربرنامه

است. با توجه به    افته ی  ش یافزا  د یتول ی زیربرنامه  تی، اهم ی رقابت امروز  ط یدر مح  ی و خارج  ی عوامل داخل

منابع    ی وربهره   شی افزا  ی برا  ی د یتول  یحدهااست که وا  ی ، ضرور  یابیو بازار  د ی تول   نه یهز  ش یروند رو به افزا

منابع    ت یو محدود  د یرقابت شد   ل یداشته باشند. به دل  ی جامع  د یبرنامه تول  کی  ، یرقابت  کرد یرو  ک یبه عنوان  

 فنرپیچی

 فنرپیچی

 چربیگیری  فنرپیچی

 عملیات حرارتی  آبکاری 

 رنگ آمیزی 

 علامت نشانه  هات ستینگ  شات پینینگ  سنگ زنی  عملیات حرارتی 

 عملیات حرارتی 
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  نیاز مهمتر  یکیکارگاه،    یز ریبرنامه  نهیمهم در زم  ت یفعال  کی به عنوان    یزمانبند   رامون،یپ  ط یدر مح 

  ستم یس   کی  یو خارج  یاست که در تعامل با عوامل داخل  د یو کنترل تول  یزیربرنامه   ی ها  ستمیمباحث در س 

تع[3]و    [ 2]باشد  یم  ید یتول زمانبند   نیی.  توال  یبرنامه  تول  اتیعمل  یو  ا  د ی در چرخه    ی اژه یو  تیهماز 

دارد.   ینقش مهم و موثر   ،ید یدر هر سازمان تول تیموفق ید یاز عوامل کل  یک یبرخوردار است و به عنوان  

  ن ی ماش   یکاریحذف زمان ب  ایکاهش و    عات،یضا  لیتقل  ه،یاز انباشت سرما  یری موجب جلوگ  د یتول  یانبند زم

مواد    نی، تأم  انیمشتر  یهابه موقع به سفارش   ییاستفاده بهتر از آنها  به منظور پاسخگو  یآلات و تلاش برا 

فراوان    یکاربردها  لی به دل  ر یپذ افانعط  ی کارگاه  ان یجر  یدارد. زمانبند   یبه اهداف سازمان  ی و دسترس    ه یاول

خصوص هرچه بتوان به    ن یلذا در ا  . [4] قرار گرفته است   یاریمورد توجه بس  ر یاخ  های، در سال عی در صنا

  زه یرا بدست آورد. در مجموع، انگ   یتر یمؤثرتر وکاربرد   جیتوان نتایشد م  ترک ینزد  یواقع  یایدن  ط یشرا

موضوع   ات یدر ادب  ی واقع  یایدر دن  یاز مسائل زمانبند  یمیعظ  هگرو طرح مساله حاضر عدم توجه به   یاصل

بودن آن    یباشد که با توجه به کاربرد یم  یدر زمانبند   یتکنولوژ   ریو تاث  یاتی عمل  نهیو در نظر نگرفتن هز

  ع یدر صنا ی به مسائل زمانبند   ی توجه  نیمطرح باشد. مسلماً چن قی ضرورت در تحق  ک یتواند به عنوان  یم

  ی و مباحث علم  یواقع  ی ایمسائل دن  ان یکه بعضا م  ی قیتواند فاصله عمیآن م   یواقع   ات یبا توجه به فرض

در   ی علم داتی. عمده تولد یدسته از مسائل بگشا  نیرا جهت ا ی د یوجود دارد را کاهش داده و سرفصل جد 

  ی اصل   زه یبوده و انگ  ی قعوا ی ایمحدود از دن  اریبس  ط یدر سابقه موضوع براساس شرا ی مسائل زمانبند   نه یزم

 باشد.یآنها م  شتریبا توسعه ب ی ابتکار هایدر پرداختن به آنها عمدتا شکست روش 

 

ها در این حوزه با  پذیر، عمده پژوهشبا توجه به پیشینه ادبیات موضوع در محیط جریان کارگاهی انعطاف

های عملیاتی  زمان انجام شده است. موضوع کاهش هزینهدر نظر گرفتن اهداف وابسته به کار و وابسته به  

ه است.  های سازمان تاکنون مورد بررسی قرار نگرفتدر مسائل زمانبندی به عنوان یک فاکتور مهم در فعالیت

شود فرضیات در نظر گرفته شده در مدل ریاضی تا حد امکان منطبق بر شرایط  در این پژوهش سعی می   ،لذا

باشد   واقعی  بهینهدنیای  از   هزینهو  استفاده شود.   پردازش های  سازی  پژوهش  اهداف  از  یکی  عنوان    به 

های پردازش  همچنین با توجه به اهمیت فراوان موضوعات زیست محیطی، بحث مصرف انرژی در کنار هزینه

ماشین    های دیگر در این پژوهش وابسته بودن توالی فرآیند کارها بهگیرد. از نوآوریمورد بررسی قرار می

ها در ایستگاه موازی، فرآیند پردازش کارها در مراحل  است یعنی به دلیل اختلاف سطح تکنولوژی ماشین

بعدی می تواند تغییر کند که این موضوع کاربرد فراوانی در صنعت از جمله صنعت فنرسازی دارد. بر خلاف  

منابع اصلی به عنوان یک متغیر   تحقیقات قبلی در این پژوهش به موضوع محدودیت منابع کمکی در کنار

شود با توجه به محدودیت در  شود و در ادامه سعی میآید پرداخته میکه مقدار آن توسط مدل بدست می

به کارگیری منابع کمکی زمانبندی مجدد صورت پذیرد. همچنین به بحث شایستگی ماشین در پردازش  

 . کارها و زمان آماده سازی کارها نیز پرداخته می شود
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 سوال اصلی و سوالات فرعی تحقیق عبارتند از: 

توان با استفاده از مدل ریاضی، مساله زمانبندی جریان کارگاهی انعطاف پذیر را با  سوال اصلی: چگونه می 

 هدف کاهش هزینه عملیاتی مدلسازی و حل نمود؟ 

 نیز به دنبال پاسخ گشت:در جهت پاسخگویی به سوال اصلی باید برای سوالات فرعی زیر 

 پارامترهای مساله مورد مطالعه کدام است؟ (1

 متغیرهای مساله مورد مطالعه کدام است؟ (2

 تابع هدف مسئله مورد مطالعه چگونه قابل تعریف می باشد؟ (3

 چگونه می توان مسئله فوق را در قالب برنامه ریزی ریاضی مدل سازی کرد؟  (4

 ؟ ودش میی عددی حل کرد و چه نتایجی از آن گرفته  چگونه می توان مسئله فوق را با مثال ها (5

 

 : باشد ی م  ریحاضر به شرح ز قیتحق  یو اهداف فرع  یهدف اصل

با   ریانعطاف پذ  یکارگاه  انیجر ط یکارها در مح ی جهت زمانبند  ی: توسعه مدلقیتحق یاصل هدف

 یاتیعمل یهانه یکاهش هز  کرد ینامرتبط و با رو ی مواز یهانیماش 

 : یفرع اهداف

 موثر مسئله  یپارامترها ییشناسا

 مسئله   میتصم  یرهای متغ ف یو تعر ییشناسا

 تابع هدف مسئله   فیتعر

 مسئله  یاضیر یسازمدل

 ی و مطالعه مورد ی همراه با مثال عدد جینتا ل یمسئله و تحل حل

 

های کمی دانست. دلایل اصلی این مطلب  پژوهشتوان در زمره  از دیدگاه ماهیت تحقیق، این تحقیق را می 

 توان در موارد زیر خلاصه نمود: را می 

 ای از متغیرها و پارامترهای مشخص نشان داد. مجموعه  صورتبه توان مفاهیم اصلی تحقیق را می (1

 آوری هستند. به شکل عددی قابل جمع پارامترهایاز برای محاسبه موردنهای داده (2

 استاندارد و تکرارپذیر قابل انجام هستند.  صورتبه ق فرایندهای خروجی تحقی (3

 یان هستند.بقابل های تحقیق در قالب مفاهیم ریاضی گیری ها و نتیجه تحلیل (4
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های تحقیق کمی برای انجام این پژوهش امری  با توجه به کمی بودن ماهیت این تحقیق، استفاده از روش 

هدف اصلی تحقیق ایجاد    که  چرارد کاربردی است  ضروری است. همچنین رویکرد اصلی این تحقیق رویک

 کاربردی در دنیای صنعت است.  مسائلارتباط بین مفاهیم نظری تحقیق در عملیات با  

دسته   2توان به  سازی از دیدگاه روش شناختی را می روش تحقیقات انجام شده در زمینه مسائل بهینه 

روش  غیر کلی  تحقیق  فن  1تجربی های  تحقیق  شامل  قضایا 2مفهومی های  اثبات  شبیه 3،  و  نیز  4سازی،  و   ،

تقسیم نمود. با این    6مطالعه موردی شامل فن   5های تحقیق علمی/ تفسیرگراهای تحقیق در مرز روش روش 

توان روش تحقیق مفهومی و  سازی را می ترین روش تحقیق مورد استفاده برای حل مسائل بهینه حال مهم 

ماهیت طرح تحقیق که نیازمند  لذا با توجه به  دانست.    7یعنی تحقیق در عملیات یکی از ابزارهای مشهور آن  

تحقیق در    فنبرای این تحقیق    مدنظرتحقیق اصلی    فناز دنیای واقعی است،    مطالعه  موردجداسازی مدل  

قلمرو  بوده و    زمانبندی کارها در سیستم تولید جریان کارگاهی  این پژوهش   قلمرو موضوعی  عملیات است.

 باشد.میتحقیق به صورت کتابخانه ای آن  مکانی

 

ادبیات تحقیق   ارائه شده در این تحقیق در پنج فصل سازماندهی شده است. فصل دوم به مرور  مطالب 

انعطاف ازمانبندی جریان کارگاهی  و  پرداخته می شود  انعطافپذیر  کارگاهی  با  ز سه منظر: جریان  پذیر 

-های نامرتبط، زمانبندی با منابع کمکی و توابع هدف به کار رفته در مساله جریان کارگاهی انعطاف ماشین

پذیر مطالعات گذشته مورد بررسی قرار می گیرد. در فصل سوم سه مدل ریاضی با سه رویکرد متفاوت  

اری برای حل آنها پیشنهاد می گردد. در فصل چهارم مدل ریاضی اعتبار  تشریح شده و چند الگوریتم فراابتک

گیرند. نهایتا در فصل پایانی تحقیق به  های فراابتکاری مورد ارزیابی قرار میسنجی شده و عملکرد الگوریتم

 نتیجه گیری و پیشنهاداتی برای مطالعات آتی پرداخته می شود.   

 

 

 

 

 

 
1.  Non-Empirical Research 
2.  Conceptual Research 

3.  Theorem Proof 
4.  Simulation 

5.  Research Techniques at Scientific/Interpretivist Boundary 
6.  Case Study 

7.  Operations Research 
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  تحقیقات .  است  علمی  پژوهش  یک  ضرورت  دادن  نشان  هایراه  از   یکی  گرفته  صورت   تحقیقات  بررسی

  موجب   موضوع  همین  که   است  گرفته   صورت   پذیرزمانبندی جریان کارگاهی انعطاف  با   رابطه  در   متعددی 

قرن گذشته، با مطالعات صورت گرفته   ییابتدا یها در سال . است شده بررسی مورد موضوع ادبیات توسعه

-عرصه در کانون توجه  نیا شگامانیپ ریآمد و به کمک سا د یپد  ی زمانبند  یتئور  ت گانلارنسیتوسط هنر

آنها   زهیکه انگ   اتیعمل   یتوال   نه یدر زم  یمطالعات   ، ی لادیپنجاه م  ی دهه   نیآغاز  ی هادر سال  هات قرار گرفت. 

 آمدن  پدید   با  شصت  دهه  طول   در  گردید.  یمهم  ی هاتمیجر به ارائه الگورمن  شد،یم  یناش   د یتول  یاز زمانبند 

  ریزی برنامه   و  خطی  ریزیبرنامه  چون  دقیق  هایروش   به  تحقیقات  از  ایقابل ملاحضه  تعداد  ترپیچیده  مسائل

  که   دریافتند   محققان  پیچیدگی،  نظریه  زمینه  در  کارپ  ریچارد  مشهور  مقاله  از انتشار  پس  .شد   معطوف  پویا

  نتیجه   در  و   نیستند   پیچیده   مسائل در   بهینه   جواب  یافتن   به   قادر   معقول  زمان در مدت  دقیق   های الگوریتم

  زمانبندی   مسائل   پیچیدگی  مراتب   سلسله   روی   بر   تحقیقات   ی عمده  بخش   هفتاد میلادی   دهه   طول   در 

  آنالیز   و   توسعه  تحقیقاتی،  موضوعات  ترینعمده  از   یکی   میلادی،  نود  و  های هشتاددهه  در .  شد   متمرکز

  های تکنیک  سایر  و   ژنتیک  الگوریتم  ،   ممنوع  جستجوی   ،   شده  سازی شبیه  نظیر تبرید   غیردقیق  های الگوریتم

  تاکنون  زمان  آن  از.  است بوده معقول  محاسباتی  زمان   در زمانبندی  مسائل  حل به منظور  تکاملی محاسبات

زمانبندی   در  تحقیق    دانش   از  عظیمی   حجم   امروزه   و   استشده  فراوان  های نشیب  و  فراز   متحمل  حوزه 

 .دارد قرار  دسترس محققان  در زمانبندی

تا  این   بر   تلاش   پژوهش   این  در  بندی جریان    ی زمینه  در   گرفته   صورت   تحقیقات  و   مطالعات  بوده  زمان 

  ابتدا   این فصل  در .  شود  بیان  موجز  و  کامل   صورت  به   مرتبط ناهای موازی  کارگاهی انعطافپذیر با ماشین

  بررسی   مورد   پذیرزمان بندی جریان کارگاهی انعطاف  مساله   سپس .  می شود  بیان  نظری  مبانی   و   مفاهیم 

زمان بندی جریان کارگاهی    ی زمینه   در   گرفته   صورت   های پژوهش  و   مطالعات  همچنین.  قرارگرفته است

منابع  محدودیت های نامرتبط، زمانبندی با ا ماشینپذیر باز سه منظر: جریان کارگاهی انعطاف پذیرانعطاف

پذیر مورد بررسی  کمکی در کنار منابع اصلی و توابع هدف به کار رفته در مساله جریان کارگاهی انعطاف 

جمع    به  نهایت  در  و   گرفته  صورت  هاییبندیدسته  حل  هایروش   با  ارتباط  در   آن   از   پسگیرد.  قرار می 

 .است آمده  بدست پژوهش  یادامه  برای تحقیقاتی شکاف  و  رسیده بندی

 

 

باشد. از این رو  به طور کلی یک مدل یک نمایش انتزاعی و ساده شده از یک واقعیت گسترده و پیچیده می

های ذهنی و انتزاعی از یک واقعیت تولید و در اختیار محققین  سازی فرآیندی است که در آن مدلمدل
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بندی )تولید( است که با در نظر گرفتن  بندی یک انتزاع از یک مساله زمانگیرد. یک مدل زمان قرار می 

 . [5]  شود ها توصیف میهای پردازش و معیارها، محدودیتسیستم کارها/ عملیات

 

اشاره دارد.    2کارها و تخصیص منابع   1گیری توأمان در مورد توالی های تولیدی به تصمیمزمانبندی در محیط 

ه تخصیص منابع به  شود، در صورتی ک توالی اغلب به ترتیب پردازش کارها بر روی یک ماشین اطلاق می

حذف ضایعات،  های زمانبندی جهتگیری. تصمیم[6]انتخاب هر دستگاه برای پردازش هر کار اشاره دارد  

 . [7] وری انجام می شود های تولید و در مجموع افزایش بهره بهبود استفاده از منابع، کاهش هزینه

 

از کل کار    یاست که در آن بخش مشخص  تولید خط    ک یاز    یبخش  ستگاهیا  کی  :ستگاه یا.  1-2  فیتعر 

آلات موجود در   نیمعمولا با ابعاد و ماش  یکار  یهاستگاهی. اگرددیم  انجام ییمونتاژ محصول نها ی لازم برا

کرد. در    یبند   میتقس  یدست  ای  خودکاری  به دو دسته  توانی را م  یکار  یهاستگاه ی. اشودیآن مشخص م 

خودکار    مهین  آلاتنیبا استفاده از ماش   ایساده    یکار مورد نظر با استفاده از ابزارها  ،یدست  یکار  یهاستگاهیا

مکان شودیم  لیتکم اغلب  تول  ییها.  آن عمل  د یاز خط  م  اتیکه در    ده ینام  یکار  ستگاهی ا  ردیپذ یانجام 

 . [5] شودیم

ها دست هر کار دارای یک یا چند عملیات از پیش تعیین شده است . این عملیات  :3. عملیات 2-2  فیتعر 

باید زمانبندی شود. یعنی هر عملیات در نتیجه زمانبندی    تپذیرد. عملیاکم بر روی یک ماشین صورت می

 .  [5]یک زمان شروع و پایان پیدا خواهد کرد 

: هر کار یک مسیر پردازش از پیش تعیین شده برای تولید دارد. این مسیر  4مسیر پردازش   . 2-3  فیتعر 

 . [5]هایی که باید یک کار بر روی آنها پردازش شود مرتب از ماشینعبارتست از لیستی 

بر روی ماشین   𝑖این کمیت نشان دهنده زمان مورد نیاز برای پردازش کار   :5. زمان پردازش 2-4  فیتعر 

𝑚   است. ماشین𝑚   در این مدت مشغول پردازش کار𝑖 [5]خواهد بود . 

تواند  پس از آن می   𝑖عبارتست از لحظه ای از زمان که کار     )دسترسی(:6زمان آمادگی   . 2-5  فیتعر 

 . [8] گیرددیگر یک کار پس از این لحظه برای پردازش در دسترس قرار می آغاز شود. به عبارت  

 
1 Sequencing 
2 Resource allocation 

3 Operation 

4 Processing Route 

5 Due Date 
6 Release Date 
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ها توانایی پردازش  های کاری همه ماشینمعمولا در ایستگاه :1شایستگی)قابلیت( ماشین  . 2-6  فیتعر 

 .  [8]را دارد یا خیر  𝑖توان پردازش کار   𝑚دهد آیا ماشین ها را ندارند این کمیت باینری نشان می همه کار

های صورت گرفته توسط یک کسب و کار از  های تولید به هزینههزینه:  2های تولید هزینه  . 2-7  فیتعر 

های تولید وجود  متفاوتی در مورد هزینههای  بندیشود. طبقهقبیل تولید محصول یا ارائه خدمت گفته می

 :[9]کند ترین آنها، این هزینه ها را به سه دسته تقسیم می دارد که یکی از شناخته شده
 3های مستقیم مواد اولیه هزینه •

 4مستقیم نیروی کار  هایهزینه •

 5هزینه سربار تولید  •

های بازاریابی و فروش،  هایی که خارج از تسهیلات تولیدی باشد شامل: هزینههزینه  لازم به ذکر است،   

های مستقیم مواد  شود. به طور کلی، هزینه های تولید محسوب نمیهای عمومی و اداری جزء هزینههزینه

ت/ محصولات( بستگی دارد و مستقل از عوامل دیگری مانند ماشین و زمان  اولیه، مستقیماً به کار )قطعا

است. بعلاوه کارکنان معمولا به طور مداوم درگیر یک فرآیند هستند و زمان صرف شده توسط آنها به بخش  

شود. با این حال، این عنصر هزینه که به زمان بستگی دارد، معمولا بخش  بدهی حساب فرآیند ارسال می

های  شود. در نهایت سربار تولید، کلیه هزینههای تولید در صنایع تولیدی را شامل میکمی از هزینه  بسیار

بر دارایی تسهیلات   بها و مالیات  تولید، اجاره  از قبیل استهلاک تجهیزات استفاده شده در  غیر مستقیم 

 های مصرف انرژی و موارد دیگر است.      تولید، نگهداری تعمیرات، هزینه

 

ها و همچنین بر طبق مسیرهای پردازش، الگوهای پردازش دسته  معمولاً براساس نحوه چیدمان ماشین

 شوند.شوند. در ادامه تعدادی از الگوهای پردازش مرتبط با این پژوهش معرفی می بندی می

 

در این الگو فرآیند تولید، تنها شامل یک ماشین است پس هر کار باید دقیقا یک بار بر روی این ماشین  

پردازش شود. لذا در این مساله هیچ مسیر پردازشی وجود ندارد. هر یک از کارها در یک مدل تک ماشینی  

 
1 machine eligibility 
2 Production costs 
3 Direct material 
4 Direct labor 
5 Manufacturing overhead 
6 Processing Layout 
7 Single Machine Layout 
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  1-2شکل  کنند.  ترک می  به اندازه زمان پردازش خود ماشین را مشغول کرده و پس از تکمیل، ماشین را

 ی تک ماشین را نمایش می دهد.  الگو

 شکل الگوی تک ماشین. 1-2شکل  

 

ندین ماشین به موازات  چشود  یک تعمیم از الگوی تک ماشین است که فرض می  این الگو  2-2شکل  مانند  

از  یکدیگر قرار می  ماشین موازی در دسترس،     𝑚گیرند. در این صورت لازم است هر کار بر روی یکی 

ماشین    𝑚این الگو به این شکل است که کارها وارد کارگاه شده و به یکی از  پردازش شود. جریان کاری در  

 کنند.یابند و پس از پردازش، کارگاه را ترک میاختصاص می 

 های موازی .شکل الگوی ماشین2-2شکل  

 شوند: تقسیم میهای موازی به طور کلی به سه دسته  الگوی ماشین

: در این مدل زمان پردازش هر کار به ماشینی که به آن تخصیص داده  2های موازی یکسانماشین ➢

ها از حیث سرعت یکسان هستند. لذا هر کار را  ندارد. به این معنی که همه ماشینبستگی  شود  می

 . [10] توان به اولین ماشین در دسترس تخصیص دادمی

کنند. یعنی بعضی  های مختلف کار میها با سرعت: در این الگو ماشین3ماشین های موازی یکنواخت  ➢

تند از ماشین ،به هر  انجام میتر کار ها را  ها کندتر و بعضی  دهند.به منظور محاسبه زمان پردازش 

به صورت     𝑖بر روی ماشین   𝑗یابد. سپس زمان پردازش کار  اختصاص می 𝑣𝑖ماشین یک ضریب سرعت  

𝑝𝑖𝑗 = 𝑝𝑗 𝑣𝑖⁄ [10]شود مشخص می . 

 
1 Parallel Machine Layout 
2 Identical Parallel Machines 
3 Uniform Parallel Machine 

 1ماشین 
کارهای 

 ورودی

کارهای 

 خروجی

 1ماشین 

 1ماشین 

 𝑚ماشین 

کارهای 

 ورودی

کارهای 

 خروجی

. 

. 

. 
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 ها  𝑗  و   𝑖برای همه   𝑖  (𝑝𝑖𝑗)بر روی ماشین    𝑗: اگر زمان پردازش کار  1ماشین های موازی نامرتبط  ➢

شود. در این مدل هیچ  های نامرتبط شناخته میاختیاری باشد، آنگاه به عنوان مدل زمانبندی ماشین

های موازی وجود نخواهد داشت. این امر ممکن  ی پردازش یک کار بر روی ماشینهاارتباطی بین زمان

 . [10]ها یا دلایل دیگر حادث شده باشد است از تفاوت تکنولوژی ماشین

 

از پنجاه    ش یمسئله ب  ن یاست. ا  یکارگاه  انیجر  ی مسئله زمانبند   ی مسائل زمانبند   ن یتراز شناخته شده  یکی

در هر مرحله   و   یمرحله بصورت سر  𝑚مسئله   نی . در ادارد ی ا ژهیو  گاهیجا نی محقق ان یدر ماست که سال 

  ی پردازش شوند. هر کار بر رو  نیماش  𝑚  یبر رو د یکار با 𝑛.  (3-2شکل  ) داردوجود   شتریب ای  نیماش  کی

آلات    ن یماش   ی بر رو  ب یترت  ک یهمه کارها با    ،یکارگاه   انیزمان پردازش مثبت دارد. در جر  ک ی  ن، یهر ماش 

جریان    مسئله  یتواند متفاوت باشد. در کل برا  ی مرحله مشوند. زمان پردازش هر کار در هر  یپردازش م

پردازش    بیارتباط، حفظ ترت   ن یدر ا  یسازساده  کی.  وجود خواهد داشتممکن    یتوال   𝑚(!𝑛)  کارگاهی،

آلات  نیهمه ماش   یبر رو   بیترت  کیاست که کارها با    ی بدان معن  نیاست. ا  𝑚  نیتا ماش   1  نیکارها از ماش 

  ن یشود. در ا  یشناخته م   یگشتیاج  ی کارگاه  انیتحت عنوان مسئله جر  یا مسئله  نیپردازش شوند. چن

مسئله تحت عنوان مسئله کاملا    ط یشرا  نیوجود خواهد داشت که با ا  کارها یبرا  یتوال  !𝑛حالت به اندازه 

 .[11] شودیسخت شناخته م

 جریان کارگاهی .شکل الگوی 3-2شکل  

 

 
1 Unrelated Parallel Machine 
2 Flow Shop Layout 

 … 𝑚ماشین  2ماشین  1ماشین 

 ورودی

 خروجی
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است که در آن مسیر پردازش کارها   1از مدل جریان کارگاهی جایگشتی، مدل خط جریانیک نمونه دیگر 

ها بدون پردازش عبور  توانند از بعضی از ماشینها یکسان است اما بعضی از کارها می بر روی ماشین

 نه این الگوی پردازشی را نشان می دهد.  نمو 4-2شکل   .[5]د کنن

 جریانخط .شکل الگوی 4-2شکل  

 

ها از هر ماشین مهم بیش از یک عدد وجود دارد  شود که در کارخانهمعمولاً در دنیای واقعی مشاهده می

های موازی و محیط  گیرند. این موضوع باعث شده مدل ماشینکه به صورت موازی در کنار هم قرار می

ها حله از تولید به جای یک ماشین، شماری از ماشینای که در هر مرکدیگر ادغام شود به گونها یکارگاهی ب

ماشین    𝑚𝑖 سطح وجود دارد که هر یک از آنها دارای  𝑚تر  به موازات یکدیگر قرار گیرند. به بیان دقیق

تواند یکسان، یکنواخت یا نامرتبط باشند.  موجود در هر سطح می  های. ماشین(5-2شکل  )  هستند موازی  

تواند متفاوت از سطح دیگر باشد. الگوهای پیوندی باعث شده است های موازی در هر سطح میتعداد ماشین

گیری در خصوص تخصیص هر کار به هر ماشین به  یب کار ، بعد تصمیمعلاوه بر بعد اولویت بندی ترت

 مسائل زمانبندی افزوده شود. 

 

 
1 Flow Line 
2 Hybrid Layouts 

 … 4ماشین  2ماشین  1ماشین 

 ورودی

 خروجی

 3ماشین 

… 

 ورودی ورودی ورودی

 خروجی خروجی خروجی
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 نمای شماتیک الگوی پیوندی. 5-2شکل  

 

برای تولید قطعات با حجم کم و تنوع بالا نیاز است از سیستم های تولیدی استفاده شود که در آن انعطاف 

  𝐹𝑀𝑆پذیر یا  های تولید انعطافیستمس ذیری بالایی در خصوص مسیر پردازش قطعات وجود داشته باشد.  پ

 .  [5]گویی به تغییرات سریع محصولات طراحی می شوند ، به منظور پاسخ

 

 ها را می توان به چهار دسته کلی تقسیم کرد.  محدودیت ، در ادبیات زمانبندی تولید  

سازی  های آمادههای پیشنیازی برای کار یا عملیات ، زمانهای پردازش شامل محدودیتمحدودیت •

 باشد.های جایگشتی، دسترسی و خرابی ماشین و.. می، توالی2یا تعویض 

های تحویل  های آمادگی، موعد های مربوط به عملیات که شامل قطع کار یا عملیات، زمانتمحدودی •

 باشد.سازی خاص و .. میهای آمادهها ، زمانالاجلو ضرب

 های حمل و نقل  محدودیت •

 های انبارش محدودیت •

سازی  آمادههای مهم که در این پژوهش از آن استفاده شده است، محدودیت زمان  یکی از محدودت

اندازی ماشین، فرآیند و یا یک سیکل باید  هایی است که جهت راهسازی شامل کلیه فعالیتآماده  .باشد می

هایی چون دستیابی به ابزار، تنظیم و سوار کردن قطعه، عودت ابزار، تمیزکاری، تنظیم  فعالیت.  انجام گیرد

-فرآیند تنظیم و راه  . [5]  سازی قرار گیرند آمادههای مرتبط با  توانند در زمره عملیاتدستگاه و تست می

بایست صراحتاً مورد توجه قرار  های آن میندازی ماشین یک عامل ارزش افزوده نیست، لذا زمان و هزینها

به کاری که باید تنطیم شود وابسته است که تحت عنوان    سازی در برخی صنایع صرفاًهای آمادهمانز گیرد.  

 
1 Flexible Manufacturing Systems 
2 Setup time 
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 1ماشین 
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در صنایعی مانند صنعت فنرسازی پارامترهایی مانند  از سوی دیگر  شود.  شناخته می  1های مستقل توالی

سازی  تواند در زمان آمادهگرد بودن فنر، می  گرد یا راستکششی یا فشاری بودن فنر، قطر مفتول ، چپ

تاثیرگذار باشند. برای مثال اگر فنرهایی با قطر مفتول یکسان به صورت متوالی به یک ماشین تخصیص  

غلطک تعویض  به  نیازی  کار  هر  پردازش  برای  ماشینهایابد،  آماده  ی  زمان  لذا  باشد  کاهش  نمی  سازی 

، به کاری که بلافاصله قبل از آن  علاوه بر کار مطروحهسازی  یابد. در نتیجه در اینگونه صنایع زمان آمادهمی

 د.     شو شناخته می 2ته های وابستوالیکه این مورد تحت عنوان  پردازش شده نیز وابسته است 

 

انعطاف )لی براساس آخرین مطالعه مروری در محیط جریان کارگاهی  را  [12] (  2019پذیر  توابع هدف   ،

 توان به صورت زیر دسته بندی نمود می

میانگین زمان تکمیل کار یا  ،  3وابسته به زمان: که شامل حداکثر زمان دوره ساخت توابع هدف   •

 ، مجموع زمان تکمیل موزون یا زمان تکمیل موزون کل کارهازمان تکمیل کل کارها

،  ریتاخ  یدارا  یتعداد کارها،  کرد کل کارهار ید  ایکرد  ر ید  نیانگ یمتوابع هدف وابسته به کار: شامل   •

 یا مجموع موزون تاخیر کارهاموزون  نیانگ یمکارها،  رکرد ید ممیماکس

شود چندین تابع هدف نامتجانس توأمان بهینه  : در اینگونه مسائل غالباً سعی می4توابع چند هدفه  •

 شوند.

شود را می توان به عنوان زمان مورد نیاز  نشان داده می  𝐶𝑚𝑎𝑥بیشینه زمان پایان یا دوره ساخت که با 

تکمیل کل فرآیند تولید در نظر گرفت زیرا این تابع هدف مدت زمان سپری شده مابین شروع نخستین  برای  

 .دهد کار تا پایان آخرین کار بر روی آخرین ماشین را نشان می 

 

های عملی  پذیر با ویژگیجریان کارگاهی انعطافزمانبندی  ی از آنجایی که این پژوهش با هدف حل مساله

شود. در بخش اول مطالعات مربوط به جریان  بخش ارائه می 3تلف است. مطالعات مربوط به ادبیات در مخ

شود. پس از آن مطالعات  های موازی نامرتبط بررسی میماشین  در حالت کلی و حالتپذیر  کارگاهی انعطاف

منابع کمکی بررسی شده و در نهایت توابع هدف استفاده شده در    محدودیت مربوط به مساله زمانبندی با  

 گیرد. پذیر مورد مطالعه قرار می مساله جریان کارگاهی انعطاف

 
1 Sequence-independent 
2 Sequence-dependent 
3 Makespan 
4 Multi-objective Optimization 
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یرباز مورد توجه  باتوجه به کاربرد زیاد آن در صنایع مختلف تولیدی از د   پذیرفمسأله جریان کارگاهی انعطا 

توان به مطالعه گاپتا و همکاران اشاره محققین زیادی بوده است. ازجمله تحقیقات قدیمی در این زمینه می 

سال   در  که  مساله    1998نمود  حل  و  معرفی  انعطافبه  کارگاهی  دومرحله جریان  شرایطی  پذیر  در  ای 

یک ماشین قرار دارد.  در مرحله دوم    و  بودهتعدادی ماشین موازی یکسان    مرحله اول شامل  پرداختند که

اند بررسی کرده   (Makespanکارها )سازی بیشترین زمان تکمیل  با تابع هدف کمینهایشان این مساله را  

آن،  [13] از  بعد  و .  دقیق  روش  یک  چانگ  و  کارگاهی    لیو  جریان  مسأله  برای حل  ابتکاری  روش  یک 

زماانعطاف با  آمادهن پذیر  ارائه کردند های  توالی  به  ننگ  .  [14]  سازی وابسته  و مینگ  بعدها همین  تران 

های  ر نظر گرفتن آن با هدفظرفیت انبارهای میانی و بدون د در  محدودیت اعمال با در دو حالت را  مساله 

های تاخیر  سازی بیشترین زمان تکمیل، مجموع موزون زمان در جریان ساخت و مجموع موزون زمانکمینه

. نادری  [15]  ارائه کردند یک الگوریتم فراابتکاری برای حل آن در ابعاد کاربردی و در زمانی معقول  بررسی و  

سازی وابسته به  ای آمادههپذیر چند هدفه با زمانف( برای مسأله جریان کارگاهی انعطا2009و همکاران )

سازی تبرید و یک روش جستجوی ساده ارائه  هترکیبی مبتنی بر شبی  توالی و زمان حمل و نقل، الگوریتمی

پذیر با یک مرحله مونتاژ را به صورت دو هدفه  ی جریان کارگاهی انعطافمساله  [ 17]حسینی    . [16]  کردند 

زودکرد/دیرکرد کارها( مورد بررسی قرار داد. همچنین به دلیل  )حداقل کردن حداکثر زمان تولید و مجموع  

NP-hard  ،برای بودن مساله  ( حل آن در ابعاد بزرگ از الگوریتم ژنتیک چند هدفهMOGAاستفاده کرد )  .

سازی حداکثر زمان تکمیل  پذیر را با هدف کمینهی جریان کارگاهی انعطافمساله [18]اسدی و نهاوندی  

. ماری چلوم و همکاران  کارها مورد توجه قرار دادند و برای حل آن از روش آزادسازی لاگرانژ استفاده کردند 

های یکسان و تاثیر فاکتور عوامل انسانی را در  مساله جریان کارگاهی انعطاف پذیر با ماشین  [19]   (2020)

اموشی را  ی خودروسازی مورد توجه قرار دادند. آنها سطوح مختلف کار و تاثیرات یادگیری و فریک کارخانه

همچنین از    با اهداف به حداقل رساندن حداکثر زمان تولید و زمان کل جریان مورد بررسی قرار دادند .

    سازی ازدحام ذرات جهت حل مساله استفاده کردند. الگوریتم بهینه

مرتبط حالت خاصی از مساله جریان کارگاهی  ناهای موازی  مساله جریان کارگاهی منعطف با ماشین

دهد که در بین انواع سه حالت  می   نشان  6-2شکل  .  [20]د که کمتر به آن پرداخته شده است  باش می 

 باشد. های موازی در این مساله، کمترین تحقیق انجام شده مربوط به حالت نامرتبط آن می ماشین
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 [ 12] های موازی با تمرکز بر انواع ماشین   FFS.توزیع تحقیقات انجام شده بر روی مساله 6-2شکل  

انجام شده پیرامون این مساله، می  به مقاله  در بین تحقیقات  اشاره نمود که در  یواریما و همکاران  توان 

های در  نوابسته به توالی، محدودیت زما  سازیآماده های  زمان مطالعه خود این مساله را با درنظر گرفتن  

بررسی کرده و یک رویکرد مبتنی بر الگوریتم ژنتیک    و محدودیت انبارهای میانیآلات  بودن ماشین  دسترس 

بهنامیان و زندیه    همچنین   .[21] کردند ارائه  ای تکمیل  هسازی مجموع زمان با هدف کمینه   برای حل آن

الگوریتم رقابت استعماری  بررسی و یک    محدودیت زمان انتظار  درنظر گرفتن  با  همین مساله را   (2011)

لی و همکاران  .  [22]   مجموع زودکرد و دیرکرد ارائه کردند   سازیبرای حل این مساله با هدف کمینه   گسسته

له پردازش و درنظر  مرتبط را برای حالت چندمرحناهای موازی  نیز مساله جریان کارگاهی منعطف با ماشین

ای کارها بررسی و یک مدل دوهدفه برای حداقل کردن همزمان زمان تکمیل کارها و  گرفتن حرکت دسته 

. شهواری و همکاران مساله جریان کارگاهی منعطف با جریان  [23]مجموع وزنی دیرکرد کارها ارائه کردند  

فاده  مرتبط استناهای موازی  های گلوگاه از ماشینرا در شرایطی بررسی نمودند که در ایستگاه  کارهاای  دسته 

 . [24]برای حل آن در حالت دوهدفه ارائه کردند   1شده و یک الگوریتم جستجوی ممنوع تقویت شده 

لی و همکاران یک مطالعه مروری کامل بر روی مساله جریان کارگاهی منعطف انجام داده و در مقاله  

( قرار داشته و درنظر  NP-hardخود اظهار داشتند که این مساله در حالت عمومی در رده مسائل سخت )

زمان  و  عملیات  آماده گرفتن  انعطافهای  کارگاهی  مساله جریان  در  توالی،  به  وابسته  موجب  سازی  پذیر، 

می پیچیده مساله  این  شدن  انعطاف [12] شود  تر  کارگاهی  جریان  مساله  به  محدودی  منابع  با  .  پذیر 

آن جمله    اند که از سازی وابسته به توالی پرداخته های آماده مرتبط و درنظر گرفتن زمان ناهای موازی  ماشین

 . [26]اشاره کرد  2019و قراویتو و همکاران در سال   [ 25]توان به مطالعه ابراهیمی و همکاران می 

 

نتیجههای عدم دسترسی به  محدودیت بر  تاثیرات اساسی  نیاز  ی بهینه سازی مسائل  منابع کمکی مورد 

زمانبندی دارد و بنابراین، این موضوع در چند سال گذشته یکی از مباحث مورد علاقه بسیاری از محققان  

های موازی یکسان را با محدودیت  ریزی ماشینساله برنامه یک م  [ 27]بوده است. در ابتدا ونتورا و کیم  

 
1. Enhanced tabu search algorithm 

78%

8%
14%

ماشین های یکسان ماشین های یکنواخت ماشین های غیر مرتبط



 

20 
 

زمان    ریزی ریاضی تهیه کردند تا حداقل انحراف کل شناسایی و یک مدل برنامه  2000منابع اضافی در سال  

تواند  دهند که این مساله میتحویل خاص را به حداقل برسانند. آنها نشان می  تکمیل کارها در مورد تاریخ

در زمان چندجمله ای حل شود، به شرط اینکه یک نوع منبع کمکی وجود داشته باشد و منابع مورد نیاز  

را در  اله محدودیت منابع کمکی  مس  [28](  2011به صورت دودویی باشند. پس از آن، ادیس و اوزکاراهان)

حل نمودند. آنها    1های موازی یکسان با توجه به محدودیت شایستگی ماشینیک مساله زمانبندی ماشین

(، یک مدل  IPسازی توسعه دادند: یک مدل برنامه نویسی عدد صحیح )سه مدل بهینه  برای حل این مساله

)برنامه محدودیت  )CPنویسی  ترکیبی  مدل  یک  و   ،)IP/CP ( همکاران  و  ترابی  مساله    [ 29](  2013(. 

با توجزمانبندی ماشین انتشار غیر صفر کارها و زمان  های موازی را  ه به محدودیت منابع کمکی، زمان 

تنطیم وابسته به توالی در یک محیط فازی در نظر گرفتند. آنها یک مدل چند هدفه با بهینه سازی ازدحام  

ذرات ارائه دادند تا بتوانند سه تابع هدف از جمله تاخیرات موزون کل، زمان جریان موزون کل و تغییرات  

های  ی زمانبندی ماشینها را به صورت مستقیم به حداقل برسانند. یک بررسی جامع درباره مسالهینبار ماش 

با    [ 8] . افضلی راد و رضائیان  [30]شده است موازی با منابع کمکی توسط ادیس، اوگوز و اوزاکاراهان ارائه  

بلوک در یک شرکت کشتی   الهام از مساله نصب  زمانبندی ماشینگرفتن  با  سازی، مساله  موازی را  های 

محدودیت منابع کمکی و زمان ستاپ وابسته به توالی با تاریخ انتشار متفاوت کارها مورد بررسی قرار دادند.  

ه دادند. همچنین  آنها یک مدل ریاضی عدد صحیح مختلط جدید را با هدف حداقل کردن زمان تکمیل ارائ

  جهت حل مساله در ابعاد بزرگ دو  الگوریتم فرا ابتکاری ژنتیک و سیستم ایمنی مصنوعی را توسعه دادند. 

های موازی نامرتبط با منابع اضافی را با  مساله زمانبندی ماشین  [ 31] (  2017و همکاران )  2پیرو -فانجول

های موازی  هدف به حداقل رساندن حداکثر زمان تکمیل مورد مطالعه قرار دادند. آنها فرض نمودند ماشین

سی خطی عدد صحیح  نویتولید نیاز دارند. دو مدل برنامهبه برخی منابع اضافی محدود و ثابت در طول افق  

جدید برای تدوین مساله در مقاله خود تهیه کردند و سه استراتژی فراابتکاری برای حل آن در ابعاد متوسط  

مساله زمانبندی    در مورد  [ 32](  2018)   3و بزرگ معرفی کردند. یک تحقیق مشابه توسط اربویی و یلویی 

انجام شد که در آن منابع در یک مقدار محد ماشین با منابع اضافی  نامرتبط  ود و به صورت  های موازی 

بندی  فرمول  ،نویسی محدودیتتجدیدپذیر در دسترس هستند. آنها این مساله را با استفاده از یک مدل برنامه

 های موجود بهتر است.  کردند و نشان دادند که مدل پیشنهادی آنها از روش 

ان منابع کمکی  ، برخی مطالعات دیگر همانند این پژوهش منابع انسانی را به عنوعلاوه بر موارد فوق

های موازی نامرتبط  مساله زمانبندی ماشین  [ 33] (  2013ها در نظر گرفتند. کاستا و همکاران )برای ماشین

مورد بررسی قرار دادند. آنها یک مدل برنامه ریزی خطی عدد صحیح مختلط و  با منابع انسانی محدود را  

یک روش راه حل جدید مبتنی بر الگوریتم ژنتیک برای حل آن پیشنهاد دادند. عملیات راه اندازی به صورت  

های مختلف انجام می شود. در یک  وابسته به توالی فرض شده است که توسط کارگران با سطح مهارت

 
1 Machine eligibility 
2 Fanjul-Peyro 
3 Arbaoui and Yalaoui 
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ای با نیروی کار محدود با هدف  مساله زمانبندی دسته  [ 34] (  2013مشابه کاپادانا، کاستا و فیچر ) تحقیق 

های موازی نامرتبط مورد بررسی قرار دادند.  سازی حداکثر زمان تکمیل کارها را در محیط ماشینمینیمم

یک سیستم داروسازی    1تاثیر محدودیت نیروی کار در تمیزکاری و رسیدگی به وظایف که در بخش آسپتیک 

مورد بررسی قرار گرفت، که در آن یک رمزگذاری خاص دو    [ 35](  2014کنند، توسط کاستا )فعالیت می 

کاستا و  شد.    با هدف به حداقل رساندن حداکثر زمان تکمیل ارائه   ای برای الگوریتم ژنتیک ترکیبی مرحله

  تیرا با محدود  ریانعطاف پذ   یکارگاه  انیمسئله جردر ادامه پژوهش های خود،  [  29( ] 2020همکاران )

ها در همان  نیمورد مطالعه قرار دادند و فرض نمودند تعداد کارگران در هر مرحله از تعداد ماش   یمنابع انسان

تابو   یجو که با جست  د یعقب گرد  جد  یجستجو  تمیالگور کیمساله  نیحل ا یمرحله کمتر است. آنها برا

مدل    ک ی  نینمودند. همچن  ی شده، طراح  ت یتقو  BSATSبا نام    د یجد   یرمزگذار  ستم یس   ک ی  ی له یبه وس 

از موارد تست در ابعاد کوچک را توسعه    ایمجموعه  نه یمختلط به منظور حل به  حیعدد صح  یز یربرنامه

( و همکاران  ن30( ]2020دادند. جنگ  رو  قیتحق  کی   زی[  پذ   یاه کارگ  انیجر  ط یمح  ی بر  با    ریانعطاف 

و متعادل    رهایکردن کل تاخ  د،حداقلیمنابع دوگانه را با اهداف حداقل کردن حداکثر زمان تول  ت یمحدود

جهت حل    افته یبهبود    ی چند هدفه   ک یممت  تمیالگور  ک یکارگران انجام دادند. سپس    ی بار کار رو  یساز

-MODE   ،NSGA  یارفراابتک  یهاتمیبا الگور  یشنهاد یپ  تمیالگور  ی سهینمودند. بعد از مقا  شنهادیمساله پ

II     وMOMVO  غالب  ریغ  یحل هاتنوع و تسلط بر راه   ،ییاز نظر همگرا  ی شنهادیپ  تم ی، مشخص شد الگور

 برتر است. یها به طور قابل توجهتمیالگور ریاز سا

 

های هزینه بر روی محیط  مطالعات کمی از جنبههای انجام شده توسط نویسنده، مشخص گردید  با بررسی

های  هدف به حداقل رساندن هزینه  با  [ 36]پذیر انجام شده است. هان و همکاران  جریان کارگاهی انعطاف

با هدف به حداقل رساندن    FFSتولید، یکی از معدود مطالعات بر روی مساله زمانبندی کارها در فضای  

های تولید بوده است. تابع هدف در مدل آنها شامل هزینه پردازش، هزینه تاخیر و هزینه انبارش  هزینه

سازی را حذف کرده و فرآیندهای تولید را مانند این  حال آنها عملیات آمادهمحصولات بوده است. به هر  

اند. آنها از برخی قوانین محلی برای تعیین زمان شروع کار و دنباله  مطالعه وابسته به ماشین در نظر نگرفته

با هدف    PSOپردازش در هر مرحله استفاده کردند. علاوه بر این یک الگوریتم زمانبندی بر پایه الگوریتم  

کردند.بهینه ارائه  تولید  هزینه  و همکاران    سازی  ریختهمساله  [37]جیانگ  زمانبندی  گری مداوم در  ی 

پذیر پیچیده بررسی  ای از مساله زمانبندی جریان کارگاهی انعطاف( را به عنوان نمونه2SCCفولادسازی ) 

کرده که شامل زمان پردازش کنترل پذیر با چند تابع هدف از جمله زمان تاخیر کل، زودکرد/ دیرکرد و  

ده است. آنها برای پرداختن به این موضوع مساله زمانبندی را به دو زیر مساله تقسیم  های تنظیم بو هزینه

 
1 aseptic area 
2 Steelmaking-continuous casting 
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در مراحل    HFSSP( در آخرین مرحله و یک مساله  1PMSPکردند: یک مساله زمانبندی ماشین موازی ) 

ترکیبی دیفرانسیل  تکاملی  الگوریتم  یک  ابتدا  همچنین  دست.  تجزیه  2  (HDE)بالا  جستجوی  با  همراه 

ی  را برای حل زیر مساله IBLS  3همسایگی متغیر برای زیر مساله اول پیشنهاد نمودند و سپس الگوریتم  

   دوم ارائه نمودند.

پذیر در  را در زمانبندی جریان کارگاهی انعطافی مصرف انرژی  برخی از مطالعات جدید مساله هزینه

تحقیقاتی را برای به حداقل رساندن تاخیر ها و    HFSمحیط    در     [ 38]شولز  نظر گرفتند. به عنوان مثال  

ای با عنوان هزینه مصرف برق در تابع هدف انجام داد. او در ادامه  زمان اتمام کل با تاثیر یک فاکتور هزینه

با  . [39]نمود  های انرژی وابسته به زمان سعی در حداقل سازی هزینه تولید کل ا هزینهیک مطالعه دیگر ب

رسی قرار گرفته  سازی آن مورد برتوجه به ویژگی های مختلف این مساله، توابع هدف مختلفی برای بهینه

توان با عناوین توابع هدف وابسته به زمان، مرتبط با کار و چند هدفه طبقه  است. این توابع هدف را می

نمود.   مختلفی   1-2جدول  بندی  انعطاف  انواع  کارگاهی  را در محیط جریان  توابع هدف  تا سال  از  پذیر 

  [ 12](  2019این اطلاعات با اضافه کردن مطالعات جدید از پژوهش لی و لونگ )  .دهد ( نشان می 2020)

 بدست آمده است.
 FFS طی توابع هدف در مح یطبقه بند   . 1-2جدول 

 تابع هدف 
 درصد  نمونه مقالات تعداد   سال انتشار

 زیر گروه  گروه 
وابسته به 

 حداکثر زمان تکمیل زمان

 %55 [ 43] ،[42] ،[41] ،[40] 18 2006قبل از 

2006-2013 13 [44]، [45]، [46 ] 

2014-2020 13 [47]، [48] ,[49 ] ,[50 ] 

میانگین زمان تکمیل کار یا  

 زمان تکمیل کل کارها 

 [ 51] 3 2006قبل از 
2006-2014 3 [52 ] 
2014-2020 1 [53 ] 

مجموع زمان تکمیل موزون یا  

 زمان تکمیل موزون کل کارها 

2008 1 [54 ] 
2009 1 [55 ] 

وابسته به 

 کار
کرد   رید  ای کرد  ر ید نیانگیم

 کل کارها 

 %15 [ 57] ،[56] 7 2006قبل از 

2015 1 [58 ] 
 [ 13] 1 1998 ر یتاخ یدارا  یتعداد کارها

 [ 59] 1 2000 کارها  رکرد ید ممیماکس
2004-2007 3 [60 ] 

 
1 Parallel machine scheduling problem 
2 Hybrid differential evolution 
3 Iterative backward list scheduling 
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یا مجموع موزون  نیانگیم

 موزون تاخیر کارها 
2015-2020 2 [61]، [62 ] 

چند هدفه )توابع بر پایه زمان، توابع بر پایه  

کار، توابع بر پایه انرژی و توابع بر پایه  

 هزینه(

 %23 [ 63] 4 2005قبل از 

2005-2014 8 [64]، [65]، [23 ] 

2015-2017 5 [66] ،[37 ] 

2018-2020 11 
[67] , [68]  ,[69] ,[70 ]  ,

[71], [1 ] 

 

( زمان Makespanسازی زمان تکمیل کل ) نتایج نشان می دهد توابع هدف وابسته به زمان شامل مینیمم

شناخته  باشد. توابع وابسته به کار نیز با زودکرد/ دیرکرد کارها  تکمیل هر کار، زمان چرخه و زمان جریان می

تابع هدف نمی تواند دقیقا موقیعت شرایط دنیای واقعی را نشان    با یک   هایی. اگر چه مدل[12]شود  می

ین مطالعات نشان می دهد تعداد پژوهش های کمی با توابع هدف چندگانه انجام شده است.   دهند اما آخر

(  2011)و همکاران    یبه مختار  م یتوان  ی کار ما ، م  ی دو هدف مشابه برا  یسازنهیمسئله به  ک یبه عنوان  

کل    یها  نهیو هز  Makespanرا با توجه به    جریان کارگاهی  یزمانبند   مساله  کیکه در آن    میه کن مراجع

مدل    کیبرای روشن تر شدن مساله  . آنها  مورد پژوهش قرار دادند   متضادهدف    تابع منابع به عنوان دو  

  ل یفرانسی تکامل د  کردیرو  ک ی،    نیکردند. علاوه بر ا  ارائه (  MIP)  حیعدد صح  مختلط   ی خط  ی زیبرنامه ر

    .[72]  دادند   شنهادیپ مقایسه مسائل بزرگ ی( براHDDE) د یجد  ید یبر یگسسته ه

های تولید چند  موضوع برنامه پذیر بوده است،  برخی مطالعات که بیشتر در محیط کار کارگاهی انعطاف

دادند را مورد    1فرآیندی  قرار  این    بررسی  در  پردازش به ماشین  فرآیندهای  بودن  به وابسته  توجه  با  که 

کیم و همکاران مساله زمانبندی چندین کار با فرآیندهای    داشته باشد.  با آن هایی  تواند شباهتمی  ، پژوهش

سازی  ضی، مدلتولید چندگانه را در محیط کار کارگاهی مطرح کردند. آنها این مساله را با یک رویکرد ریا

با هدف    . هیی و همکاران [73]تر مدل توسعه دادند  و حل نمودند. همچنین دو الگوریتم برای حل ساده

برنامهبرنامه فرآیندی در محیط  برنامه های چند  انتخاب  و  یریزی  به کمک کامپیوتر،  کل   کریزی    ی نوع 

  ستم یس   هینظر  یو همبستگ   یسازگار فاز  سیو ماتر  یبا توجه به اصل رابطه ثابت فاز  یجامع فاز  یابیارز

دادند. آنها سه نوع برنامه فرآیند با روش ارزیابی جامع فازی را بررسی نمودند و یک ماژول    ارائه یخاکستر

و    ویل    . [74] برآورد مصنوعی فازی براساس کیفیت محصول، هزینه ساخت و چرخه تولید ایجاد کردند  

یت موجودی را مورد بررسی  ( با مسیر های تولید چندگانه و محدود 2DPSهمکاران، زمانبندی تولید واگرا )

محصول را    ک یتوان    ی است که م  نیاقرار دادند و به دو چالش در صنعت آلومینیوم پرداختند. چالش اول  

متفاوت    ی کم  یهات یها و ظرفتیقابل  ی کرد که ممکن است دارا  د یتول  ، ند یمختلف فرآ  ی رهایاز مس  ی رو یبا پ

شامل: مواد اولیه، مواد در جریان ساخت و محصول نهایی    ، و چالش دوم، ظرفیت محدود موجودی  باشند.

برنامه می برای  ریاضی عدد صحیح  مدل  اول یک  گام  برای حل مساله در  آنها  و کمیت  باشد.  نوع  ریزی 

 
1  Multi-process plans 
2 Divergent production system 
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سازی ازدحام  ریزی عملیات تعیین شده در گام اول، بهینهعملیات ایجاد کردند و در گام دوم برای برنامه

نمودند.   پیشنهاد  را  داده  یمحاسبات  جینتاذرات  راه  د یتول  یواقع  یهابراساس  که  است  داده  حل  نشان 

مرحله  یشنهادیپ مساله برا   ی ادو  است  DPS  ی زیربرنامه  ی  سودمند  و  مناسب  شرکت  و    . [75]  در  گوا 

پذیر  کارگاهی انعطاف سازی مسیرهای پردازش چند فرآیندی در محیط کارمساله بهینه  ( 2019)  همکاران

انرژی را به دو دسته مصرف انرژی  را با هدف کاهش مصرف انرژی مورد مطالعه قرار دادند. آنها مصرف  

با در نظر گرفتن مصرف انرژی تولید و زمان پردازش   و  مستقیم و مصرف انرژی غیر مستقیم تقسیم کردند 

توابع هدف  برنامه  ،به عنوان  انعطافیک مدل  تولید چند  پذیر  ریزی زمانبندی کار کارگاهی  از مسیرهای 

        . [76]  سازی تبرید استفاده کردند الگوریتم شبیهفرآیندی معرفی نمودند. سپس جهت حل مدل از 

همانطور که در ادبیات اشاره شده مشهود است، اکثر مسائل زمانبندی مرسوم در محیط جریان کارگاهی  

  شتر یتوجه ب  ل یدل  ، به   نیعلاوه بر اپذیر با زمان یا کار به عنوان دو تابع هدف اصلی سروکار دارند.  انعطاف

  ی هانهیو کاهش هز  ی مصرف انرژ  نه یدر زم  یادیز  ی ها، تلاش اخیر  ی هادر دهه  ی طیمح  ستیز  ی هابه جنبه

دانش به دست    .[77]    یافتها دست  در همه بخش  ی اقتصاد  داریبه رشد پا  است تاانجام شده  با آن  مرتبط  

پژوهشی به صورت همزمان دو موضوع حداقل سازی زمان اتمام  هیچ    FFSدهد در محیط  آمده  نشان می

های تولید را به عنوان دو تابع هدف مهم ، مورد مطالعه قرار نداده است.  ( و کاهش هزینه𝐶𝑚𝑎𝑥کل کارها ) 

های نامرتبط با سطح تکنولوژی متفاوت در برخی مراحل، هزینه فرآیند،  با در نظر گرفتن استفاده از ماشین

پردازش و مسیر فرآیند هر کار براساس ماشین تخصیصی متفاوت خواهد بود. اگرچه هر دو تابع هدف  زمان  

از ماشین استفاده  در  اما هزینه فرآیند یک مساله مهم  به کاهش هزینه کل می شود  موازی  منجر  های 

عوامل    یسازنهیهبه حداقل رساندن زمان اتمام کل باعث بباشد.  در تضاد می  𝐶𝑚𝑎𝑥نامرتبط است که با  

شود. از طرف  یبر زمان م   ی استهلاک مبتن  ط یفرصت و شرا  نه ی منابع ، هز  یور وابسته به زمان مانند بهره

به زمان پردازش مانند   ماً یرا که مستق د یتول یهانهیهز د یتابع هدف جد  ک ی ق یاز طر م یخواهی، ما م  گرید

همچنین    . میکن  یسازنهیوابسته است را به  یمنابع کمک  نه یو هز  ی ، مواد و قطعات مصرف  یدارنگه  ی هانهیهز

سازی  مان کمینهاهای پردازش به طور توخواهیم در یک مدل جداگانه موضوع مصرف انرژی را با هزینهمی

نوان  را در شرایطی که منابع کمکی به ع  Makespanکنیم و در نهایت، در یک مدل مستقل دیگر مقدار  

 سازی کنیم.  یک منبع محدودیت کننده در کنار ماشین قرار دارد بهینه 

 

،  1های دقیق توان در چهار دسته الگوریتمپذیر را میرویکردهای حل در محیط جریان کارگاهی انعطاف

 . [12]بندی کرد  طبقه 4و ترکیبی  3،فرا ابتکاری 2ابتکاری قطعی 

 
1 Exact algorithms 
2 deterministic heuristics 
3 metaheuristic 
4 hybrid  
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  ی سازنهیهستند اما در مورد مسائل به  ق یبه صورت دق  نه یجواب به  افتنیقادر به    ق یدق  یهاتم یالگور

از الگوریتم شاخه و    .ابد یی م  ش یافزا  ییمسائل به صورت نما  نیندارند و زمان حل آنها در ا  ییسخت کارا

حد   و  نیاستفاده از حد پای  و  یطراحشود.  استفاده می  FFSکران به عنوان یک الگوریتم دقیق در محیط  

  فاصله   نه یاز جواب به  که   شود یم   انجام   یهایو توقف شاخه  هاشاخه  ی ، با هدف ارزیاباین الگوریتم بالا در  

.  [78]  دارد   عبارت دو   این ی طراح ت یفیک  به  ی زیاد ی وابستگ  الگوریتم،  یسرعت حل و کارای بنابراین دارند.

پیشنهاد شد و به یکی از ابزارهای رایج برای    [ 79]   گ یلند و دوتوسط    1960این روش اولین بار در سال  

تبدیل گردید. در ادامه علویی و آرتیبا الگوریتم شاخه و کران را برای حل مسائل در   NP-hardحل مسائل 

روش  بزرگ  ابعاد  در  اما  دادند  قرار  بحث  مورد  کوچک  پیشنهاد    LPTو  LS  1ابتکاری  های  ابعاد  را 

پذیر با فرآیند پردازش  برای حل دقیق مساله دو هدفه جریان کارگاهی انعطاف  [ 1]نمودند.حسنی و حسینی  

وابسته به ماشین در ابعاد کوچک الگوریتم محدودیت اپسیلون را پیشنهاد نمودند. این الگوریتم از جمله  

باشد. آنها همچنین برای  ی پاراتو بهینه در مسائل دو هدفه میرسیدن به جبهه های حل متداول برای  روش 

     را پیشنهاد نمودند.    SPEA-IIو  NSGA-IIمسائل متوسط و بزرگ الگوریتم 

راهروش  جستجوی  برای  فرآیندی  ابتکاری،  رضایتحلهای  که  های  است  معین  اهداف  برای  بخش 

های یادگیری و سیستم تواند برای حل مساله، سیستمرند. این روش می تضمینی برای یافتن پاسخ بهینه ندا

  3های بهبود دهنده و روش   2های سازنده ها به دو دسته روش سازی استفاده شود. گروه ابتکاریای بهینهه

به کار می شوند. روش تقسیم می آغاز  برپایه مرحله  یا  کار  برپایه  ولی روش های سازنده  بهبود  کنند  های 

ترین نوع روش ابتکاری،  دهند. متداولشود که یک راه حل اولیه را بهبود میهایی گفته مینده به روش ده

بندی و اختصاص کار  ای از قوانین اولویت برای رتبهاست. مفهوم توزیع قوانین مجموعه  4روش قوانین توزیع 

. محققان زیادی به این مجموعه توزیع قوانین پرداخته اند. راجندان و  [12]های مربوطه است  به ماشین

یه مطالعه خوب با عنوان انواع قوانین توزیع بخوصوص در محیط پویا ارائه دادند، آنها این    [80]هلدیوس  

(: بدون زمان  3های تحویل  (: زمان2(: زمان پردازش  1بندی کردند که شامل  قوانین را به پنج دسته طبقه

لی می باشد. یک روش رمزگشایی  (: ترکیبی از چند دسته قب5(: شرایط کف کارگاه  4پردازش و زمان تحویل  

بندی توسط وانگ و همکاران برای حل  ( براساس قوانین اولویتFSبندی رو به جلو )جدید نیز با نام زمان

با کارهای چند پردازنده پیشنهاد شد. آنها در این روش رمزگشایی راه حل را براساس ترتیب    FFSمساله  

تا   انجام دادند  طبق مراحل تعریف شده، دستور پردازش در مراحل بعدی  زمان تکمیل در مراحل قبلی 

یک روش ابتکاری بر پایه شبیه سازی تکاملی برای    [ 82]  و همکاران  یتکوفسکیکور   . [81]    تعیین شود

یک قانون    [83]ن توزیع در خطوط تولید را توسعه دادند. نگوین و همکاران  جستجوی تخصیص بهینه قوانی

بندی های تکمیل شده اولیه بهبود  ها را از زمانبندیتواند به طور تکراری زمانوزیع ارائه دادند که میت

 دهد.   

 
1 List algorithm 
2 Constructive procedures 
3 Improvement procedures 
4 Dispatching rules 
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الگوریتم اکثر  آنها در جواب بهینه محلی است. درحالی که  ابتکاری، توقف  الگوریتم های  های  مشکل 

می سعی  راه تکرارشونده همیشه  به  دستیابی  برای  یک کنند  از  بهتر  کنند.    حل  فرار  محلی  بهینه  جواب 

دهند.  های بالقوه را بهبود میهای فراابتکاری فرآیندهای تکراری دارند که به طور تکراری راه حلالگوریتم

ای  ی گستردهتواند برای مجموعههای ریاضی است که میای از ایدهبه عبارت دیگر، روش فراابتکاری مجموعه

ها را برای  بینی، این روش شود. برخی از محققان در تلاشند تا با ایجاد برنامه پیشاز مسائل متفاوت استفاده  

های ژنتیک ابزاری کارآمد برای بدست آوردن  های غیرمنتظره به کارگیرند. الگوریتمپاسخ به عدم قطعیت

هوشمند  حل با بهترین سازگاری هستند. کاستا و همکاران یک الگوریتم ژنتیک مبتنی بر رمزگشایی  راه

(SGAرا برای به حداقل رساندن حداکثر زمان تکمیل جهت زمانبندی جریان کارگاهی انعطاف )  پذیر با

پردازشگرهای   ماشیننامحدودیت  طرفیت  محدودیت  ماشین  مرتبط،  بودن  شرایط  واجد  محدودیت  و  ها 

استفاده شده است که   EOXتوسعه دادند. دراین روش پیشنهادی از یک اپراتور ترکیب توسعه یافته به نام 

تمایل دارد بدون هیچ تغییری هر مجموعه از کارهای یکسان را در یک راه حل مشخص به صورت آشفته  

یک مدل دو هدفه یکپارچه برای برنامه ریزی تولید با درنظر گرفتن    [ 84]نگه دارد. حسینی و همکاران  

تابع هدف مجموع کل هزینه از دو  این مدل  آنها در  دادند.  ارائه  انبار  و  محدودیت ظرفیت  های سیستم 

 NP-hardبرنامه ریزی استفاده کردند. از آنجایی که این مدل    مجموع تغییرات نیروی کار در طول دوره

( و  NSGA-IIسازی نامغلوب )باشد برای حل آن در ابعاد بزرگ الگوریتم فرا ابتکاری ژنتیک با مرتبمی

های  های صورت گرفته با شاخص( را ارائه دادند. ارزیابیMOICAالگوریتم رقابت استعماری چند هدفه )

 بهتر از الگوریتم    MOICA های حاصل از الگوریتم  ل چند هدفه نشان داد که کیفیت جوابمتداول در مسائ

NSGA-II است هرچند که زمان حل الگوریتمNSGA-II تر است. جونز و همکاران اظهار داشتند که  کوتاه

الگوریتم تبرید    از   %24پذیری،  های ژنتیک به عنوان فراابتکاری پایه به دلیل انعطافمقالات از الگوریتم  70%

 . [12]اند استفاده کرده 2از جستجوس تابو  %6و فقط   1سازی شده شبیه

رویکرد تعریف کرد. هر رویکرد منفرد جوانب   توان به عنوان ترکیبی از دو یا چند رویکرد ترکیبی را می

مثبت و منفی خاص خود را دارد. برای مثال الگوریتم ژنتیک سنتی دارای نقص همگرایی زودرس است و  

. جولای و همکاران  [12]باشد  و وابستگی پارامترها از دیگر مشکلات آن می  3همچنین ساختار توابع برازندگی

( را  PBSAده بر پایه جمعیت )سازی ش ( و الگوریتم تبرید شبیهAICAالگوریتم رقابت استعماری انطباقی )

برای ساختار روش بهره برداری    AICAبررسی کرده و به عنوان یک رویکرد واحد با هم ترکیب کردند. از  

برداری کردند. لی و همکاران یک الگوریتم جستجوی همسایگی متغیر  برای اکتشاف روش بهره  PBSAو از  

( بود را در  EDA( و برآورد توزیع )CROمیایی )سازی واکنش شی( که ترکیبی از بهینهHVNSترکیبی )

 .پذیر پیشنهاد دادند محیط جریان کارگاهی انعطاف

 
1 Simulated annealing 
2 Tabu search 
3 Fitness functions 
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این  دهد. از  نشان می  [12](  2019های حل را براساس مطالعه لی و لونگ )توزیع روش  7-2شکل    

های ابتکاری و به دنبال آن فراابتکاری،  کل ادبیات متمرکز بر روش   %48شکل می توان دریافت که بیش از  

 ترکیبی و دقیق است.   

 
 FFSدر حوزه  تحقیقات انجامهای حل در روش.توزیع  7-2شکل  

 

پذیر با  از ادبیات موجود مشهود است، اکثر مسائل زمانبندی در محیط جریان کارگاهی انعطافهمانطور که  

جه بیشتر به جنبه های  ترین توابع هدف سر و کار دارند. علاوه بر این به دلیل توزمان و کار به عنوان اصلی

های مرتبط  های زیادی در زمینه مصرف انرژی و کاهش هزینهزیست محیطی در دهه های گذشته، تلاش 

ای در خصوص به حداقل رساندن زمان  انجام شده است. به عنوان یک دانش مهم نویسنده، هیچ مطالعه

های تولید به صورت همزمان به عنوان تابع هدف مهم در مساله  تکمیل کارها و به حداقل رساندن هزینه

FFS    انجام نشده است. در این پژوهش به عنوان یک کار جدید و پرکاربرد در صنعت، با در نظر گرفتن

های نامرتبط با سطح تکنولوژی متفاوت در برخی مراحل، هزینه فرآیند، زمان پردازش و مسیر فرآیند  ماشین

ماشین تعیین شده متفاوت فرض شده است. همچنین بررسی ادبیات پژوهش در خصوص    هر کار بر اساس 

های انجام شده منابع کمکی محدود را به  دهد اکثر پژوهشزمانبندی با محدودیت منابع کمکی  نشان می 

  گیرند ولی در این پژوهش منابع کمکی ابتدا به صورت متغیر در نظر گرفته عنوان یک پارامتر در نظر می

ای و به کارگیری  آید سپس با در نظر گرفتن محدودیت های بودجهشده و مقدار آن توسط مدل بدست می

 شده است.       ،منابع کمکی سعی در زمانبندی مجدد

 

 

 

 

 

 

8%
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33%

11%

دقیق ابتکاری فراابتکاری ترکیبی
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  .دارند   وجود  تقریبی  هایروش   و   دقیق  هایروش   شامل  سازیبهینه  مسائل  حل  هایروش   از  کلی   دسته  دو

ها  روش  اینگونه . کنند می  تضمین   را  بهینگی شرایط  و  آورند می بدست  را  بهینه های حل راه  دقیق   هایروش 

پیچیده،    و   بزرگ  ابعاد  با  مسائل  برای   و   روند می  کار   به   کم  متغیرهای   تعداد   با   و   ساده   مسائل  برای   عموما

می   شناخته  دقیق   هایروش   از  یکی   عنوان   به  صحیح  عدد   ریزیبرنامه  رویکرد.  یابد می   کاهش  آنها  عملکرد

از   اغلب دارند، بزرگ و پیچیده هایمحیط  در هاروش  از گونه این که  هاییکاستی به  توجه با البته که ودش 

  حرکت   منظور  به  .شودمی  استفاده  فراابتکاری  و  ابتکاری  رویکردهای  عملکرد  اعتبارسنجی  و  توسعه  برای  آنها

  بهترین   سازی ریاضیمدل  زمانبندی،  مسأله  یک  برای   شفاف  سازیفرمول  یک  به  مفهومی  تعریف  یک  از

.  نمود  ریاضیات مشخص  دقیق  زبان  با  توان می  را  مسأله  یک   مختلف  هایجنبه  تمام  که  چرا.  است  انتخاب

  قرار   مورد توجه   نیز  حل  روش   یک   عنوان   به   توانند می  ریاضی   های مدل  مسأله،   دقیق   سازیشفاف  از  جدا

  ابعاد   با  حل مسائل توانایی  هاسیستم  اینگونه   ویژه،  و   خاص   کامپیوترهای   و   افزارنرم  ایجاد  به  توجه  با.  گیرند 

  از   برای بسیاری   شروع  نقطه  یک  بعنوان  عموماً  ریاضی   هایمدل  بعلاوه.  دارند   را  متوسط   حتی   یا  و  کوچک

 .گیرند می  قرار  استفاده مورد کران  و  شاخه روش  قبیل  از های حل الگوریتم

ارائه می مطالعه  مورد  مساله  از  تعریفی  ابتدا  فصل  این  و  در  مساله  فرضیات عمومی  ادامه  در  و  شود 

مدل ریاضی عدد صحیح مختلط با توابع هدف گوناگون جهت    3گردند. سپس  نمادهای بکار رفته معرفی می 

شود. با توجه به پیچیدگی بالای مساله دو الگوریتم فرا ابتکاری برای  در ابعاد کوچک پیشنهاد می  حل مساله

 گردد.  مسائل دو هدفه و دو الگوریتم فراابتکاری برای مساله تک هدفه ارائه می

 

پذیر با فرآیندهای وابسته به  انعطافمسئله اصلی مورد بررسی در این تحقیق ، زمانبندی جریان کارگاهی  

مساله مورد بررسی را نشان می دهد. در این مساله تعدادی کار وارد یک    شماتیک  1-3شکل    است.ماشین  

پذیر می شوند به طوری که در ایستگاه اول تعدادی ماشین موازی نا مرتبط  محیط جریان کارگاهی انعطاف

با سطح تکنولوژی متفاوت وجود دارد. و ایستگاه های دیگر به صورت تک ماشین می باشند. فرآیند پردازش  

در این سیستم وابسته به ماشین بوده و مسیر پردازش هر قطعه بستگی به نوع ماشین انتخابی در ایستگاه  

 وازی دارد. م
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 شماتیک مساله مورد مطالعه. 1-3شکل  

توان به حداقل کردن  شود که از جمله آنها می از معیارهای مختلفی برای حل اینگونه مسائل استفاده می 

و ... اشاره کرد. با    ریتاخ  یدارا  یکارهاکرد کل کارها، تعداد  ری د  ایکرد  رید  نیانگ یمحداکثر زمان تکمیل،  

های تولیدی، در این پژوهش از معیار هزینه در کنار سایر  توجه به اهمیت داشتن موضوع هزینه در فعالیت

گردد.  موارد استفاده شده است. در ادامه سه مدل با سه رویکرد متفاوت برای حل مساله فوق پیشنهاد می 

توان  باشند که با بکارگیری آنها میبرنامه ریزی خطی عدد صحیح مختلط میهای  ء مدلزها جاین مدل

ابتدا   ارائه شده،  توضیحات  به  توجه  با   . آورد  بدست  منطقی  زمان  را در  مسائل کوچک  در  بهینه  جواب 

 ها خواهیم پرداخت.    فرضیات مسئله و متغیرهای آن بیان شده و سپس به توضیح کامل مدل

 باشد:له به شرح زیر میمفروضات عمومی مسا

در   یز ریدوره برنامه  یآنها در ابتدا ی و همه  بودهنامرتبط  ک ی یدر مرحله  ی مواز هاینیماش  •

 .هستند دسترس 

  یهمزمان رو  تواند یکار نم کی و  کند  کار را پردازش   کی فقط  تواند یم نیدر هر زمان، هر ماش  •

 . شودپردازش  نیدو ماش 

توان پردازش نمود که دستگاه مورد نیاز آن در زمان پردازش در دسترس  هر کار را در صورتی می •

 باشد. 

 وابسته به توالی در نظر گرفته شده است. اندازی راههای زمان •
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اندازی اولیه، فرض شده است کار صفر به عنوان یک کار مصنوعی با زمان  جهت بیان زمان راه •

 گیرد. سازی صفر در ابتدای کارها قرار میآماده

 ها و مراحل صرف نظر شده است. از زمان حمل و نقل کارها بین ماشین •

 

 شوند:ها و پارامترها به صورت زیر تعریف میبرای هر سه مدل مساله مورد بررسی، اندیس

 هاها و مجموعهاندیس

𝑗, 𝑖, ℎ  شماره کارها (𝑗, 𝑖, ℎ = 0,1, 2, … , 𝑁) 

𝑘, 𝑚 ها شماره ماشین (𝑘, 𝑚 = 1, 2, … , 𝐾𝑙) 

𝑙 شماره مراحل (𝑙 = 1, 2, … , 𝐿) 

 پارامترها

𝑃𝑘𝑗
(𝑙)   زمان پردازش کار𝑗   با ماشین𝑘  در مرحله𝑙 . 

𝑆𝑖𝑗𝑘
(𝑙)

 . 𝑗به  𝑖جهت تغییر کار از  𝑘سازی ماشین  زمان آماده 

𝐶𝑃𝑘𝑗
(𝑙)

 .𝑙 در مرحله  𝑘توسط ماشین   𝑗ی هر ساعت پردازش کار  هزینه 

𝑉𝐶𝐻𝑘𝑗
(𝑙)  هزینه وابسته به فرایند برای هر ساعت پردازش ماشین𝑘    بر روی کار𝑗  

𝐹𝐶𝐻𝑘
(𝑙)  هزینه وابسته به زمان برای هر ساعت پردازش ماشین𝑘    بر روی کار𝑗 

𝐸𝑔𝑘𝑗
(𝑙)

 را داشته باشد، در غیر این صورت صفر.  𝑗توان پردازش کار  𝑘پارامتر دودویی، مقدار آن یک است اگر ماشین  

𝑅𝑒𝑠𝑘𝑣   تعداد منبع تجدیدپذیر از نوع𝑣 که ماشین 𝑘.در هنگام پردازش به آن نیاز دارد 

𝑌𝑗𝑘𝑙  
در مرحله یک نیاز به پردازش در   𝑘بعد از پردازش با ماشتتتین     𝑗پارامتر دودویی، مقدار آن یک استتتت اگر کار 

 داشته باشد، در غیر این صورت صفر. 𝑙مرحله 

𝐸𝐶𝑅𝑘
(𝑙)

 در زمان مشغول به کار. 𝑙در مرحله  𝑘نرخ مصرف انرژی ماشین  

𝑆𝐸𝐶𝑅𝑘
(𝑙)

 بیکاری.در زمان  𝑙در مرحله  𝑘 نیماش ینرخ مصرف انرژ 

𝑅𝑗   زمان در دسترس بودن کار𝑗 ریزی.در ابتدای دوره برنامه 

𝑀 .عدد بزرگ 



 

33 
 

 

های تولید و  این مدل به صورت دو هدفه طراحی شده است و اهداف آن مینیمم سازی همزمان هزینه

های  ای شامل هزینه دو دسته از عناصر هزینه باشد. در این مدل( می𝑀𝑎𝑘𝑒𝑠𝑝𝑎𝑛حداکثر زمان تکمیل ) 

بندی  طبقه 2-3شکل  اند. های مرتبط با فرآیند در تابع هدف به کار گرفته شدهمرتبط با زمان و هزینه

 دهد.را نشان می  مدلدر این   رفته بکار 

 در تابع هدف  دیتول  نهیهز  یطبقه بند. 2-3شکل  

علاوه بر مفروضات عمومی اشاره شده، مفروضات اختصاصی این مدل و متغیرهای تصمیم آن به صورت  

 زیر است:

توانند  باشند، لذا برخی از آنها می فاوت میها در ایستگاه یک دارای سطح تکنولوژی متماشین •

های بیشتری روی کار انجام دهند. در نتیجه کارها ممکن است برای تمکیل شدن به  پردازش 

 بعضی مراحل وارد نشوند. 

های وابسته به پردازش در  های وابسته به زمان و هزینههای پردازش به دو دسته، هزینههزینه •

 نظر گرفته شده است. 

 متغیرهای تصمیم 

𝑍𝑗𝑘 
در مرحله یک تخصیص داده شود،   𝑘به ماشین   𝑗متغیر دودویی، مقدار آن یک است اگر کار  

 در غیر این صورت صفر.

𝑋𝑖𝑗𝑘𝑙 
 𝑙 در مرحله  𝑘به ماشین   𝑖بلافاصله بعد از کار    𝑗متغیر دودویی، مقدار آن یک است اگر کار  

 صورت صفر.تخصیص داده شود، در غیر این 

𝐶𝑗
(𝑙)

 . 𝑙در مرحله   𝑗زمان تکمیل کار   

𝐶𝑚𝑎𝑥
(𝐿)

 .𝑙 زمان اتمام آخرین کار در مرحله 

𝑉𝑃𝐶𝑗
(𝑙)

 𝑙در مرحله   𝑗هزینه پردازش وابسته به فرآیند برای کار   

𝐹𝑃𝐶𝑘
(𝑙)

  𝑙در مرحله   𝑘هزینه کل وابسته به زمان برای ماشین   

𝑇𝑃𝐶  مجموع هزینه های وابسته به زمان و وابسته به فرآیند(   تولیدهزینه کل( 

های تولیدهزینه  

های مرتبط با کارهزینه  

 (مواد اولیه)

های مرتبط با زمانهزینه  

های مرتبط با فرآیندهزینه  

 مستقیم به زمان وابسته استعنصر هزینه به طور 

 )هزینه مستقل از فرآیند(

 

عنصر هزینه به طور مستقیم به فرآیند وابسته 

 است
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FFSبا توجه به مطالب گفته شده مدل ریاضی   − I باشد: به شرح زیر می 

(3-1 )  𝑀𝑖𝑛 𝑍1 = 𝑇𝑃𝐶 

(3-2 )  𝑀𝑖𝑛 𝑍2 = 𝐶𝑚𝑎𝑥 

  Subject to: 

(3-3 ) ∀ 𝑙 = 1, 𝑗 ≠ 𝑖 ∑ ∑ 𝑋𝑖𝑗𝑘𝑙 = 1

𝐾

𝑘=1

𝑁

𝑖=0

 

(3-4 ) ∀ 𝑙 > 1, 𝑗 ≠ 𝑖 ∑ ∑ 𝑋𝑖𝑗𝑘𝑙 − ∑ 𝑍𝑗𝑘 × 𝑌𝑗𝑘𝑙

𝐾

𝑘=1

=

𝐾

𝑘=1

𝑁

𝑖=0

0 

(3-5 ) ∀𝑘, 𝑙, 𝑖 ≠ 𝑗 ∑ 𝑋𝑖𝑗𝑘𝑙 ≤ 1

𝑁

𝑗=1

 

(3-6 ) ∀𝑘, 𝑙, ℎ, ℎ ≠ 𝑖, 𝑗  ∑ 𝑋𝑖ℎ𝑘𝑙 − ∑ 𝑋ℎ𝑗𝑘𝑙 = 0

𝑁

𝑗=1,≠𝑖

𝑁

𝑖=0

 

(3-7 ) ∀ 𝑘, 𝑙 = 1, 𝑖, 𝑗, 𝑖 ≠ 𝑗 𝐶𝑗
(𝑙)

≥  𝑋𝑖𝑗𝑘𝑙 × (𝑃𝑘𝑗
(𝑙)

+ 𝑆𝑖𝑗𝑘
(𝑙)

) 

(3-8 ) ∀ 𝑙, 𝑖, 𝑗, 𝑖 ≠ 𝑗 𝐶𝑖
(𝑙)

+ ∑ 𝑋𝑖𝑗𝑘𝑙 × (𝑃𝑘𝑗
(𝑙)

+ 𝑆𝑖𝑗𝑘
(𝑙)

) 

𝐾

𝑘=1

+ 𝑀 (∑ 𝑋𝑖𝑗𝑘𝑙

𝐾

𝑘=1

− 1) ≤ 𝐶𝑗
(𝑙)

 

(3-9 ) ∀ 𝑘, 𝑙 > 1, 𝑖 ≠ 𝑗 𝐶𝑗
(𝑙−1)

+ 𝑋𝑖𝑗𝑘𝑙 × (𝑃𝑘𝑗
(𝑙)

+ 𝑆𝑖𝑗𝑘
(𝑙)

) ≤  𝐶𝑗
(𝑙)

 

(3-10 ) ∀ 𝑘, 𝑙 > 1, 𝑖 ≠ 𝑗 𝐶𝑗
(𝑙−1)

+ 𝑀 × (1 − 𝑋𝑖𝑗𝑘𝑙) ≥ 𝐶𝑖
(𝑙−1)

 

(3-11 ) ∀𝑘, 𝑙, 𝑗 ≠ 𝑖 𝑍𝑗𝑘 = ∑ 𝑋𝑖𝑗𝑘𝑙

𝑁

𝑖=0

 

(3-12 ) ∀ 𝑙 = 1, 𝑖, 𝑗, 𝑖 ≠ 𝑗 𝑉𝑃𝐶𝑗
(𝑙)

≥ 𝑉𝐶𝐻𝑘𝑗
(𝑙)

 × (𝑃𝑘𝑗
(𝑙)

+ (𝑆𝑖𝑗𝑘
(𝑙)

× 𝑋𝑖𝑗𝑘𝑙)) 

(3-13 ) ∀ 𝑙 > 1, 𝑘, 𝑖, 𝑗, 𝑖 ≠ 𝑗 

𝑉𝑃𝐶𝑗
(𝑙)

≥ 𝑉𝐶𝐻𝑘𝑗
(𝑙)

× (𝑃𝑘𝑗
(𝑙)

+ (𝑆𝑖𝑗𝑘
(𝑙)

× 𝑋𝑖𝑗𝑘𝑙))

− 𝑀 × (1 − ∑ 𝑍𝑗𝑚 × 𝑌𝑗𝑚𝑙

𝐾

𝑚=1

) 
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(3-14 ) ∀ 𝑙 > 1, 𝑘, 𝑗 𝑉𝑃𝐶𝑗
(𝑙)

− 𝑀 × (∑ 𝑍𝑗𝑘 × 𝑌𝑗𝑘𝑙

𝐾

𝑘=1

) ≤ 0 

(3-15 ) ∀ 𝑙, 𝑘 𝐹𝑃𝐶𝑘
(𝑙)

≥ 𝐹𝐶𝐻𝑘
(𝑙)

× 𝐶𝑚𝑎𝑥
(𝑙) 

(3-16 )  𝑇𝑃𝐶 = ∑ ∑ 𝑉𝑃𝐶𝑗
(𝑙)

𝑁

𝑗

𝐿

𝑙=1

+ ∑ ∑ 𝐹𝑃𝐶𝑘
(𝑙)

𝐾

𝑘=1

𝐿

𝑙=1

 

(3-17 ) ∀ 𝑙, 𝑗 𝐶𝑗
(𝑙)

≤ 𝐶𝑚𝑎𝑥
(𝑙) 

(3-18 ) ∀ 𝑖, 𝑗, 𝑘, 𝑙 𝑋𝑖𝑗𝑘𝑙, 𝑍𝑗𝑘  ∈ {0,1} 

(3-19 ) ∀ 𝑗, 𝑘, 𝑙 𝐹𝑃𝐶𝑘
(𝑙)

, 𝑉𝑃𝐶𝑗
(𝑙)

, 𝑇𝑃𝐶, 𝐶𝑗
(𝑙)

 ≥ 0 

 دهند: ( توابع هدف مدل را نشان می3- 2( و )3-1روابط )

 پردازش کل های حداقل نمودن هزینه(: 3- 1رابطه )

 Makespanحداقل نمودن حداکثر زمان تکمیل یا (: 3- 2رابطه )

با توجه به نوع  تخصیص یابد.    𝑘به ماشین    𝑗هر کار    1دهد که در مرحله  ( اطمینان می3-3محدودیت )

  2کند کارها برای تکمیل شدن از مراحل  ( تضمین می3- 4محدودیت )  1  در مرحله  𝑗ماشین پردازشگر کار  

در هر مرحله و بر روی هر ماشین حداکثر یک بار   𝑗کند که کار  ( بیان می3-5محدودیت )  عبور کنند. 𝑙تا 

کند هر کار فقط یک بار در  ( تضمین می 3-6با توجه به توالی کارها محدودیت )  تواند پردازش شود.می

حداقل برابر مجموع زمان    𝑗کند زمان تکمیل کار  ( بیان می 3-7ت )محدودی  پردازش شده است.   𝑙مرحله  

تخصیص یابد،   𝑘 روی ماشین    𝑖بلافاصله بعد از کار   𝑗اگر کار   باشد.می   سازی و زمان پردازش آن کارآماده

- 9محدودیت )   باشد .  𝑖بزرگتر از زمان تکمیل کار    𝑗کند زمان تکمیل کار  ( تضمین می3- 8محدودیت )

بزرگتر یا مساوی زمان تکمیل آن در مرحله قبل بعلاوه مجموع    𝑗دهد زمان تکمیل کار  ( اطمینان می3

( اطمینان  3- 10باشد. با توجه به قانون جایگشت بین مراحل، محدودیت )سازی و پردازش میزمان آماده

𝑙در مرحله   𝑖بزرگتر یا مساوی زمان تکمیل کار   𝑗دهد اگر زمان تکمیل کار  می − کار   𝑙باشد، در مرحله   1

𝑖   در توالی، قبل از کار𝑗  دهد در هر مرحله فقط یک ماشین به  ( نشان می3-11محدودیت )  گیرد. قرار می

کار  ( نحوه محاسبه هزینه پردازش وابسته به فرآیند برای هر 3-12محدودیت )  تخصیص یافته است.   𝑗کار 

( نحوه محاسبه هزینه پردازش وابسته به فرآیند در  13-3محدودیت )  دهد.ی یک را نشان می در مرحله

نشان می   𝑙تا    2مراحل   )  دهد.  را  به فرآیند  14- 3محدودیت  وابسته  پردازش  برای محاسبه هزینه  نیز   )

  کند. در هر مرحله محاسبه می  های وابسته به زمان را برای هر ماشین( هزینه3- 15)معادله    باشد.ضروری می

 ( می3- 16محدودیت  نشان  هزینه(  مجموع  از  پرداش  کل  هزینه  و  دهد  فرآیند  به  وابسته  پردازش  های 
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𝐶𝑚𝑎𝑥( مقدار  3-17آید. معادله )های وابسته به زمان بدست میهزینه
(𝑙)  های  معادلهکند.  را محاسبه می

 دهد.نشان می ( ابعاد متغیرهای تصمیم را 3-19( و ) 18-3)

 

این مدل نیز همانند مدل قبل به صورت دو هدفه طراحی شده است. در این مدل مستقیماً مصرف انرژی  

های تولید که  شود. در این مدل آن دسته از هزینهسازی میکل و هزینه پردازش به صورت توامان مینیمم

 پوشی شده است.  های وابسته به زمان چشماند و از هزینههوابسته به فرآیند هستند در تابع هدف لحاظ شد 

 مفروضات اختصاصی این مدل و متغیرهای تصمیم آن به صورت زیر تعریف شده است: 

ایستگاه  ماشین • در  موازی  قطعه    1های  هر  تولید  فرآیند  و  بوده  متفاوت  تکنولوژی  دارای سطح 

 باشد. یم 1وابسته به ماشین تخصیص یافته در ایستگاه کاری 

 باشد. ها قادر به پردازش همه کارها نمیها، همه ماشینهای مختلف ماشینبا توجه به قابلت •

 نیاز دارند.  دسترسیکارها در ابتدای دوره زمانی در دسترس نیستند و به زمانی تحت عنوان زمان   •

یکسان بوده و با مصرف انرژی در زمان پردازش    اندازی راهها در زمان بیکاری و  مصرف انرژی ماشین •

 .استمتفاوت 

 

 متغیرهای تصمیم 

𝑍𝑗𝑘 
در مرحله یک تخصیص داده شود، در غیر   𝑘به ماشین   𝑗متغیر دودویی، مقدار آن یک است اگر کار  

 این صورت صفر.

𝑋𝑖𝑗𝑘𝑙 
تخصیص 𝑙 در مرحله  𝑘به ماشین  𝑖بلافاصله بعد از کار    𝑗متغیر دودویی، مقدار آن یک است اگر کار  

 داده شود، در غیر این صورت صفر. 

𝐶𝑗
(𝑙)

 . 𝑙در مرحله  𝑗زمان تکمیل کار   

𝐶𝑚𝑎𝑥
(𝐿)

 زمان اتمام آخرین کار در آخرین مرحله.  

𝐸𝐶𝑘
(𝑙)

 در حالت مشغول به کار. 𝑘کل مقدار انرژی مصرف شده توسط ماشین   

𝑆𝐸𝐶𝑘
(𝑙)

 در حالت بیکاری.  𝑘کل مقدار انرژی مصرف شده ماشین 

𝑃𝐶𝑗
(𝑙)

 .  𝑗هزینه پردازش و تولید کار   

 .باشد یم ر ی مورد مطالعه به صورت ز یمساله   یاضیمدل ر تیدر نها

(3-20) 𝑀𝑖𝑛 𝑍1 = ∑ ∑(𝐸𝐶𝑘
(𝑙)

+

𝐾𝑙

𝑘=1

𝐿

𝑙=1

𝑆𝐸𝐶𝑘
(𝑙)

) 
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(3-21) 𝑀𝑖𝑛 𝑍2 = ∑ ∑ 𝑃𝐶𝑗
(𝑙)

𝑁

𝑗

𝐿

𝑙=1

 

 Subject to: 

(3-22) ∑ ∑ 𝑋𝑖𝑗𝑘𝑙 = 1

𝐾

𝑘=1

𝑁

𝑖=0

 

∀ 𝑙 = 1, 𝑗 ≠ 𝑖 

(3-23) ∑ ∑ 𝑋𝑖𝑗𝑘𝑙 − ∑ 𝑍𝑗𝑘 × 𝑌𝑗𝑘𝑙

𝐾

𝑘=1

=

𝐾

𝑘=1

𝑁

𝑖=0

0 

∀ 𝑙 > 1, 𝑗 ≠ 𝑖 

(3-24) ∑ 𝑋𝑖𝑗𝑘𝑙 ≤ 1

𝑁

𝑗=1

 

∀𝑘, 𝑙, 𝑖 ≠ 𝑗 

(3-25) ∑ 𝑋𝑖ℎ𝑘𝑙 − ∑ 𝑋ℎ𝑗𝑘𝑙 = 0

𝑁

𝑗=1,≠𝑖

𝑁

𝑖=0

 

∀𝑘, 𝑙, ℎ, ℎ ≠ 𝑖, 𝑗 

(3-26) 𝐶𝑗
(𝑙)

≥  𝑋𝑖𝑗𝑘𝑙 × (𝑃𝑘𝑗
(𝑙)

+ 𝑆𝑖𝑗𝑘
(𝑙)

+ 𝑅𝑗) 

∀ 𝑘, 𝑙 = 1, 𝑖, 𝑗, 𝑖 ≠ 𝑗 

(3-27) 𝐶𝑖
(𝑙)

+ ∑ 𝑋𝑖𝑗𝑘𝑙 × (𝑃𝑘𝑗
(𝑙)

+ 𝑆𝑖𝑗𝑘
(𝑙)

) 𝐾
𝑘=1 + 𝑀(∑ 𝑋𝑖𝑗𝑘𝑙

𝐾
𝑘=1 − 1) ≤ 𝐶𝑗

(𝑙)  

∀ 𝑙, 𝑖, 𝑗, 𝑖 ≠ 𝑗 

(3-28) 𝐶𝑗
(𝑙−1)

+ 𝑋𝑖𝑗𝑘𝑙 × (𝑃𝑘𝑗
(𝑙)

+ 𝑆𝑖𝑗𝑘
(𝑙)

) ≤  𝐶𝑗
(𝑙) 

∀ 𝑘, 𝑙 > 1, 𝑖 ≠ 𝑗 

(3-29) 𝐶𝑗
(𝑙−1)

+ 𝑀 × (1 − 𝑋𝑖𝑗𝑘𝑙) ≥ 𝐶𝑖
(𝑙−1) 

∀ 𝑘, 𝑙 > 1, 𝑖 ≠ 𝑗 

(3-30) 𝑍𝑗𝑘 = ∑ 𝑋𝑖𝑗𝑘𝑙

𝑁

𝑖=0

 

∀𝑘, 𝑙 = 1, 𝑗 ≠ 𝑖 

(3-31) 𝑋𝑖𝑗𝑘𝑙 ≤ 𝐸𝑔𝑘𝑗
(𝑙) 

∀𝑗 ≠ 0 , 𝑖 ≠ 𝑗 
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(3-32) 𝐸𝐶𝑘
(𝑙)

≥ 𝐸𝐶𝑅𝑘
(𝑙)

× ∑(𝑃𝑘𝑗
(𝑙)

× 𝑍𝑗𝑘)

𝑁

𝑗=1

 

∀ 𝑙 = 1, 𝑘 

(3-33) 𝐸𝐶𝑘
(𝑙)

≥ 𝐸𝐶𝑅𝑘
(𝑙)

× ∑ (𝑃𝑘𝑗
(𝑙)

× (∑ 𝑍𝑗𝑚 × 𝑌𝑗𝑚𝑙
𝐾
𝑚=1 ))𝑁

𝑗=1   

∀ 𝑙 > 1, 𝑘 

(3-34) 𝑆𝐸𝐶𝑘
(𝑙)

≥ 𝑆𝐸𝐶𝑅𝑘
(𝑙)

× (∑ ∑ 𝑆𝑖𝑗𝑘
(𝑙)

×𝑁
𝑗=1,≠𝑖

𝑁
𝑖=1 𝑋𝑖𝑗𝑘𝑙)  

∀ 𝑙 = 1, 𝑘 

(3-35) 𝑆𝐸𝐶𝑘
(𝑙)

≥ 𝑆𝐸𝐶𝑅𝑘
(𝑙)

× (∑ ∑ 𝑆𝑖𝑗𝑘
(𝑙)

×𝑁
𝑗=1,≠𝑖

𝑁
𝑖=1 𝑋𝑖𝑗𝑘𝑙)  

∀ 𝑙 > 1, 𝑘, 𝑖, 𝑗, 𝑖 ≠ 𝑗 

(3-36) 𝑃𝐶𝑗
(𝑙)

≥ 𝐶𝑃𝑘𝑗
(𝑙)

 × (𝑃𝑘𝑗
(𝑙)

+ (𝑆𝑖𝑗𝑘
(𝑙)

× 𝑋𝑖𝑗𝑘𝑙)) 

∀ 𝑙 = 1, 𝑖, 𝑗, 𝑖 ≠ 𝑗 

(3-37) 𝑃𝐶𝑗
(𝑙)

≥ 𝐶𝑃𝑘𝑗
(𝑙)

× (𝑃𝑘𝑗
(𝑙)

+ (𝑆𝑖𝑗𝑘
(𝑙)

× 𝑋𝑖𝑗𝑘𝑙)) − 𝑀 × (1 − ∑ 𝑍𝑗𝑚 × 𝑌𝑗𝑚𝑙
𝐾
𝑚=1 )  

∀ 𝑙 > 1, 𝑘, 𝑖, 𝑗, 𝑖 ≠ 𝑗 

(3-38) 𝑃𝐶𝑗
(𝑙)

− 𝑀 × (∑ 𝑍𝑗𝑘 × 𝑌𝑗𝑘𝑙

𝐾

𝑘=1

) ≤ 0 

∀ 𝑙 > 1, 𝑘, 𝑗 

(3-39) 𝐶𝑗
(𝑙)

≤ 𝐶𝑚𝑎𝑥
(𝑙) 

∀ 𝑙, 𝑗 

(3-40) 𝐶𝑚𝑎𝑥
(𝑙) ≤ 𝑉 

∀ 𝑙 = 𝐿 

(3-41) 𝑋𝑖𝑗𝑘𝑙, 𝑍𝑗𝑘  ∈ {0,1} 

∀ 𝑖, 𝑗, 𝑘, 𝑙 

(3-42) 𝐸𝐶𝑘
(𝑙)

, 𝑆𝐸𝐶𝑘
(𝑙)

, 𝑃𝐶𝑗
(𝑙)

, 𝐶𝑗
(𝑙)

 ≥ 0 

∀ 𝑗, 𝑘, 𝑙 

 دهند که عبارتند از: ( توابع هدف مساله را نشان می 3-21( و )3-20رابطه )

 سازی مصرف انرژی کل (: حداقل3-20رابطه )

 سازی هزینه تولید کل (: حداقل3-21رابطه )

است. رابطه  کند که در مرحله یک هر کار فقط به یک ماشین تخصیص داده شده  ( تضمین می3-22رابطه )

ی یک مراحل مورد نیاز  کند که کارها با توجه به نوع ماشین پردازش کننده در مرحله( تضمین می 23-3)
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دهد که کارها در هر مرحله و بر روی هر ماشین  ( اطمینان می3-24کنند. رابطه )تا اتمام کار را طی می 

انجام کار تکراری در توالی پردازش کارها    ( باعث جلوگیری از 3-25شود. رابطه )حداکثر یک بار پردازش می

سازی  را با توجه به توالی آن براساس زمان پردازش ، زمان آماده   𝑗( زمان تکمیل کار  3-26شود. رابطه ) می

و کار    𝑗کند که زمان تکمیل کار ( تضمین می3-27دهد. رابطه )و زمان دسترسی در مرحله یک نشان می

𝑖    شود اگر کار  ه میبه صورت متوالی محاسب𝑗    بلافاصله بعد از کار𝑖    .بر روی یک دستگاه پردازش شوند

دهد که زمان تکمیل هر کار در هر مرحله بزرگتر یا مساوی زمان تکمیل آن  ( اطمینان می3- 28رابطه ) 

  ( با 3-29باشد. رابطه ) ی قبل بعلاوه زمان تنظیم و زمان پردازش آن در همان مرحله میکار در مرحله 

باشد، می 𝑙در مرحله     𝑗در توالی پردازش قبل از کار    𝑖دهد که کار  توجه به قانون جایگشتی اطمینان می

𝑙در مرحله    𝑖بزگتر یا مساوی زمان تکمیل کار     𝑗اگر زمان تکمیل کار   − ( نشان  3-30باشد. رابطه )  1

( تضمین  3-31داده شده است. رابطه )دهد که هر کار در مرحله یک فقط به یک ماشین خاص تخصیص  می

شود. روابط  کند که هر کار فقط به دستگاهی که قابلیت پردازش آن کار را داشته باشد تخصیص داده میمی

- 34کند. رابطه )ها را در حالت مشغول به کار محاسبه می( میزان مصرف انرژی ماشین3-33( و )32-3)

(  3-37( ، )3-36کند. روابط )را در حالت بیکاری محاسبه می   ها( میزان مصرف انرژی ماشین3-35( و ) 3

( مقدار حداکثر زمان  3-39کند. رابطه )( زمان تکمیل کارها در مراحل مختلف را محاسبه می3- 38و ) 

( محدودیت کارفرمایی جهت حداکثر زمان تکمیل کارها را  3-40دهد. رابطه )تکمیل کارها را نشان می

 دهد. ی متغیرهای تصمیم را نشان می( دامنه 42-3( و )3- 41ت روابط )دهد. در نهاینشان می

 

با هدف حداقل سازی حداکثر زمان تکمیل برای بررسی تاثیر منابع کمکی )نیروی  FFS-III مدل ریاضی   

راد و  مطالعات افضلیبراساس    پذیرانسانی متخصص( بر زمانبندی تولید در محیط جریان کارگاهی انعطاف

طراحی شده است. نوآوری های بکار رفته    [ 85](   2020و پژوهش کاستا و همکاران )  [ 8](  2016رضائیان )

های نامرتبط، تعریف کردن منابع  در این مدل شامل وابستگی فرآیند پردازش به ماشین، استفاده از ماشین

های انجام شده  زی به توالی می باشد. همچنین در تحلیلانداکمکی به صورت متغیر و وابستگی زمان راه

های بودجه ای و محدودیت در بکارگیری  در فصل چهارم موضوع هزینه استفاده از تسهیلات، محدودیت

 منابع کمکی )نیروی انسانی متخصص( مطرح شده است.  

 فرضیات اختصاصی و متغیرهای تصمیم در این مدل به شرح زیر تعریف می شود: 

ایستگاه  شینما • در  موازی  قطعه    1های  هر  تولید  فرآیند  و  بوده  متفاوت  تکنولوژی  دارای سطح 

 است. 1وابسته به ماشین تخصیص یافته در ایستگاه کاری 

ماشین ها بدون منابع کمکی امکان پردازش ندارند. لذا در زمان پردازش باید منابع کمکی مورد   •

 ها در دسترس باشد.نیاز آن

 ها در نظر گرفته شده است.به عنوان منبع کمکی ماشین متخصص نیروی انسانی •
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 متغیرهای تصمیم 

در مرحله یک تخصیص داده شود، در غیر این  𝑘به ماشین   𝑗متغیر دودویی، مقدار آن یک است اگر کار  

 صورت صفر.
𝑍𝑗𝑘 

تخصیص داده 𝑙 در مرحله  𝑘به ماشین   𝑖بلافاصله بعد از کار    𝑗متغیر دودویی، مقدار آن یک است اگر کار  

 شود، در غیر این صورت صفر.
𝑋𝑖𝑗𝑘𝑙 

به اتمام برسد، در غیر این   𝑡در زمان     𝑗یک متغیر دودویی، مقدار آن یک است اگر در مرحله یک کار  

 .صورت صفر
𝑊𝑗𝑡 

𝑙  . 𝐶𝑗در مرحله  𝑗زمان تکمیل کار  
(𝑙) 

 𝑣 𝐴𝑅𝑣تعداد منابع مورد نیاز از نوع  

 شود: به صورت زیر تعریف می FFS-IIIبا توجه به مطالب بیان شده مدل ریاضی 

(3-43 )  𝑀𝑖𝑛 𝑍 = 𝐶𝑚𝑎𝑥 

  Subject to: 

(3-44 ) ∀ , 𝑗 ≠ 𝑖 ∑ ∑ 𝑋𝑖𝑗𝑘1 = 1

𝐾

𝑘=1

𝑁

𝑖=0

 

(3-45 ) ∀ 𝑙 > 1, 𝑗 ≠ 𝑖 ∑ ∑ 𝑋𝑖𝑗𝑘𝑙 − ∑ 𝑍𝑗𝑘 × 𝑌𝑗𝑘𝑙

𝐾

𝑘=1

=

𝐾

𝑘=1

𝑁

𝑖=0

0 

(3-46 ) ∀𝑘, 𝑙, 𝑖 ≠ 𝑗 ∑ 𝑋𝑖𝑗𝑘𝑙 ≤ 1

𝑁

𝑗=1

 

(3-47 ) ∀𝑘, 𝑙, ℎ, ℎ ≠ 𝑖, 𝑗  ∑ 𝑋𝑖ℎ𝑘𝑙 − ∑ 𝑋ℎ𝑗𝑘𝑙 = 0

𝑁

𝑗=1,≠𝑖

𝑁

𝑖=0

 

(3-48 ) ∀ 𝑘, 𝑖, 𝑗, 𝑖 ≠ 𝑗 𝐶𝑗
(1)

≥  𝑋𝑖𝑗𝑘1 × (𝑃𝑘𝑗
(1)

+ 𝑆𝑖𝑗𝑘
(1)

) 

(3-49 ) ∀ 𝑙, 𝑖, 𝑗, 𝑖 ≠ 𝑗 𝐶𝑖
(𝑙)

+ ∑ 𝑋𝑖𝑗𝑘𝑙 × (𝑃𝑘𝑗
(𝑙)

+ 𝑆𝑖𝑗𝑘
(𝑙)

) 

𝐾

𝑘=1

+ 𝑀 (∑ 𝑋𝑖𝑗𝑘𝑙

𝐾

𝑘=1

− 1) ≤ 𝐶𝑗
(𝑙)

 

(3-50 ) ∀ 𝑘, 𝑙 > 1, 𝑖 ≠ 𝑗 𝐶𝑗
(𝑙−1)

+ 𝑋𝑖𝑗𝑘𝑙 × (𝑃𝑘𝑗
(𝑙)

+ 𝑆𝑖𝑗𝑘
(𝑙)

) ≤  𝐶𝑗
(𝑙)

 

(3-51 ) ∀ 𝑘, 𝑙 > 1, 𝑖 ≠ 𝑗 𝐶𝑗
(𝑙−1)

+ 𝑀 × (1 − 𝑋𝑖𝑗𝑘𝑙) ≥ 𝐶𝑖
(𝑙−1)
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(3-52 ) ∀𝑘, 𝑙, 𝑗 ≠ 𝑖 𝑍𝑗𝑘 = ∑ 𝑋𝑖𝑗𝑘𝑙

𝑁

𝑖=0

 

(3-53 ) ∀ 𝑙, 𝑗 𝐶𝑗
(𝑙)

≤ 𝐶𝑚𝑎𝑥
(𝑙) 

(3-54 ) ∀ 𝑗 ∑ 𝑊𝑗𝑡

𝑇

𝑡=1

= 1 

(3-55 ) ∀ , 𝑗 ≠ 0, 𝑖 ≠ 𝑗 ∑ 𝑡 ∗ 𝑊𝑗𝑡

𝑇

𝑡=𝑃
𝑘𝑗
(1)

≥ 𝑃𝑘𝑗
(1)

+ 𝑆𝑖𝑗𝑘
(1)

+ ∑ 𝑡 ∗ 𝑊𝑖𝑡

𝑇

𝑡=𝑃𝑘𝑖
(1)

− 𝑀 × (1 − 𝑋𝑖𝑗𝑘1) 

(3-56 ) ∀  𝑗 ∑ 𝑡 ∗ 𝑊𝑗𝑡

𝑇

𝑡=1

≤ 𝐶𝑗
(1)

 

(3-57 ) ∀ , 𝑡, 𝑣 ∑ ∑ ∑ ∑ 𝑅𝑒𝑠𝑘𝑣 × 𝑊𝑗𝑠 × 𝑋𝑖𝑗𝑘1 ≤ 𝐴𝑅𝑣

𝑡+𝑃𝑘𝑗
(1)

+𝑆𝑖𝑗𝑘
(1)

−1

𝑠=𝑡

𝐾

𝑘=1

𝑁

𝑗≠0

𝑁

𝑖≠𝑗

 

(3-58 ) ∀ 𝑖, 𝑗, 𝑘, 𝑙 𝑋𝑖𝑗𝑘𝑙, 𝑍𝑗𝑘 , 𝑊𝑗𝑡  ∈ {0,1} 

(3-59 ) ∀ 𝑗, 𝑘, 𝑙 𝐶𝑗
(𝑙)

, 𝐴𝑅𝑣 ≥ 0 

 دهد.  باشد نشان میسازی حداکثر زمان تکمیل می( تابع هدف مدل را که حداقل3-43رابطه )

کند که در مرحله یک هر کار فقط به یک ماشین تخصیص داده شده است.  ( تضمین می3- 44رابطه )

ی یک مراحل  کند که کارها با توجه به نوع ماشین پردازش کننده در مرحله( تضمین می3-45)  محدودیت 

کارها در هر مرحله و بر روی  دهد که  ( اطمینان می3-46)  محدودیتکنند.  مورد نیاز تا اتمام کار را طی می

( باعث جلوگیری از انجام کار تکراری در  3-47)   محدودیتشود.  هر ماشین حداکثر یک بار پردازش می

توالی آن براساس زمان     𝑗( زمان تکمیل کار  3- 48)  معادلهشود.  توالی پردازش کارها می به  با توجه  را 

کند  ( تضمین می3-49دهد. رابطه )له یک نشان میسازی و زمان دسترسی در مرحپردازش ، زمان آماده

بر روی    𝑖بلافاصله بعد از کار    𝑗شود اگر کار  به صورت متوالی محاسبه می   𝑖و کار    𝑗که زمان تکمیل کار  

پردازش شوند.   اطمینان می 3-50)  محدودیت یک دستگاه  زمان تکمیل هر کار در هر مرحله  (  دهد که 

ی قبل بعلاوه زمان تنظیم و زمان پردازش آن در همان  یل آن کار در مرحلهبزرگتر یا مساوی زمان تکم

در توالی پردازش    𝑖دهد که کار  ( با توجه به قانون جایگشتی اطمینان می 3-51)  محدودیتباشد.  مرحله می

در مرحله    𝑖بزگتر یا مساوی زمان تکمیل کار     𝑗باشد، اگر زمان تکمیل کار  می 𝑙در مرحله     𝑗قبل از کار  

𝑙 − دهد که هر کار در مرحله یک فقط به یک ماشین خاص تخصیص  ( نشان می3-52)  محدودیتباشد.    1

دهد که هر  ( نشان می3-54محدودیت )کند. را محاسبه می 𝐶𝑚𝑎𝑥متغیر    (3- 53معادله ) داده شده است.

یک   تکمیل دهد که زمانی نشان م( 3- 56( و ) 3- 55رسد. محدودیت )اتمام میکار در یک زمان خاص به 
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  توالی وابسته به    می، زمان تنظ   ی حداقل برابر با مدت زمان اتمام کار قبل  نیماش   ک ی  ی رو  توالی  ک یکار در  

داده شده    دهد که مقدار کل منبع تخصیص( اطمینان می3- 57محدودیت )  .ی استفعل   کارو زمان پردازش  

ی زمانی ، کمتر یا مساوی موجودی در دسترس از آن منبع باشد. با توجه  به هر کار در هر دوره   𝑣از نوع  

اند لذا این محدودیت به حالت غیر خطی تبدیل شده  در هم ضرب شده  𝑋𝑖𝑗𝑘1و    𝑊𝑗𝑠به اینکه دو متغیر  

 آن شوند.بایست نامعادلات زیر جایگزین سازی آن میاست. برای خطی

(3-60 ) ∀ 𝑖, 𝑗, 𝑘, 𝑙 𝐹𝑖𝑗𝑘𝑡 ≤ 𝑊𝑗𝑡 

(3-61 ) ∀ 𝑖 ≠ 𝑗, 𝑗
≠ 0, 𝑘 

𝐹𝑖𝑗𝑘𝑡 ≤ 𝑋𝑖𝑗𝑘1 

(3-62 ) ∀ 𝑖 ≠ 𝑗, 𝑗
≠ 0, 𝑘 

𝐹𝑖𝑗𝑘𝑡 ≥ 𝑋𝑖𝑗𝑘1 + 𝑊𝑗𝑡 

(3-63 ) ∀  𝑡, 𝑣 

∑ ∑ ∑ ∑ 𝑅𝑒𝑠𝑘𝑣 × 𝐹𝑖𝑗𝑘𝑡 ≤ 𝐴𝑅𝑣

𝑡+𝑃𝑘𝑗
(1)

+𝑆𝑖𝑗𝑘
(1)

−1

𝑠=𝑡

𝐾

𝑘=1

𝑁

𝑗≠0

𝑁

𝑖≠𝑗

 

 دهد.ی متغیرهای تصمیم را نشان می دامنه( 3-59( و )3-58در نهایت روابط )

 

  هدف   تابع  چندین  با  مسائل   حل  به   تولیدی   هایمحیط   ذاتی  هایپیچیدگی  علت  به  پژوهشگران  از  بسیاری

-بهینه .  باشند می هدفه  چند   های روش   و   مفاهیم  با  آشنایی نیازمند   مسائل از  این دسته   مطالعه . پردازند می

  محدودیت   تعدادی  گرفتن   نظر   در  با  متضاد  معیار  چند   یا  دو  همزمان  سازیبهینه  هدفه فرآیند   چند   سازی

  هدف   تابع  طوری که  به   باشد می  تصمیم   متغیرهای  از   برداری  یافتن   درواقع   هدفه   سازی چند بهینه.  باشد می

 . [86] کند   ارضا را  هامحدودیت و

 

سازی چند هدفه  زیرا در بهینه  کند،   دا یپ  رییپارتو تغ  ینگ یبه  ی دهیتابع هدف موجب شد که ا  نیوجود چند 

  بهینگی   ی ایده.  کلی  فضای   در   بهینه   جواب  یک  کردن  پیدا  تا  باشد می 1ای مصالحه  جواب   پیدا کردن  هدف  ،

  عنوان  با   عموماً   ایده  این .  یافت  توسعه  3پارتو   توسط   بعدها  و   شد   مطرح   2اجورس   توسط   بار   نخستین   پارتو

𝑥فوق، پاسخ    تعریف  با  مطابق  .شودمی  شناخته  پارتو  بهینگی ∈ 𝛺   ی بهینه   تصمیم  متغیرهای  فضای  از  

 :طوریکهبه باشد  نداشته  وجود 𝑥′𝜖𝛺 هیچ  اگر  شود می  خوانده پارتو

 
1 Trade-off solution 
2 Edgeworth 
3 Pareto 
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2f 

1f 

 𝑓1  ،بیشینه سازی𝑓2 بیشینه 

 سازی

𝑣 = 𝐹(𝑥′) = (𝑓1(𝑥′), … … , 𝑓𝑘(𝑥′))  پاسخ  بر 𝑢 = 𝐹(𝑥) = (𝑓1(𝑥), … . . , 𝑓𝑘(𝑥)) به.  کند   غلبه 

∗𝑥 که میکند   بیان  تعریف این دیگر عبارت
 :که  باشد  نداشته وجود شدنی  بردار هیچ اگر است شدنی بهینه 

 .نباشد  بدتر∗𝑥 هدف تابع  مقادیر از  آن  هدف تابع  مقادیر  •

 .شد  خواهد  بدتر  دیگر  معیار معیارها،  از یکی  بهبود با که  است برداری تو اپار بهینه بردار •

  بردارهای .  شودمی  خوانده   پارتو  بهینه   جواب  که  شود می  هاحلراه  از  ای مجموعه  مشمول   عموماً  مفهوم   این

  فضای   در   بهینه   جواب  در  موجود   هایحلراه  درصورتیکه.  شودمی  نامیده  1نامغلوب  بهینه  جواب  این   با  متناظر

  3-3شکل    . [86]  شود می  گفته  2پارتو   جبهه  آن   به   که   دهند می نمایش را  منحنی  یک  شوند   ترسیم  اهداف

 دهد. بعدی نمایش می سازی مختلف را در فضای دومرز پارتو در مسائل بهینه انواع

 

 
 

 

 
1 Non-dominated 
2 Pareto front 

2f 

1f 

 𝑓1 ،کمینه سازی𝑓2 بیشینه 

 سازی

𝑓1 

 𝑓1سازی، بیشینه 𝑓2  کمینه

 سازی

𝑓2

 

𝑓1 

 𝑓1،کمینه سازی 𝑓2  کمینه

 سازی

𝑓2
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 حالات مختلف مرز بهینه. 3-3شکل  

 

باشد، اولین بار توسط  های کلاسیک حل مسائل چند هدفه میکه در زمره روش   1روش محدودیت جزئی 

ی چند هدفه را  ( ارائه گردید. رویکرد این الگوریتم به صورتی است که مساله1971)هایمس و همکاران  

کند به صورتی که یکی از توابع موجود انتخاب و حداقل سازی شده و سایر  ی تک هدفه میتبدیل به مساله 

 :شودشود. مدل کلی این روش به شکل زیر تعریف میهایی با حد بالا تبدیل میتوابع هدف به محدودیت

(3-64 ) 

𝑀𝑖𝑛 𝑓1(𝑥) +  𝜌(𝑓2(𝑥)) 

s.t 

𝑔(𝑥) ≤ 0 

 𝑓2(𝑥)  ≤  𝜀1 

𝑥 ∈ 𝑋 

حد بالای به دست آمده برای تابع   𝜀1های اصلی مساله و  شامل همه محدودیت 𝑔(𝑥)(،  3-65در رابطه )

  هدف دوم است.

های حاصله از روش اپسیلون محدودیت کلاسیک معمولا کارا نیستند. برای رفع این نقیصه روش  جواب

AUGMECON    ن یتضمحاصله را    ی هاکه کارا بودن جواب د یمطرح گرد  2009ماوروتاس در سال  توسط  

  به مدل اضافه   تیمحدود  زانیکه به م  یمربوط به اهدافر تساوی  های غی. این روش محدودیت[87]  کند یم

  ا یشده و با بهبود تابع هدف    لیتبد   یتساو  یهاتیمازاد به محدود  ایکمبود    یرهاییتوسط متغ  اند،شده

کمبود    ی رهایکه از متغ  ی با توجه به اطلاعاتکند.  تعریف می را  نمودن جمع وزنی این متغیر ها مساله    اضافه

را ارائه    AUGMECON2روش    2013  در سال  [88]  وس یو فلورمازاد به دست آمده است، ماوروتاس    ای

باعث  اند که  کرده  فی عبور تعر  بیضر  به نام   یرییمتغ  ،یانیروش جهت کنترل حلقه م   نیکردند که در ا

 شود.  کمتر    AUGMECONروش    از  حل گردد  یستیروش با  نیکه توسط ا  ییهامساله  ریتعداد ز  گرددیم

ا ارز  ن یهدف  و  ارائه  برا   لون یاپس  تی بر روش محدود  ی بهبود  یاب یروش  با مسائل    ی است که  برخورد 

مجموعه    د یتول  ییخود توانا  یپارامترها  م یروش با تنظ  نیچند هدفه مناسب است. ا  حیعدد صح  یز یربرنامه

با    یبه تساو   هاتیمحدود  لیتبد   افتهیتوسعه    لونیاپس  تیدارد. در روش محدود  قیصورت دق   به  پارتو را

به عنوان    رهایمتغ  نیو همزمان ا  کند یناکارآمد غلبه م  ی هابر جواب  یاضاف  ایکمبود و    ی رهایمتغ  ب یترک

 . کند یموثر م ی هاجواب فقط   د یدل را مجبور به تولو م شودیدر تابع هدف بکار گرفته م عبارت دوم 

 
1 ε-Constraint 
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  ی ها تمیتا با استفاده از الگور  کوشد یاست که م  ی نوظهور   ی هااز حوزه  ی کی  ،ی چندهدفه تکامل  یسازنهیبه

نه یحل مسائل به  ی برافراابتکاری    یهاتمیالگور  تیقابل.  د یهدفه نما  مسائل چند   حل مبادرت به  یتکامل

نه یبه  تم یاز الگور  یرسم  ی سازادهیپ  نیاول   اما. مطرح شد   2گ روزنبر   بار توسط   ن یچند هدفه، نخست  یازس 

تعداد    تاکنون صورت گرفت. از آن زمان  1980  یدهه   و در اواسط   3توسط شفر  یچندهدفه تکامل  یازس 

  م یآنها را به سه دسته تقس  توان یم   ی طورکل  شده است که به   مطرح   ی چندهدفه تکامل  ی هاتمیاز الگور  ی ادیز

 کرد: 

   ی( روش وزن ده) روش ادغام ➢

  تی بر جمع یمبتن  یهاافتیره ➢

 بر پارتو  یمبتن  یهاافتیره ➢

 

ی تک  آنها به مسالهدر این روش مسائل چند هدفه با استفاده از عملگرهای جمع، ضرب و ترکیبی از 

  یاضیر ان یب( 3- 64) ی است. معادلهها وزن ی مجموع خط روش، نیمثال از ا ک یشود. هدفه تبدیل می

 . دهد یروش را نشان م  نیا

(3-65 ) min ∑ 𝑤𝑖 × 𝑓𝑖(𝑥)

𝑘

𝑖=1

 

𝑤𝑖،   (65-3) یمعادله  در ≥ .  دهند می  نشان  را  مساله  هدف   توابع   نسبی  اهمیت   که   باشند می  وزن   ضرایب  ،  0

باشند.    ی رخطیغ  ای   ی خط  توانند یتوابع مجموع م  .است  یک   برابر   اوزان   مجموع   که   شود می  فرض   معمولاً

ا محدب    ریبخش غ  د یتول  معمولاً قادر به   یاست که توابع مجموع خط  نیها اگونه روش   نیعمده ضعف 

. درواقع  ستند ین یی هاصینق نیچن یدارا  یرخطی غ یهاهاست که مجموع  یدر حال  نی. استند یجبهه پارتو ن

حوزه    نیپژوهشگران ا  ی ها، کمتر از سوروش   ریمجموع نسبت به سا   یهاسبب شده تا روش   یکاست  نیا

 . رند یتوجه قرار بگ  مورد 

 

پارتو    غلبه  یایده  اما  شود می  گرفته  کار  به   جستجو  به   بخشی   تنوع  برای  تکاملی  روش   یک   هاتکنیک  این  در

  ارزیابی   با  ژنتیک   الگوریتم  ها،روش   این  از  متعارف  مثال  یک.  شودینم  گرفته  بکار  انتخاب  فرآیند   در   مستقیماً

 ساختار   که   است  آن VEGA4 الگوریتم   مشکل  ترینعمده.  است  شفر پیشنهاد شده  که توسط   باشد می  برداری

 
1 Evolutionary multi-objective optimization  
2 Rosenberg  
3 Schaffer  
4 Vector Evaluated Genetic Algorithm  
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  توابع   تمامی   در   خوبی  مقادیر   دارای   فرد   اگر یک  مثال   برای   .است  پارتو   غلبه  ایده   با  تعارض   در  انتخابش

  این   که   است  حالی  در   این.  خواهد شد   حذف   جامعه  از   نباشد،  بهترین   آنها  از  هیچ یک   در   اما  باشد،  هدف

   .شود حفظ  باید  باشد،می پارتو بهینه آنکه دلیل  به  جواب

 

  سازیبهینه مسائل به  آمدن  فائق  برای را پارتو  ژنتیک  الگوریتم  ، VEGA هایکاستی  به توجه با گلدبرگ

  پارتو بهینگی یایده  بر  مبتنی که  است انتخاب سازوکار یک  از متشکل  او رویه . داد پیشنهاد هدفه چند 

  بر که پارتویی  جبهه به  توجه   با جمعیت در یک   های موجودحلروش، راه این در  به عبارت دیگر. باشد می

 .شوند می بندی رتبه است شده واقع  آن

 

از  ، برای حل دقیق در ابعاد کوچک  FFS-II و FFS-Iهای در این پژوهش با توجه به دو هدفه بودن مدل

 همچنین برای حل مدل تک هدفه  اپسیلون محدودیت استفاده شده است.الگوریتم محدودیت جزئی یا 

FFS-III  حل کننده ،CPLEX  بکار رفته استدر نرم افزار گمز. 

 

  Gurobi و     CPLEX  های کوچک توسط نرم افزارهایریزی عدد صحیح مختلط در اندازهحل مساله برنامه 
یابد و حل مسائل  شود زمان حل افزایش میپذیرد. اما هر چه ابعاد مساله بزرگتر میآسانی صورت می  به

  برای شود. لذا در این پژوهش  های حافظه دچار مشکل میبسیار بزرگ با این نرم افزارها به دلیل محدودیت

سازی  الگوریتم ژنتیک چند هدفه مبتنی بر مرتب  ،در ابعاد متوسط و بزرگFFS-II و    FFS-I  هایحل مدل

همچنین    پیشنهاد شده است.  (SPEA-IIالگوریتم تکاملی مبتنی بر قدرت پارتو )  و  (NSGA-II)نامغلوب  

 شود. ( ارائه میSA( و الگوریتم تبرید شبیه سازی شده )GA، الگوریتم ژنتیک ) FFS-IIIبرای حل مدل 

 

های فراابتکاری، شیوه نمایش راه حل به صورت ذیل شرح  به منظور کدنویسی مساله برای حل با الگوریتم

 . شودداده می

 

ها تاثیر بسزایی داشته  های بدست آمده توسط الگوریتمتواند در کیفیت پاسخنحوه نمایش یک پاسخ می 

های موازی نامرتبط  پذیر با ماشینکار در محیط جریان کارگاهی انعطافدر این پژوهش، باید چندین  باشد.  
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در مرحله اول مورد زمانبندی و پردازش قرار گیرند به طوری که مراحل پردازش هر کار وابسته به سطح  

، ساختار شماتیک مناسب  هاجنبه  نیبا توجه به اباشد. لذا  های پردازشگر در مرحله یک میتکنولوژی ماشین

𝑘و    𝑗رشته است که در رشته اول  یک جایگشت از کارهای    𝑙ایش جواب شامل  نم − ژن جهت جداکننده    1

نیز براساس ماشین تخصیص یافته    𝑙های دوم تا  شود. کارها در رشتهکارهای هر ماشین در نظر گرفته می

یک مثال از این ساختار را نشان    4-3شکل  گیرند.  به هر کار مشخص شده و در یک جایگشت قرار می 

 دهد. می

 
 5 7 9 6 2 8 1 4 3    1تخصیص کارها و توالی ماشین ها در مرحله  

2توالی ماشین ها در مرحله    5 3 7 4 1 8 8 8 8 

3توالی ماشین ها در مرحله    2 7 6 5 8 8 8 8 8 

4توالی ماشین ها در مرحله    3 4 1 5 2 6 8 8 8 

5توالی ماشین ها در مرحله    3 4 1 5 2 6 8 8 8 

 جواب  شی نما ی شده برا  جادیکروموزوم ا. 4-3شکل  

ی مورد بررسی تعداد  ی کاری است و از آنجایی که در مساله ی کروموزوم نشان دهنده یک مرحله هر رشته

  5-3شکل  رشته برای کروموزوم در نظر گرفته شده است. برای مثال    5ایستگاه کاری وجود دارد تعداد    5

با   ترتیب به ماشین یک،    1و    4،  3دهد. کارهای  ماشین نشان می   3کار و    7رشته اول کروموزوم را  به 

 تخصیص یافته است.   3به ماشین  5و   7به ماشین دو و کارهای   6و  2کارهای 

3 4 1 8 2 6 9 7 5 

 رشته اول کروموزوم راه حل . 5-3شکل  

 

است که اساس آن بر مبنای الگوریتم    NSGAیک روش متداول برای حل مسائل با چند تابع هدف، الگوریتم  

دهد، اما از دو جهت دارای  ارائه میباشد. این الگوریتم روشی کارآمد برای حل مسائل چند هدفه  ژنتیک می

ای از این  های غالب. از این رو روش اصلاح شدهمحاسباتی و دوم انتخاب ذرهضعف است: اول پیچیدگی  

نحوه عملکرد الگوریتم به  .  توسعه داده شد   NSGA-IIتحت عنوان    [ 26]الگوریتم توسط دب و همکاران  

شود. عملگرهای ترکیب و جهش بر  تصادفی تولید می  𝑃0این صورت است که در آغاز یک جمعیت اولیه  

شود. اگر شرایط خاتمه محقق شود الگوریتم متوقف  انجام می   𝑄0جهت تولید جمعیتی    𝑃0روی جمعیت  

سازی نامغلوب سریع بر روی اجتماع جمعیت والد و فرزندان  شود. الگوریتم مرتببرگردانده می  𝑃𝑡شده و  

 3توالی کارهای ماشین  2توالی کارهای ماشین  1توالی کارهای ماشین 
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𝑅𝑡 = 𝑃𝑡 ∪ 𝑄𝑡  نامغلوب  های  به منظور شناسایی جبهه𝐹1, … , 𝐹𝑘  6-3شکل    .شودبه کار گرفته می  

 . [90]  دهد ارت این الگوریتم را نشان می فلوچ

 
 NSGA-IIحل  تمیفلوچارت الگور. 6-3شکل  

 

ها به عنوان جمعیت  حلتصادفی برای ایجاد اولین مجموعه راهاز یک یا چند روش  های تکاملی  اکثر الگوریتم

حل نهایی بهتر است های اولیه و تاثیر آنها بر راه حلکنند. با توجه به اهمیت قابل توجه راهاولیه استفاده می

سب در ایجاد آنها از برخی قوانین مناسب پیروی شود. از این رو در این پژوهش برای ایجاد جمعیت اولیه منا

شود استفاده شده است. در روش پیشنهادی ابتدا کارها در  و شدنی از روشی که در ادامه توضیح داده می

های موازی تخصیص داده می شود. سپس با توجه به قانون  ی یک به طور تصادفی به یکی از ماشینمرحله

شوند.  مراحل بعد وارد می وابستگی مراحل پردازش به ماشین تخصیص داده شده در ایستگاه اول، کارها به 

آنها در مراحل   توالی  اولین ورودی،    𝐿تا    2نوع  اولین خروجی  قانون  نیز  براساس زمان تکمیل کارها و 

 باشد:های ایجاد جمعیت اولیه به صورت زیر میباشد. گاممی

 کار را در نظر بگیرید. 𝑛گام اول: تعداد  

 ها، کارها را به صورت تصادفی به هر ماشین اختصاص دهید. ماشینبا توجه به تعداد  1گام دوم: در مرحله 

 گام سوم: لیست کارهای هر ماشین را استخراج کرده و زمان تکمیل هرکار را محاسبه کنید.
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مراحل   به  قانون جایگشتی  و  ماشین  به  مراحل  وابستگی  قانون  به  توجه  با  را  کارها    𝐿تا    2گام چهارم: 

 اختصاص دهید. 

 

الگوریتم، مقدار برازش براساس رتبه شود. ایده  مشخص می  1بندی تسلط و مقدار فاصله ازدحامی در این 

بندی نقاط براساس میزان غلبه  سازی نامغلوب، انتخاب نقاط بهتر با توجه به رتبهاصلی در مورد روش مرتب

برای هر راه حل منحصر به فرد مشخص می شود. سپس    است. بنابر این در این مطالعه ابتدا سطح نامغلوب

سازی  رتبروش م  [ 89] همکاران  شود. دبی و  های بهتر محاسبه میحلی ازدحامی برای شناسایی راهفاصله

 ارائه دادند.   2000حل ها در سال  نامغلوب را برای رتبه بندی راه

 

بندی اعضا بر مبنای میزان مغلوب کردن سایر اعضا، به منظور ایجاد نسل بعدی، تعدادی از  پس از جبهه

شوند. در این پژوهش برای تعیین اعضا از روش دودویی استفاده شده است. بدین منظور    بآنها باید انتخا

گیرد و هرکدام که بهتر بود  شوند و بین آنها مقایسه انجام میابتدا دو عضو به صوررت تصادفی انتخاب می

هایی که دارای  ها به این صورت است که ابتدا جوابشود. ملاک بهتر بودن جوابدر مخزن جوابها اضافه می

پایین جبههرتبه  یا  پایینتر  میی  انتخاب  هستند  جبههتر  این  اعضای  زیرا  میشوند،  عضوهای  ها  توانند 

بیشتری را مغلوب کنند. سپس در بعضی موارد که اعضا دو عضو رتبه یکسان دارند، از معیار فاصله ازدحامی  

کنند، حفظ  ی پاراتو را بیشتر رعایت می نظم جبهه  هایی که شود پاسخشود. این معیار باعث میاستفاده می

 شوند.       

 

قدیمی   نسل  آن  در  که  است  فرآیندی  ترکیب  است.  ترکیب  عملگر   ، الگوریتم  این  در  عملگر  مهمترین 

های والد انتخاب شده  ای بوجود بیاید. جفتشوند تا نسل تازهها با یکدیگر مخلوط و ترکیب میکروموزوم

الگوریتمکنند و اعضای جدید بوجود میهایشان را با هم مبادله مینژ های فراابتکاری  آورند. ترکیب در 

های خوب یکدیگر را  دهد ژنشود زیرا اجازه میباعث از بین رفتن پراکندگی یا تنوع ژنتیکی جمعیت می 

باشد  می  ( 2PX)  اینقطه  دو ، ترکیب  در این پژوهش  ها اپراتور ترکیب اعمال شده بر روی کروموزومبیابند.  

شده است. روش اجرا در مساله حاضر به این صورت است که ابتدا دو والد از    نشان داده  7-3شکل  در  که  

  ه های قبل از نقطها جدا شده و سپس تمامی ژناول از هر کدام از والد   رشته  شود. میجمعیت انتخاب  

از    میان نقاط تقاطع اول و دومهای  از والد اول و تمامی ژن  های بعد از نقطه تقاطع دوم  اول و ژن  تقاطع

های تکراری و شدنی کردن کروموزوم، رشته اول فرزند  والد دوم به فرزند اول کپی شده و بعد از حذف ژن

 
1 Crowding distance 
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شود. در نهایت براساس نوع تخصیص  رشته اول فرزند دوم نیز به صورت مشابه تولید می  .شوداول ایجاد می

توالی ژن قانون جایگشتی، رشتهو  تولید  ام کروموزوم فرزندان    𝐿ا  های دوم تها در رشته اول و براساس 

   .شودمی

 

 

 

 

 

 

 

 شده.  شنهادیپ ایتک نقطه بیعملگر ترک. 7-3شکل  

 

های ژنتیک بعد از  کند. در الگوریتم اد می جهای ممکن دیگری را ایجهش نیز عملگر دیگریست که جواب

انجام عملگر    ابد. برای یاینکه یک عضو در جمعیت جدید بوجود آمد هر ژن آن با احتمال جهش، جهش می

است.  به صورت تصادفی استفاده شده    Insertionو    Swap  ،Reversionجهش در این مساله، از سه اپراتور  

همانند عملگر ترکیب در اجرای این عملگر نیز ابتدا    دهد.این سه اپراتور را نشان می  عملکرد   8-3شکل  

اپراتورهای انتخاب شده بر روی رشته اول والد اجرا شده و رشته اول فرزند ایجاد می شود. سپس براساس  

 شود. های دیگر فرزند تولید مینوع تخصیص و قانون جایگشتی، رشته

C1    C2 

3 4 1 8 2 6 9 7 5    5 6 2 8 9 1 3 4 7 

3 2 4 7 6 1 5 8 8    5 1 6 2 3 4 7 8 8 

2 7 6 5 8 8 8 8 8    1 3 4 7 8 8 8 8 8 

3 4 2 1 7 6 5 8 8    5 1 6 2 3 4 7 8 8 

3 4 2 1 7 6 5 8 8    5 1 6 2 3 4 7 8 8 

3 4 1 8 2 6 9 7 5    5 6 2 8 9 1 3 4 7 

3 4 2 8 9 1 6 7 5 

5 9 1 8 2 6 3 4 7 

 
C1 

   
C2 

3 4 2 8 9 1 6 7 5    5 9 1 8 2 6 3 4 7 

1 3 4 6 2 7 5 8 8    2 1 6 5 3 4 7 8 8 

1 6 7 5 8 8 8 8 8    2 1 6 3 4 7 8 8 8 

3 1 4 2 6 7 5 8 8    2 1 5 6 3 4 7 8 8 

3 1 4 2 6 7 5 8 8    2 1 5 6 3 4 7 8 8 

Crossover points 

 
Crossover points 
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 عملگر جهش   یاستفاده شده جهت اجرا ی اپراتورها. 8-3شکل  

 

برای    2از جمله الگوریتم های کارایی هستند که از یک آرشیو خارجی  II-SPEAو   SPEA  1های  الگوریتم

الگوریتم یافت میذخیره پاسخ نامغلوبی که در طی جستجوی  الگوریتم  شوند، استفاده میهای  کنند. در 

SPEA ای برای مقایسه  هایی در محاسبه مقادیر قوت و برازندگی وجود داشت. همچنین معیار ثانویهضعف

، نسخه ثانویه این الگوریتم  [27]زیتزلر و همکاران  های نامغلوب در آن گنجانده نشده بود. از این رو  پاسخ

 داده شده است.    نشان 9-3شکل  مطابق چارچوب کاری این الگوریتم در قالب شبه کد را ارائه نمودند. 

: 𝑁𝐸   بیشترین اندازه آرشیو پاسخ های نامغلوب𝐸 

: 𝑁𝑃  اندازه جمعیت 

: 𝐾   پارامتر محاسبه تراکم(𝐾 =  √𝑁𝐸 + 𝑁𝑃) 

: 𝜎𝑖
𝑘   فاصله بین پاسخ𝑖   و𝑘  امین همسایگی نزدیک به آن 

 SPEA-IIآغاز الگوریتم 

𝐸0ایجاد کنید و   𝑃0یک جعیت از پاسخ های اولیه   =  قرار دهید.  ∅

𝑅(𝑖) .را محاسبه کنید 𝑖برازندگی خام پاسخ   = ∑ 𝑠(𝑗)𝑗∈𝑃𝑡∪𝐸𝑡&𝑗>𝑖 

 را بدست آورید.  𝑠(𝑖)مقدار قوت پاسخ  

𝑠(𝑖) = |{𝑗│𝑗 ∈ 𝑃𝑡 ∪ 𝐸𝑡 &𝑖 > 𝑗}| 

𝐷(𝑖)  .را محاسبه کنید  𝑖تراکم پاسخ   =
1

𝜎𝑖
𝑘+2

  

 بدست آورید.   𝑖مقدار برازندگی را از جمع برازندگی خام و تراکم پاسخ  

𝐹(𝑖) = 𝑅(𝑖) + 𝐷(𝑖) 
𝑃𝑡تمام پاسخ های نامغلوب موجود در مجموعه  ∪ 𝐸𝑡  را به𝐸𝑡+1   .کپی کنید. دو حالت رخ می دهد 

 
1 Strength pareto evolutionary algorithm 
2 External Archive 
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|𝐸𝑡+1|حالت اول: اگر   > 𝑁𝐸 تعداد   ، به|𝐸𝑡+1| − 𝑁𝐸    پاسخ را با روش تکراری حذف پاسخ با معیار𝜎𝑘   حذف ،

 کنید

|𝐸𝑡+1|حالت دوم: اگر    ≤ 𝑁𝐸   به تعداد ،𝑁𝐸 − |𝐸𝑡+1|   پاسخ مغلوب شده را براساس مقادیر برازندگی آن ها از

𝑃𝑡مجموعه  ∪ 𝐸𝑡   به مجموعه𝐸𝑡+1 انتقال دهید 

 را بر می گرداند  𝐸𝑡+1اگر شرایط خاتمه فراهم باشد، الگوریتم متوقف شده و پاسخ  

 انتخاب کنید.   𝐸𝑡+1با استفاده از روش رقابت دوتایی والدین را از مجموعه 

𝑡کپی کرده و   𝑃𝑡+1اپراتور ترکیب و جهش را روی والدین به کار برده و فرزندان را به مجموعه   = 𝑡 +  قرار دهید.  1

 SPEA-II تمیکد الگور هشب. 9-3شکل  

ژن ترکیب  کردن  پیدا  برای  ترکیب  عملگر  از  الگوریتم  این  از  در  فرار  برای  عملگر جهش  از  و  برتر  های 

های بهینه محلی استفاده می شود. در این پژوهش برای اجرای عملگرهای ترکیب و جهش در الگوریتم  جواب

SPEA-II  از همان روش توضیح داده شده در قسمت الگوریتمNSGA-II شوداستفاده می. 

 

( براساس 1975هلند )( یک رویکرد فراابتکاری مبتنی بر جمعیت است که توسط  GAالگوریتم ژنتیک )

م تکاملی  راه حل شدنی  عرویکرد  به عنوان یک  اولیه  با یک جمعیت  را  الگوریتم کار خود  این  رفی شد. 

کند. پس از آن دو عملگر از جمله ترکیب و جهش اقدام به ایجاد فرزندان به عنوان راه  ابتدایی، شروع می

تر  وب والدین به منظور تولید فرزندان مناسبهای خکنند. عملگر ترکیب برای ترکیب ویژگیحل جدید می

حفظ کند و احتمال  کند تا تنوع درون جمعیت را  شود. عملگر جهش نیز به الگوریتم کمک میاعمال می

الگوریتم در بخش افتادن  راه حل گیر  از مجموع کل  را کم کند.  بهینه محلی  و جدید  های  قدیمی  های 

شود. این روند تا وقتی که ملاک توقف برآورده  جدید انتخاب میجمعیتی با اندازه مشخص به عنوان نسل  

   . [17]شود  شود، تکرار می

 

الگوریتم ژنتیک یک روش ابتکاری مبتنی بر جمعیت است، بنابراین برای شروع به یک جمعیت اولیه شدنی  

های دیگر و یا به روش تصادفی ایجاد کرد.  نیازمند است. این جمعیت اولیه را می توان یا به وسیله الگوریتم

 برای ایجاد جمعیت اولیه استفاده شده است.در این پژوهش از روش تصادفی 

شود. سپس  ( محاسبه می𝐶𝑚𝑎𝑥حل )کروموزوم( مقدار تابع هدف ) پس از تولید جمعیت اولیه، برای هر راه

 شوند.  بندی میرتبه  1ها براساس مقدار برازش حلراه

 
1 Fitness value 
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ها  کند که کروموزمرسد. الگوی انتخاب والد مشخص می ها نوبت به انتخاب آنها میحلبندی راهپس از رتبه

های گوناگونی برای انتخاب وجود دارد که از  روش  چطور برای عمل ترکیب از جمعیت فعلی انتخاب شوند.

و    3، انتخاب محلی، انتخاب برشی2، نمونه برداری فراگیر شانسی1توان به قانون چرخ رولتجمله آنها می

حل، از قانون چرخ رولت  اشاره کرد . در این پژوهش پس از محاسبه مقدار برازش هر راه  4ای انتخاب مسابقه

 برای انتخاب والدها استفاده شده است.     

ها و همچنین قرار نگرفتن الگوریتم در دام  در این الگوریتم نیز برای برای بدست آوردن ترکیب مناسب ژن

شود. در این الگوریتم برای انجام این دو عملگر  استفاده میجواب بهینه محلی از عملگرهای ترکیب و جهش  

 استفاده شده است. NSGA-IIاز همان روش اشاره شده در الگوریتم 

 

شود. اما فقط براساس مقدار تابع برازش نیست. در این پژوهش  نسل جدید از والدین و فرزندان انتخاب می

شود. بر این اساس هیچ تضمینی  جمعیت جدید با جمعیت قدیم ساخته می  % 50جاگزینی  نسل جدید از  

های جمعیت فعلی بهتر باشند. این روش  حل های ایجاد شده همیشه از راه حلهترین راهبوجود ندارد که  

گیری همگرایی زودرس  شود الگوریتم به سمت جستجوی مناطق مختلف حرکت کند و از شکلباعث می

 کند. ری می جلوگی

، فلوچارت الگوریتم ژنتیک پیشنهادی با قابلیت محاسبه مقدار منابع کمکی مورد نیاز و دو  10-3شکل 

 دهد.در تابع هدف را نشان می  تکرار بدون بهبود 150شرط توقف شامل ماکزیمم تکرار و  

 
1 Roulette-wheel rule 
2 Stochastic universal sampling 
3 Truncation selection 
4 Tournament selection 
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 ( GAژنتیک )   تم یفلوچارت الگور. 10-3شکل  

 

ارائه شد.    [ 92]   و همکارانش  ک یکرکپاتر لهیبه وس   8091دهه    لیدر اوا  (SA1)   د یتبر  ی سازهی شب  تمیالگور

  ج یو سپس به تدر  شودیگرم م خود   ذوب  یاز دما شتر یب یی ماده تا دما ک ی د، یتبر  یسازهی شب ند یفرآ یط

پا  یدما م  نییآن  بس  ینحوه  .شودیآورده  دما  در  اری کاهش  و  تعادل    یحد  کند  در  ماده  که  است 

شوند    جا به اج  توانند یم  یااندازه ها تنها بهشده اتم  جادیا  یدر هر دما  گریاست. به عبارت د  یکینامیترمود 

  ی ها قادر به آزادسازاتم  شود  سرد  ی شتریب  یاگر ماده با کند   ی عنیکنند،    جادیرا ا  یداریپا  نیشتریکه ب

باعث    ع یسرد کردن سر  صورت  را خواهند داشت. در هر  یداریپا  نیشتریدر جهت ب  یر یو قرارگ  شتر یب  یانرژ

شکننده    یلینباشد، لذا خ  یکاف شانو در کنار هم قرار گرفتن  یآمدن انرژ  نیی که ذرات فرصت پا  شودیم

  ی کنند تا سطح انرژ  دا یپ  فرصت که ذرات  شودی ذرات، موجب م  می حال سرد کردن ملا  ن ی. با اشوند یم

  ی آهسته سرد کردن برا  ند یفرآ  نیداشته باشند. ا  یمناسب  ش یخود را به حداقل برسانند و در کنار هم آرا

عال  دنیرس  خواص  الگور ند ی گو  « کردن  ل یآن»   را  ی به  اول  یکی  د یتبر  یسازهی شب  تمی.    ی ها روش   ن یاز 

در    یر یاز قرارگ  اجتناب در   یحی صر  یاستراتژ  یکه دارا   باشد یم  یگ یهمسا  یها جواب  یجستجو  یفراابتکار

 . [93] است  ی موضع نه یبه ی هادام جواب

 
1 Simulated Annealing 
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 باشد:می زیر  صورت به تبرید   سازیشبیه الگوریتم  ساختار در  رفته  کار به  کلیدی   مفاهیم و پارامترها

  بر روی   تصادفی  عملیات  اعمال  با  که   گرددمی   اطلاق  شدنی   هایجواب  از   ایمجموعه  به:  همسایگی  جواب

  در اصطلاح   همسایگی  تولید   در  رفته  کار  به  عملیات.  شودمی  تولید   آن  1همسایگی  یک   در  و  جاری  جواب

 . [93] شودمی نامیده 2انتقال

  .شوند   پذیرفته   هاجواب   انتقالات  تمامی   ه ک  باشد   بالا  ای اندازه  به   باید   تئوری   نظر   نقطه   از   اولیه  دمای:    دما

  دما باید  شود، می الگوریتم تکرارهای  در   زیادی زمان صرف به  منجر   بالا دمای  که این  دلیل به  وجود،  این با

  انتقالات پذیرفته   میزان  گرفتن   نظر  در  با  مناسب  دمای   ترتیب   بدین.  شود  تنظیم  و  کنترل  مناسبی   به طریق 

 .شود تعیین  بهینه  جواب ترینمطلوب   به دستیابی  و الگوریتم  اجرای طول در شده

  دارد، به  بستگی دما  کاهش نرخ  به جاری جواب  همسایگی در آمده  بدست هایجواب کیفیت:  دما کاهش

.  خواهد داشت  وجود  جواب  فضای  بیشتر  جستجوی  امکان  یابد   کاهش  ترآهسته  دما  چقدر  هر  که  طوری

   :شودمی  استفاده (3-66) ی رابطه از دما کاهش  برای عموما

(3-66 ) 𝐾 = 1,2, … ;    0 < 𝛼 < 1 𝑇𝑘 = 𝛼𝑇𝑘−1    

 

  نشان   نیز   تجربه  و.  باشد می  الگوریتم   اجرای  طول   در  دما  کاهش  نرخ 𝛼 و  ام  𝑘 تکرار  دمای 𝑇𝑘 رابطه،  این  در

0.8  مقادیر   که داده  ≤ 𝛼 ≤  .است مناسب دما کاهش نرخ  برای 0.9

  در 𝛥𝐸 میزان  به  سیستم  انرژی   افزایش  احتمال  ترمودینامیک،   قواعد   براساس :    هاجواب  پذیرش   احتمال

 : با است برابر 𝑇 دمای

(3-67 )  𝑃(∆𝐸) = 𝑒
−∆𝐸
𝐾𝑇  

 

  بهبود   غیر  هایجواب  پذیرش   احتمال  نیز  تبرید   سازی شبیه  الگوریتم  در.  است  3بولتزمان   ثابت 𝑘 آن  در  که

 .شودمی محاسبه  فوق رابطه  از دما هر  در  دهنده

  مسأله مرتبط   جواب  فضای   یا   و   همسایگی  اندازه  با   دما   هر   در   تکرار   تعداد   معمول  طور   به:  دما  هر  در  تکرار

  تعداد   که   است  این  موجود   هایروش   از  یکی.  باشد   متفاوت   مختلف  دماهای  برای  است  ممکن  و  باشد می

  با   پویا  صورت   به  تکرارها  تعداد  که  باشد   این  تواند می  نیز  دیگر  روش .  باشیم  داشته   دما  هر  در   ثابتی   تکرار

 .یابد  تغییر   الگوریتم پیشروی

  دمای   به   رسیدن   تئوری  نظر  از   که  توقف،   شرط   کردن   فراهم   با   تبرید   سازیشبیه  الگوریتم :  توقف  شرط •

  همین   به   و  کند می   صرف   پایین  دماهای  در   را   زیادی  زمان   الگوریتم   این.  یابد می  خاتمه  است،  درجه   صفر

 
1 Neighborhood 
2 Move 
3 Boltzmann 
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  دما   انتقالات  مشخصی  تعداد  طول  در   بهینه  جواب  بهبود   عدم  یا  و  دما  انتقال  تعداد  حداکثر  عمل  در  خاطر

 .شودمی  منظور الگوریتم توقف شرط  عنوان  به

پیشنهادی که علاوه بر پیدا کردن راه حل مناسب، مقدار منابع کمکی مورد نیاز را   SAفلوچارت الگوریتم 

 داده شده است.  نشان 11-3شکل  در کند  نیز محاسبه می 

 
 SA   تمیفلوچارت الگور. 11-3شکل  

 

های فراابتکاری به معنای پیدا کردن مقادیر مناسبی برای پارامترهای آن الگوریتم  تنظیم پارامتر در الگوریتم

های تکاملی به مقادیر پارامتر  این دلیل بسیار حائز اهمیت است که عملکرد الگوریتماست. این مساله به  

 ی دیگر متفاوت است. ای به مسالهوابسته است و این وابستگی از مساله

هایی است که بر روی حداقل کردن  ارائه شد، یکی از روش   [ 94]روش تاگوچی که توسط بایرن و تاگوچی  

تغییر پذیری تاکید دارد. در طراحی آزمایش های تاگوچی هدف اصلی پیدا کردن ترکیبی از سطوح مختلف  

داشتن میزان متغیر پاسخ بر روی هدف، تغییر پذیری متغیر پاسخ حداقل  وری که با ثابت نگهاست به ط

توان ترکیبی  گردد. بعد از اینکه مشخص شد کدام متغیر پاسخ تغییر پذیری بیشتری را ایجاد می کند، می
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ر قابل کنترل  کنند و همچنین نسبت به تغییر در عوامل غیاز سطوح را که تغییرپذیری کمتری ایجاد می 

 دهند را انتخاب کرد. حساسیت کمتری نشان می

  1در روش تاگوچی برای حداقل کردن تغییرپذیری، شاخصی معرفی شده است به نام نسبت سیگنال به نویز 
(𝑆 𝑁⁄ که نحوه محاسبه آن بسته به هدف طراحی آزمایش متفاوت است. به دلیل اینکه توابع هدف در    (

شود. هرچه  ( برای محاسبه این نسبت استفاده می3-68سازی است از رابطه )این پژوهش از نوع مینیمم

 این نسبت کمتر باشد بهتر است.

(3-68 ) −10 × log (∑(𝑌2 𝑛⁄ )) 

 

قرار است برای مسائل دو هدفه استفاده شوند لذا     SPEA-IIو    NSGA-IIهای  با توجه به اینکه الگوریتم

( MID«  )2آل نقطه ایدهجهت کالیبره کردن پارامترهای آنها از شاخصی تحت عنوان میانگین » فاصله از  

 دهد.  ( نحوه محاسبه این شاخص را نشان می3- 69شود. رابطه )استفاده  می

𝑀𝐼𝐷 =  
∑ 𝑐𝑖

𝑛
𝑖=1

𝑛
  

(3-69 ) 

When 𝑐𝑖 = √𝑓𝑖1
2 + 𝑓𝑖2

2 ∀𝑖 = 1. 2. … . 𝑛 

 

ماشین پیشرفته،    10کار،    150الگوریتم یک مساله در ابعاد بزرگ با تعداد برای تنظیم پارامترهای این دو  

مرحله کاری طراحی گردید. پارامترهایی که قرار است در این الگوریتم تنظیم شوند    5ماشین قدیمی و    10

( تکرار  تعداد  ماکزیمم  )Max-itشامل:  جمعیت  اندازه   ،)N ( ترکیب  نرخ   ،)Pc( جهش  نرخ  و   )Pm  و  )

الگوریتم   )  SPEA-IIپارامترهای  تکرار  ماکزیمم تعداد  )Max-itشامل:  اندازه جمعیت   ،)N  ترکیب نرخ   ،)

(Pc( و نرخ جهش )Pmمی )  باشد. با توجه به ادبیات موضوعی، سطوح در نظر گرفته شده برای این پارامترها

 .است 1-3جدول  صورت به 
 SPEA-IIو  NSGA-II تمیالگور  یسطوح پارامترها  . 1-3جدول 

 پارامتر الگوریتم 
 سطوح فاکتورها

1 2 3 

NSGA-II 

Max-it 350 500 800 

Population size (N) 40 50 60 

Crossover rates (𝑃𝑐) 5/0 7/0 8/0 

Mutation rates (𝑃𝑚) 1/0 2/0 3/0 
    

SPEA-II Maximum Number of Iterations (𝑀𝑎𝑥 − 𝑖𝑡) 350 500 800 

 
1 Signal to noise ratio 
2 Mean Ideal Distance 
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Population size (N) 40 50 60 

Crossover rates (𝑃𝑐) 5/0 7/0 8/0 

Mutation rates (𝑃𝑚) 1/0 2/0 3/0 

  NSGA-IIاجرای آزمایشات تاگوچی را نشان می دهد. بر این اساس برای الگوریتم  ایجنت 12-3شکل   

 پارامتر ها به صورت زیر تنظیم گردید: 

 500(=  Max-itماکزیمم تعداد تکرار ) ✓

 50(= Nاندازه جمعیت ) ✓

 7/0(= 𝑃𝑐نرخ ترکیب )  ✓

    2/0(=𝑃𝑚نرخ جهش )  ✓

 داریم :  SPEA-IIهمچنین برای الگوریتم 

 500(=Max-itماکزیمم تعداد تکرار ) ✓

 60(= Nاندازه جمعیت ) ✓

 7/0(= 𝑃𝑐نرخ ترکیب )  ✓

    3/0(=𝑃𝑚نرخ جهش )  ✓
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 SPEA-IIو  NSGA-II تمیدو الگور یبرا  S⁄Nنسبت  ن یانگ ینمودار م. 12-3شکل  

 

ماشین پیشرفته،    10کار،    150برای تنظیم پارامترهای این دو الگوریتم یک مساله در ابعاد بزرگ با تعداد 

تنظیم شوند شامل:   GAمرحله کاری طراحی گردید. پارامترهایی که قرار است در    5ماشین قدیمی و   10

(  و پارامترهای  Pmجهش )( و نرخ  Pc(، نرخ ترکیب )N(، اندازه جمعیت )Max-itماکزیمم تعداد تکرار )

(، نرخ کاهش دما  𝑇0(،  دمای اولیه ) II(، ماکزیمم تعداد تکرار داخلی )𝑇𝑓شامل: دمای نهایی )   ASالگوریتم  

(𝛼می )  جدول  صورت  باشد. با توجه به ادبیات موضوعی، سطوح در نظر گرفته شده برای این پارامترها به

 . است 3-2
 SAو  GA  یسطوح پارامترها  . 2-3جدول 

 پارامتر الگوریتم 
 سطوح فاکتورها 

1 2 3 

GA 

Max-it 350 500 800 

Population size (N) 40 50 60 

Crossover rates (𝑃𝑐) 5/0 7/0 8/0 

Mutation rates (𝑃𝑚) 1/0 2/0 3/0 
    

SA 

Final temperature (𝑇𝑓) 1 × 10−14 1 × 10−9 2 × 10−5 

Maximum number of inner iterations (II) 10 20 30 

Initial Temperature (𝑇0) 10 15 20 

Temperature Damping Rate (𝛼) 9/0 95/0 98/0 

پارامترها   دهد. بر این اساس برای الگوریتم ژنتیک ایج اجرای آزمایشات تاگوچی را نشان مینت 13-3شکل 

 به صورت زیر تنظیم گردید: 

(SPEA-II) 
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 800( = Max-itماکزیمم تعداد تکرار) ✓

 50( =  Nاندازه جمعیت ) ✓

   7/0( =  𝑃𝑐نرخ ترکیب )  ✓

    2/0( = 𝑃𝑚نرخ جهش )  ✓

 نیز پارامترها به صورت زیر تنظیم شد: سازی تبرید برای الگوریتم شبیه

1( = 𝑇𝑓دمای نهایی )  ✓ × 10−9 

    20( =IIماکزیمم تعداد تکرار خارجی ) ✓

    15( = 𝑇0دمای اولیه )  ✓

   95 /0( =𝛼نرخ کاهش دما )  ✓

 

 
 SAو   GA تمیدو الگور یبرا  S⁄Nنسبت   نیانگ ینمودار م. 13-3شکل  
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سازی  پذیر با مراحل پردازش وابسته به ماشین و زمان آمادهدر این فصل، مساله جریان کارگاهی انعطاف

برای حل مساله در ابعاد  مدل ریاضی عدد صحیح مختلط    3وابسته به توالی مورد بررسی قرار گرفت. تعداد  

های پردازش و حداکثر  با هدف کاهش همزمان مجموع هزینه(  FFS-I)  اول  کوچک پیشنهاد گردید. مدل 

، مدل  انرژی کل و هزینه پردازش به صورت  (  FFS-IIدوم )  زمان تکمیل  با هدف حداقل کردن مصرف 

با هدف حداقل (  FFS-III)  و مدل  با درنظر گرفتن شایستگی پردازش ماشین و زمان دسترسی کارها  توامان

ی  مورد بررس   هایمدلکه    ییاز آنجا.  شدند کردن حداکثر زمان تکمیل با در نظر گرفتن منابع کمکی ارائه  

با    یبا ابعاد واقع  یاه نمونه  یبرا  هامدل  نیحل ا  ن یبنابرا  ،شوند می  ی بند طبقه NP-hard مسائل  کلاس   در

های  . از این رو الگوریتمد نباش ینم  ریمعقول امکانپذ   یزمان محاسبات  ک یدر    قیحل دق   ی کردهایرو   از   استفاده

برای    SAو    GAهای دو هدفه و الگوریتم های فراابتکاری  برای حل مدل  SPEA-IIو    NSGA-IIفراابتکاری  

حل مدل تک هدفه پیشنهاد شدند. همچنین برای کالیبره کردن پارامترهای الگوریتم های پیشنهادی از  

 روش طراحی آزمایشات تاگوچی استفاده گردید. 
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های ریاضی ارائه شده مورد  شود و مدلمورد بررسی معرفی میدر این فصل، یک نمونه واقعی از مساله  

شوند. برای حل  ها بررسی میهای مسائل بر اهداف مدلگیرند. سپس تاثیر برخی ویژگیارزیابی قرار می

های پیشنهادی تشریح  سازی الگوریتمی پیادهمسائل در ابعاد بزرگ و در یک زمان محاسباتی معقول نحوه

  محاسباتی   زمان  و  های تولیدی جواب  کیفیت  لحاظ  از   پیشنهادی  هایالگوریتم  عملکرددر نهایت  شوند.  می

 . شودمی ارائه نیز آن نتایج و  گرفته  قرار  ارزیابی مورد 

 

باشد.    یم   ی مورد مطالعه مسئلهاز    ینمونه کاربرد   کی،  تولید فنرهای لول  یک شرکت تولیدی فعال در حوزه

  ن یاست. ا  ران یدر ا  ی کارخانجات خودروساز  یخودرو برا  ی فنرها  یکننده اصل  ن یشرکت به عنوان تام  نیا

و فرم    یفشار  ،یکشش  ی از فنرها  ایگسترده  فیباشد که ط   یم   A  د یکامل با گر  ی د یواحد تول  کیکارخانه  

  ی شرکت فنرساز  نی ا  د یتولاز خط    خشیب   1-4شکل    .کند ی م  د یبالا تول  تیفی دار را در ابعاد مختلف و با ک

برای  متفاوت قرار دارد.    ی با سطح تکنولوژ   ی مواز  نیماش   ی تعداد   ی چیفنرپ  ستگاهیدهد. در ای را نشان م

تمام مراحل را تا    د یشود با یآنها انجام م  یرو   یچ یفنر پ  اتیعمل  BRT3  نیکه با ماش   هاییمفتولمثال  

کامل، قطعات وارد    ی دهفرم   ل ی، به دلCNC503ن  یکنند. اما در ماش   ی ط  ،ییشدن به محصول نها  لیتبد 

  ن یاش که به م  یقطعات  نی، همچن شوند   4مستقیماً وارد مرحله    2توانند از مرحله  و می   شوند ینم  3مرحله  

HTC10S شوند.  ینم 2داشتن کوره، وارد مرحله  ل یابند به دلییم ص یتخص 

 
 ی فنر در مطالعه مورد دینمونه خط تول. 1-4شکل  
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و سه  ، با استفاده از پنج محصول شرکت  هااز صحت عملکرد آن  نانیو اطم  ی اضیر  های مدل  یاجرا  یبرا

جدول  در  نام محصولات، و زمان پردازش آنها    .شودطراحی میکوچک    ماشین نام برده شده مسائلی در ابعاد 

شین  ها را برای هر کار و هر ماارامتر های مربوط به هزینهپ  2-4جدول  داده شده است. همچنین    نشان  4-1

نیز نیازمندی پردازش کارها را با توجه    3-4جدول  سازی هر کار را نشان می دهد.  زمان آماده  4-4جدول  و  

ایستگاه   در  یافته  تخصیص  ماشین  می   1به  دلیل حساسیتنشان  به  افشای  دهد.  مورد  در  شرکت  های 

 متفاوت می باشد. ، اعداد به کار رفته در پارامترها با نمونه واقعی محرمانه سازمان اطلاعات

 ی زمان پردازش هر کار در هر مرحله کار . 1-4جدول 

 نام قطعه
کد  

 قطعه

ایستگاه   1ایستگاه 

2 

ایستگاه  

3 

ایستگاه  

4 

ایستگاه  

5 CNC503 HTC10S BRT3 

فنر درب صندوق عقب پژو  

 پارس 
𝑗 − 1 8 6 4 4 10 4 5 

𝑗 206فنر داشبرد پژو   − 2 10 8 5 5 14 6 5 

L90 𝑗فنر فریم صندلی   − 3 6 4 3 5 12 4 4 

𝑗 فنر برگردان اهرم کلاچ  − 4 10 8 5 6 15 8 5 

بست نگهدارنده شیلنگ  

 رادیاتور 
𝑗 − 5 8 6 4 6 12 6 4 

 

 ی هر کار در هر مرحله کار یبرا  نهیپارامتر هز . 2-4جدول 

هزینه وابسته به زمان  ( 𝑉𝐶𝐻هزینه وابسته به پردازش )   

(𝐹𝐶𝐻)  کد قطعه 𝑗 − 1 𝑗 − 2 𝑗 − 3 𝑗 − 4 𝑗 − 5 

 1ایستگاه 

CNC503 40 40 40 40 40 12 

HTC10S 20 20 20 20 20 5 

BRT3 3 3 3 3 3 2 

 3 6 6 6 6 6 2ایستگاه 

 2 4 4 4 4 4 3ایستگاه 

 2 4 4 4 4 4 4ایستگاه 

 1 2 2 2 2 2 5ایستگاه 
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 ستگاهیدر ا  افتهی صیتخص ن یپردازش کارها مطابق ماش ی ازمندین  . 3-4جدول 

 

 1تخصیص در ایستگاه 
 نیاز پردازش در ایستگاه های بعدی

2 3 4 5 

1, 𝑘1 1 0 1 1 

1, 𝑘2 0 1 1 1 

1, 𝑘3 1 1 1 1 

2, 𝑘1 1 0 1 1 

2, 𝑘2 0 1 1 1 

2, 𝑘3 1 1 1 1 

3, 𝑘1 1 0 1 1 

3, 𝑘2 0 1 1 1 

3, 𝑘3 1 1 1 1 

4, 𝑘1 1 0 1 1 

4, 𝑘2 0 1 1 1 

4, 𝑘3 1 1 1 1 

5, 𝑘1 1 0 1 1 

5, 𝑘2 0 1 1 1 

5, 𝑘3 1 1 1 1 

𝑘1= CNC503,  𝑘2= HTC10S,  𝑘3= BRT3     

 
 سازی در مطالعه موردی با ابعاد کوچک های آماده زمان  .4-4جدول 

 زمان های آماده سازی

 𝑆𝑖𝑗1
(1)

  𝑆𝑖𝑗2
(1)

  𝑆𝑖𝑗3
(1)

 

𝑖/𝑗 1 2 3 4 5 𝑖/𝑗 1 2 3 4 5 𝑖/𝑗 1 2 3 4 5 

0 11 9 8 11 9 0 8 6 5 8 6 0 6 5 4 6 5 

1  6 6 9 9 1  4 4 6 6 1  3 3 5 5 

2 8  8 9 9 2 5  5 6 6 2 4  4 5 5 

3 9 9  6 9 3 6 6  4 6 3 5 5  3 5 

4 9 8 4  9 4 6 5 3  6 4 5 4 2  5 

5 9 8 6 9  5 6 5 4 6  5 5 4 3 5  

 وابسته به توالی نمی باشد  5تا  2زمان های آماده سازی در مراحل  

𝑆𝑖𝑗1
(2)

= 2 , 𝑆𝑖𝑗1
(3)

= 3, 𝑆𝑖𝑗1
(4)

= 4, 𝑆𝑖𝑗1
(5)

= 2 
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 ( ابعاد متوسط و بزرگ براساس مقاله حسنی و حسینی  مساله    8تعداد   [1]   (2020جهت حل مدل در 

همچنین  داده شده است.    نشان  6-4جدول و   5-4جدول آن در  طراحی شده است که اطلاعات مربوط به 

   ه شده است.های به کار رفته  نیز در انتهای جدول توضیح دادنماد
 بزرگ   و متوسط ابعاد در ها تست مدل ی و تعداد کار برا نیمشخصات تعداد ماش  . 5-4جدول 

𝐾1
𝑛𝑒𝑤 𝑝𝑙𝑢𝑠

 𝐾1
𝑛𝑒𝑤 𝐾1

𝑜𝑙𝑑 𝐾1 𝑁  ابعاد مساله عنوان مساله 

2 2 2 6 10 M-I 

 متوسط 
3 1 3 7 15 M-II 

3 2 4 9 20 M-III 

3 3 6 12 25 M-IV 

4 3 7 14 50 L-I 

 بزرگ
5 3 8 16 75 L-II 

5 4 10 19 100 L-III 

5 5 10 20 150 L-IV 

ریزی باید پردازش شوندتعداد کارهایی که در طول دوره برنامه : 𝑁 

های که در ایستگاه یک دردسترس می باشند. تعداد ماشین : 𝐾1 

هایی که کارهای تخصیص داده شده به آنها باید تمام مراحل را طی کنند. تعداد ماشین : 𝐾1
𝑜𝑙𝑑 

نمی شوند.  2تعداد ماشین هایی که کارهای تخصیص داده شده به آنها وارد ایستگاه  : 𝐾1
𝑛𝑒𝑤 

نمی شوند.  3تعداد ماشین هایی که کارهای تخصیص داده شده به آنها وارد ایستگاه   : 𝐾1
𝑛𝑒𝑤 𝑝𝑙𝑢𝑠 

 

 در ابعاد متوسط و بزرگ  یپارامتر زمان پردازش و زمان راه انداز . 6-4جدول 

𝑙5 𝑙4 𝑙3 𝑙2 
𝑙1 

 ها پارامتر
𝐾1

𝑜𝑙𝑑 𝐾1
𝑛𝑒𝑤 𝐾1

𝑛𝑒𝑤 𝑝𝑙𝑢𝑠 
[2  ,3 ] [2  ,3 ] [2  ,3 ] [2  ,3 ] [1,4 ] [4  ,8 ] [8  ,12 ] 𝑆𝑖𝑗𝑘

(𝑙)  

[15  ,25 ] [15  ,25 ] [45  ,65 ] [20  ,30 ] [10  ,20 ] [30  ,39 ] [40  ,50 ] 𝑃𝑘𝑗
(𝑙) 

[1  ,3 ] [1  ,3 ] [1  ,3 ] [1  ,3 ] [1  ,2 ] [3  ,5 ] [10  ,12 ] 𝐹𝐶𝐻𝑘𝑗
(1) 

[10  ,18 ] [10  ,18 ] [10  ,18 ] [10  ,18 ] [10  ,20 ] [60  ,80 ] [120  ,140 ] 𝑉𝐶𝐻𝑘
(1) 

 

 

های فراابتکاری ، در ادامه  های پیشنهادی و ارزیابی عملکرد الگوریتمبرای اطمینان از صحت عملکرد مدل

ها در ابعاد کوچک، متوسط و بزرگ مورد بررسی  های ارزیابی معرفی شده و سپس هر یک از مدلشاخص
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و برای    CPLEXکننده  حلو  24.9.2ورژن    ها در ابعاد کوچک از نرم افزار گمزگیرند. برای حل مدل قرار می 

استفاده شده است. کلیه محاسبات و      (R2019b )های فراابتکاری از نرم افزار متلب ورژن  اجرای الگوریتم

انجام شده    4GB RAMو    Intel Core i5-4210U 2.4GHz CPUبا مشخات    PCها نیز با کامپیوتر  تحلیل

 است. 

 

پاراتو به دلیل وجود مقدار جواب  ابعاد کوچک  الگوریتم   (|𝑃𝐹𝑘𝑛𝑜𝑤𝑛|)بهینه    در  بهینگی عملکرد  های  ، 

فتاحی و همکاران و تعداد دیگری از پژوهشگران    های مختلفی مقایسه کرد. توان با شاخصپیشنهادی را می 

( را به عنوان  ONVGR) نه ینامغلوب پاراتو بهنرخ نقاط (، GDعمومی ) (، فاصلهERهای نرخ خطا )شاخص

  .[95] ,[86]گیری عملکرد معرفی نموده و استفاده کردند. شاخص های اندازه

 ها در ابعاد کوچک معرفی شده و اندازه گیری می شوند.در ادامه این سه شاخص برای مقایسه الگوریتم

 

ب  نها  انگرینرخ خطا  نقاط پاراتو  الگور  یی نسبت  بر رویم   تم یمشخص شده توسط  پاراتو    جبهه ی  باشد که 

 شود.یم  محاسبه  (4- 1)شاخص مطابق رابطه   نیقرار ندارند. ا  قیحاصل از حل دق نهیبه

𝐸𝑅 =
∑ 𝑒𝑖

|𝑃𝐹𝑘𝑛𝑜𝑤𝑛|
𝑖=1

|𝑃𝐹𝑘𝑛𝑜𝑤𝑛|
 (4-1 ) 

 𝑖 پاراتو  بجوا)  مربوطه  پاراتو  جواب  اگر  که  بطوری  باشد می دودویی  متغیر یک  𝑒𝑖 متغیر  (، 4-1)  رابطه  در

  می   خود   به   را   0  مقدار  اینصورت   غیر   در   و   1  مقدار  باشد ن  بهینه   پاراتو   جبهه   بر   واقع   هایجواب  از  یکی   (ام

 باشد  می   الگوریتم   توسط   شده   ارائه  پاراتو   های  جواب  تعداد   بیانگر  (|𝑃𝐹𝑘𝑛𝑜𝑤𝑛|)  عبارت  همچنین .  گیرد

  از   حاصل  پاراتو   های  جواب   تمام  که  معناست  بدین  باشد   صفر   با  برابر  خطا  نرخ   مقدار  اگر  بنابراین.  [1]

 د. دار  قرار  بهینه  پاراتو  جبهه روی بر  الگوریتم

 

  پاراتو   از جبهه   الگوریتم  توسط   شده   ارائه  پاراتو  های  جواب  فاصله  میانگین  بیانگر  عمومی  فاصله  شاخص

 .شود می محاسبه ( 4-2)  رابطه  مطابق و  باشد  می بهینه

𝐺𝐷 =
√∑ 𝑑𝑖

2𝑛
𝑖=1

|𝑃𝐹𝑘𝑛𝑜𝑤𝑛|
 

(4-2 ) 

  فاصله   بیانگر  𝑑𝑖پارامتر ها در جبهه پاراتو بهینه و  تعداد جواب  دهندهنشان  (|𝑃𝐹𝑘𝑛𝑜𝑤𝑛|) (، 4-2)  رابطه   در

 .باشد  می  بهینه  پاراتو  جبهه روی بر  واقع  نزدیکترین جواب تا  الگوریتم پاراتو  جواب امین 𝑖 اقلیدسی
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های بدست آمده  های نامغلوب یافت شده بهینه را به تعداد کل پاسخاین شاخص نسبت تعداد کل پاسخ

 دهد.نحوه محاسبه این شاخص را نشان می( 4-3کند. رابطه ) توسط الگوریتم  محاسبه می 

𝑂𝑁𝑉𝐺𝑅 ≜
|𝑃𝐹𝑘𝑛𝑜𝑤𝑛|

|𝑃𝐹𝑡𝑟𝑢𝑒|
 (4-3 ) 

= 𝑂𝑁𝑉𝐺𝑅(،  4-3در رابطه ) های بدست آمده توسط دهد که از نظر تعداد جواب هر  دو پاسخنشان می  1 

های پاراتو هر  شود که جبههبا هم برابر هستند. ولی استنباط نمی  |𝑃𝐹𝑘𝑛𝑜𝑤𝑛|و بهینه   |𝑃𝐹𝑡𝑟𝑢𝑒|الگوریتم 

𝑃𝐹𝑡𝑟𝑢𝑒دو  دقیقا یکسان است )   = 𝑃𝐹𝑘𝑛𝑜𝑤𝑛   .) 

 

نند الگوریتم محدودیت جزئی در حل مسائل متوسط و بزرگ برای یافتن  استفاده از الگوریتم های دقیق ما

های  جبهه پاراتو غیر ممکن است. لذا در این ابعاد جواب بهینه وجود ندارد در نتیجه برای مقایسه الگوریتم

از شاخص باید  نباشند.  فراابتکاری  بهینه  به جواب  وابسته  استفاده شود که  این شاخصهایی  ها از جمله 

شاخص متوسط فاصله از نقطه ایدال    ،(ONVGشده )  ییشاخص تعداد کل نقاط نامغلوب شناسابه    توان می

(𝑀𝐼𝐷 ( شاخص فاصله ، )𝑆 )،  ( شاخص گوناگونی𝐷 )( و شاخص ضریب تغییراتCV)   [95]اشاره کرد.    

 

کند. این  این شاخص تعداد کل جواب های نامغلوب یافت شده در طول اجرای الگوریتم را اندازه گیری می

 ( تعریف می شود. 4- 4معیار توسط رابطه )

𝑂𝑁𝑉𝐺 = |𝑃𝐹𝑘𝑛𝑜𝑤𝑛| (4-4 ) 

 

پاسخ نزدیکی  میاین شاخص  نشان  را  ایدآل  نقطه  به  پاراتو  اقلیدسی  های  فاصله  میانگین  واقع  در  دهد. 

 آید.( به دست می 4-5کند. این مقدار از رابطه )ها را از نقطه ایدآل محاسبه می پاسخ

𝑀𝐼𝐷 =
1

𝑛
∑ √∑ 𝑓𝑖𝑔

2

𝑚

𝑔=1

𝑛

𝑖=1

 (4-5 ) 

ها بدست آمده  باشد که توسط الگوریتممی  𝑖در راه حل    𝑔بهترین مقادیر تابع هدف    𝑓𝑖𝑔(  4-5در رابطه )

هستند برای مسائل مینیمم    ( 0,  …,  0,  0)ها را از نقاط ایده آل که  حلاست. این شاخص میانگین فاصله راه

 شود. دهد. این شاخص معمولا برای مسائل مینیمم سازی استفاده میسازی ارائه می
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 دهد.  ها در یک پاراتو را نشان میشود، پراکندگی پاسخ( محاسبه می4-6این معیار که توسط رابطه )

𝑆 = √
1

|𝑃𝐹𝑘𝑛𝑜𝑤𝑛| − 1
× ∑ (𝑑𝑖 − 𝑑̅)

2

|𝑃𝐹𝑘𝑛𝑜𝑤𝑛|

𝑖=1

 (4-6 ) 

(  7-4دهد،که توسط رابطه ) حل به آن را نشان میترین راهحل از نزدیکامین راه 𝑖فاصله بین    𝑑𝑖جایی که  

 آید.بدست می

𝑑𝑖 = 𝑚𝑖𝑛𝑗(|𝑓1
𝑖(𝑥) − 𝑓1

𝑗(𝑥)| + |𝑓2
𝑖(𝑥) − 𝑓2

𝑗(𝑥)|)  𝑓𝑜𝑟 𝑖, 𝑗 = 1,2,3 . . , 𝑛 (4-7 ) 

 𝑛و   𝑑𝑖میانگین همه   𝑑̅دهد. همچنین  مقدار توابع هدف را نشان می  𝑓2(𝑥)  و  𝑓1(𝑥)(،  4- 7در رابطه )

   دهند.را نشان می 𝑃𝐹𝑘𝑛𝑜𝑤𝑛تعداد پاسخ ها در   

 .باشد های پاراتو میدهنده پراکندگی کمتر پاسخنشانتر بوده و کمتر باشد مناسب Sهر چه مقدار 

 

گردد. تعریف  مغلوب یافت شده بر روی مرز بهینه استفاده میناهای این شاخص برای تعیین میزان جواب

 :( می باشد 4-8)  رابطهشاخص پراکندگی بصورت 

𝐷 = √ ∑ 𝑚𝑎𝑥(‖𝑋𝑖 − 𝑋𝑖
′‖)

|𝑃𝐹𝑘𝑛𝑜𝑤𝑛|

𝑖=1

 (4-8 ) 

𝑋𝑖‖(،  4- 8در رابطه ) − 𝑋𝑖
𝑋𝑖و   𝑋𝑖  نشان دهنده فاصله اقلیدسی بین دو جواب مجاور  ‖′

بر روی مرز   ′

 بهینه است.

 

پراکندگی بین دو جامعه یا دو متغیر به کار می رود. از آنجایی  این شاخص برای نمایش و مقایسه میزان  

که کم بودن پراکندگی، نشانگر همگن بودن جامعه است، بین دو جامعه، آنکه دارای ضریب تغییرات کمتری  

( نحوه  4-9باشد، جامعه بهتری بوده، زیرا نتایج گرفته شده از شاخص میانگین، دقت بیشتری دارد. رابطه )

 اخص ضریب تغییرات را نشان می دهد.محاسبه ش 

    

𝐶𝑉 =
∑ (𝑋𝑖 − 𝑋̅)2𝑛

𝑖=1 𝑛⁄

𝑋̅
 (4-9 ) 

تکرار الگوریتم را نشان   𝑛مقدار میانگین تابع برازش در   𝑋̅ام و   𝑖مقدار تابع برازش در تکرار   𝑋𝑖جایی که  

 می دهد. 
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مدل  با توجه به اینکه  گیرد.  ( مدل در ابعاد کوچک مورد آزمایش قرار می4-2با استفاده از داده های بخش )

FFS-I  الگوریتم محدودیت جزئی یا اپسیلون  دو هدفه می باشد، جهت حل دقیق آن در ابعاد کوچک از 

ر این اساس  دهد، که بتغییرات دو تابع هدف را نشان می   دامنه 7-4جدول  شده است.  محدودیت استفاده  

ایجاد می از راه حلها در جبهه پاراتو  هزینه فرآیند   (S-I) دهد در مساله  شود.این جدول نشان میطیفی 

متغییر    87تا    67از   (𝐶𝑚𝑎𝑥دهد و برای تابع هدف دوم) تغییر را نشان می   %23است که    3945تا    3197از

نیز در صد تغییرات تابع هدف به ترتیب برابر    (S-II) باشد. در مساله  تغییر می  %30است که نشان دهنده  

 باشد.می  %34و   19%
 FFS-I مدل ی برا   Payoffجدول  . 7-4جدول 

 ( S-II) مساله  ( S-I) مساله 

  𝑓1(𝑥)  𝑓2(𝑥)   𝑓1(𝑥)  𝑓2(𝑥) 

𝑚𝑖𝑛 𝑓1(𝑥) 3197 87  3786 102 

𝑚𝑖𝑛 𝑓2(𝑥) 3945 67  4500 76 

  ی جزئ ت یمحدود قی دق  تم یو الگور ی شنهاد یپ یفراابتکار  تم یدو الگور   ی حاصل از اجرا جینتا 8-4جدول  در 

در هر دو مساله، هر دو الگوریتم    ONVGبا توجه به شاخص   .دهد ی را در دو مساله با ابعاد کوچک نشان م

و    ERراه حل بر روی جبهه پاراتو کشف کنند. شاخص های    9و    6پیشنهادی توانستند به ترتیب تعداد  

GD  الگوردهند که  نشان می الگور  یکسانیتوانستند عملکرد    تم یهر دو  باشند.  قیدق   تم یبا  نهایتا    داشته 

الگوریتم  ONVGRارزیابی شاخص   دو  توسط هر  یافت شده  تعداد جواب  این مطلب است  ، مجدداً گواه 

بهینه   پاراتو  تعداد جواب جبهه  برابر  دقیقا  شده    ییسانامغلوب شنا  نقاط   2-4شکل    باشد.می فراابتکاری 

توانستند به    SPEA-IIو    NSGA-IIبا توجه به شکل هر دو الگوریتم    .دهد یرا نشان م   تمیسه الگور  ط توس 

 جبهه پاراتوی بهینه دست پیدا کنند.
 FFS-Iمدل  در ابعاد کوچک برای  نتایج الگوریتم های پیشنهادیجدول  . 8-4جدول 

له 
سا

 ONVG  ER  GD  ONVGR م

ɛ-constraint  

II 

NSGA-

II 

SPEA -

II 

ɛ-constraint-

II 

NSGA-

II 

SPEA -

II 

ɛ-constraint -

II 

NSGA-

II 

SPEA -

II 

 NSGA

-II 

SPE

A -II 

S-I 6 6 6  0 0 0  0 0 0  1 1 

S-II 9 9 9  0 0 0  0 0 0  1 1 
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 ( FFS-Iمدل ) S-IIو  S-Iدر مساله  تمیشده توسط سه الگور یینقاط نامغلوب شناسا . 2-4شکل  

زمان    3-4شکل  ها ،  ماشینهای مختلف کارها به  برای بدست آوردن نتایج بیشتر و بررسی تاثیر تخصیص

دهد. در هر مساله به ترتیب تعداد  نشان می  S-IIو    S-Iی  شغال هر ماشین برای هر راه حل را در دو مساله ا

از آنها را  های سازمان یکی  تواند با توجه به اهداف و اولویتراه حل وجود دارد که تصمیم گیرنده می  9و    6

نشان   S-IIو    S-I  یمساله  یدر هر راه حل برا مقدار توابع هدف   .9-4جدول  و  3-4شکل  انتخاب نماید. نتایج 

های با سطح تکنولوژی بالا تخصیص یابد زمان تکمیل کارها  دهند هرچه کارهای بیشتری به ماشینمی

پیدا می افزکاهش  تولید  ولی در عوض هزینه  به  ایش میکند  بیشتر  کارهای  با تخصیص  بالعکس  و  یابد 

 یابد.  تر هزینه تولید کاهش یافته ولی زمان تکمیل افزایش میهای قدیمیماشین
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 در هر راه حل  ها نیاشغال شده از ماش تی مقدار ظرف. 3-4شکل  

 S-IIو    S-I  یمساله  ی در هر راه حل برامقدار توابع هدف   .9-4جدول  

 شماره هر راه حل
Problem S_I  Problem S_II 

Process costs 𝐶𝑚𝑎𝑥  Process costs 𝐶𝑚𝑎𝑥 

1 3197 87  3786 102 

2 3373 80  3959 95 

3 3406 70  3977 87 

4 3449 69  3995 85 

5 3584 68  4038 84 

6 3945 67  4100 81 

7 - -  4206 78 

8 - -  4228 77 

9 - -  4500 76 

 

در ابعاد متوسط و بزرگ توسط دو الگوریتم    FFS-Iمدل  ،  6-4جدول  و    5-4جدول  با توجه به داده های  

الگوریتمنتای  10-4جدول  حل می شوند.    SPEA-IIو    NSGA-IIفراابتکاری   های فراابتکاری را  ج اجرای 

جدول  اولین شاخصی که در این  دهد.  براساس شاخص های معرفی شده در ابعاد متوسط و بزرگ نشان می 

در تمام مسائل    NSGA-IIمی باشد. براساس این شاخص الگوریتم    ONVGمورد بررسی قرار گرفت شاخص  

از مساله   باعث    M-IIغیر  امر  این  آورد. که  پاراتو بدست  را در جبهه  بیشتری  نقاط  تعداد  توانسته است 

 MID. ارزیابی شاخص  شود مدیران و تصمیم گیرندگان گزینه های بیشتری برای انتخاب داشته باشند می

از   داشته باشد.  یمسائل توانست عملکرد بهتر  گریدر د  M-IIIو    M-Iاز مساله    ریبه غ  NSGA-II  تمیالگور
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-SPEAبهتر نسبت به الگورریتم    ی توانسته است عملکرد  NSGA-IIنیز الگوریتم    Dو  Sهای  نظر شاخص

II   .از خود نشان دهد 
 در ابعاد متوسط و بزرگ  SPEA-IIو   NSGA-II هایتمیعملکرد الگور یارهایمع ریمقاد  یمحاسبات  جینتا  . 10-4جدول 

 مساله  عادب ا
ONVG  MID  S  D 

NSGA-II SPEA-II  NSGA-II SPEA -II  NSGA-II SPEA-II  NSGA-II SPEA -II 

 متوسط 

M-I 
42 38  7/55346 9/53074  9/947 4/816  342 3/330 

M-II 40 49  6/87250 1/88141  4/1536 7/820  8/433 2/406 

M-III 62 52  1/121062 113903  1148 2/1039  472 2/472 

M-IV 73 59  9/156583 7/152718  7/698 6/676  9/530 8/527 
             

 بزرگ 

L-I 99 78  6/327152 7/331530  2/1163 9/1100  9/755 6/716 

L-II 85 61  5/532055 1/535444  2/5325 5/2468  3/891 879 

L-III 78 66  1/725612 2/743579  6/3328 9/2998  1029 9/984 

L-IV 85 74  6/1142572 4/1142216  7/6793 3/1755  8/1239 4/1205 

 

تکرار و ماکزیمم جواب بدست آمده    10های نامغلوب در  تجزیه و تحلیل بهتر ، میانگین تعداد راه حلبرای  

-NSGAیز مجدد بر برتری الگوریتم   نتایج نداده شده است. این    نشان  4-4شکل  الگوریتم در  توسط هر دو  

II    در مقایسه با الگوریتمSPEA-II کند.تاکید می  
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 ONVGشاخص  ممیو ماکز  نیانگ یمقدار م. 4-4شکل  

ه جبهه پاراتو را بین دو الگوریتم در ابعاد متوسط و بزرگ نشان می  مقایس  6-4شکل  و    5-4شکل   

توانسته است   NSGA-IIدهد در بیشتر موارد جبهه پاراتو بدست آمده توسط الگوریتم  دهد. نتایج نشان می 

ا مغلوب نماید. دامنه تغییرات دو تابع هدف در جبهه پاراتوهای ارائه شده  ر  SPEA-IIجبهه پاراتو الگوریتم  

از نظر    شده است. نتیجه نشان می دهد   نشان داده  11-4جدول  جداگانه در  توسط دو الگوریتم به صورت  

توانسته است دامنه تغییرات بیشتری را در دو    NSGA-IIازدحام دو الگوریتم مشابه هستند ولی الگوریتم  

 تابع هدف در امتداد جبهه پاراتو ایجاد نماید.   
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 مسائل در ابعاد متوسط  ی جبهه پاراتو برا هایراه حل. 5-4شکل   

 
 بزرگ مسائل در ابعاد  ی جبهه پاراتو برا هایراه حل. 6-4شکل  
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 جبهه پاراتو  ی توابع هدف در جواب ها  رات ییدامنه تغ . 11-4جدول 
اله

مس
 

NSGA_II  SPEA 2 

f1(x) f2(x)  f1(x) f2(x) 

 ماکسیمم مینیمم 
دامنه  

 تغییرات
 ماکسیمم مینیمم 

دامنه  

 تغییرات
 ماکسیمم مینیمم  

دامنه  

 تغییرات
 ماکسیمم مینیمم 

دامنه  

 تغییرات

S_I 3197 3945 18.96 67 87 22.99  3197 3945 18.96 67 87 22.99 

S_II 3786 4500 15.87 76 102 25.49  3786 4500 15.87 76 102 25.49 

M_I 43760 68888 36.48 319 644 50.47  44120 68692 35.77 330 642 48.60 

M_II 70206 109106 35.65 437 898 51.34  73408 107132 31.48 430 924 53.46 

M_III 104806 143718 27.08 543 1227 55.75  106126 146516 27.57 559 1252 55.35 

M_IV 132330 189972 30.34 696 1500 53.60  139326 194420 28.34 659 1526 56.82 

L_I 297775 377832 21.19 1244 2929 57.53  303197 382119 20.65 1261 2913 56.71 

L_II 490672 585532 16.20 1828 4276 57.25  508760 595486 14.56 1851 4052 54.32 

L_III 691784 798130 13.32 2414 4689 48.52  703130 800244 12.14 2433 4640 47.56 

L_IV 1083552 1218618 11.08 3540 6404 44.72  1089345 1213722 10.25 3624 6329 42.74 

 

 

  پارامتر   12-4جدول  آن استفاده شده است. علاوه بر    4-1بخش  برای حل مدل در ابعاد کوچک از جداول  

 دهد.هزینه فرآیند و مصرف انرژی را برای هر ماشین در دو حالات نشان می 
 FFS-IIمشخصات هزینه فرآیند و مصرف انرژی کارها در مدل   . 12-4جدول 

𝐶𝑃𝑘𝑗هزینه پردازش )  
(𝑙)) 

𝐸𝐶𝑃 𝑆𝐸𝐶𝑃 
𝑗 کد قطعه  − 1 𝑗 − 2 𝑗 − 3 𝑗 − 4 𝑗 − 5 

ایستگاه  

1 

CNC503 30 30 30 30 30 8 2 

HTC10S 12 12 12 12 12 10 3 

BRT3 10 10 10 10 10 16 4 

 6 20 8 8 8 8 8 2ایستگاه 

 4 15 6 6 6 6 6 3ایستگاه 

 2 6 3 3 3 3 3 4ایستگاه 
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 2 7 2 2 2 2 2 5ایستگاه 

 

های حاصل از اجرای دو الگوریتم پیشنهادی و روش دقیق محدودیت جزئی را  سه پاسخمقای  13-4جدول  

باشد اما دهد هر دو الگوریتم عملکرد یکسانی داشته و مشابه جواب دقیق میدهد. نتایج نشان مینشان می

الگو با     NSGA-IIریتماز لحاظ زمانی  الگوریتم دیگر داشته است. همچنین  عملکرد بهتری نسبت به دو 

 یابد.افزایش ابعاد مساله زمان حل الگوریتم محدودیت جزئی به شدت افزایش می
 ( FFS-II)مدل در مسائل با ابعاد کوچک ی شنهادیپ یهاتمیعملکرد الگور سه یمقا . 13-4جدول 

 الگوریتم 

 (S-II) 2مساله  (S-I) 1مساله

بهترین مقدار  

تابع هدف  

 اول

بهترین مقدار  

تابع هدف  

 دوم

تعداد  

نقاط  

 پاراتو 

زمان حل  

 )ثانیه( 

بهترین مقدار   

تابع هدف  

 اول

بهترین مقدار  

تابع هدف  

 دوم

تعداد  

نقاط  

 پاراتو 

زمان حل  

 )ثانیه( 

ɛ-constraint 1245 1333 8 64/53  1587 1660 10 12/4257 

NSGA-II 1245 1333 8 42/33  1587 1660 10 42/37 

SPEA-II 1245 1333 8 51/47  1587 1660 10 02/51 

 

حاصل از اجرای دو الگوریتم فراابتکاری پیشنهادی و الگوریتم دقیق محدودیت جزئی    نتایج  14-4جدول  در  

با توجه به نتایج، هر دو الگوریتم توانستند عملکرد یکسانی با   دهد.را در دو مساله با ابعاد کوچک نشان می 

.  دهد نامغلوب شناسایی شده توسط سه الگوریتم را نشان می   نقاط   7-4شکل باشند. قیق داشته  الگوریتم د

توانسته اند مانند الگوریتم محدودیت اپسیلون تعمیم    SPEA-IIو    NSGA-IIبراساس آن هر دو الگوریتم 

 اند به جبهه پاراتو بهینه دست پیدا کنند.توانسته (ɛ-constraint II)یافته 

 ( FFS-II)مدل در مسائل با ابعاد کوچک یشنهادیپ ی ها تمیعملکرد الگور سهیمقا . 14-4جدول 

اله 
مس

 ONVG  ER  GD  ONVGR 

ɛ-constraint  

II 

NSGA-

II 

SPEA -

II 

ɛ-constraint-

II 

NSGA-

II 

SPEA -

II 

ɛ-constraint -

II 

NSGA-

II 

SPEA -

II 

 NSGA

-II 

SPE

A -II 

S-I 8 8 8  0 0 0  0 0 0  1 1 

S-II 10 10 10  0 0 0  0 0 0  1 1 

 

1200

1500

1800

2100

P
ro

d
ec

ti
o

n
 c

o
st

c

TEC

S-I

ɛ-constraint, 

NSGA-II, 

SPEA-II



 

79 
 

 

 

 

 ( FFS-II)مدل   S-II  و  S-Iدر مساله  تمیشده توسط سه الگور یینقاط نامغلوب شناسا. 7-4شکل  

که این موضوع    ،شودزمانی جهت زمانبندی کارها در نظر گرفته می   محدودیتیک  در دنیای واقعی معمولا  

را با یک محدودیت    S-IIو    S-Iدر اینجا مسائل    کند.ها جلوگیری میاز تخصیص آزادانه کارها به ماشین

داده شده است    نشان  8-4شکل  در  همان طور که    زمانی مواجه کرده و مجدد مدل را اجرا می نماییم.

در نظر    95کوچکتر مساوی    S-IIی  و در مسله  85کوچکتر مساوی    S-Iی  در مساله  𝐶𝑚𝑎𝑥چنانچه متغیر  

 شود. می  Aی ی پاراتو محدود به ناحیهها کاسته شده و  جبهه گرفته شود از گستردگی جواب

 
 𝑪𝒎𝒂𝒙  ریجبهه پاراتو در حالت محدود شدن متغ هایجواب . 8-4شکل  

  S-IIو    S-Iعات تکمیلی در خصوص هر یک از راه حل ها در مسائل  اطلا  15-4جدول  به همراه    9-4شکل  

هایی که در  دهد. راه حلمیزان ظرفیت استفاده شده از هر ماشین را نشان می   9-4شکل  دهند.  ی نشان م

هایی  باشند و راه حلحالت بهینه میها قرار دارند از نظر تابع هدف اول )مصرف انرژی( در  سمت چپ نمودار

باشند.این که در سمت راست نمودارها قرار دارند از نظر تابع هدف دوم )هزینه فرآیند( در حالت بهینه می

های با سطح تکنولوژی بالاتر تخصیص یابند میزان مصرف  دهند هرچه کارها به ماشیننمودارها نشان می

های با سطح تکنولوژی  یابد و بالعکس هرچه کارها به ماشینافزایش می  انرژی کاهش یافته ولی هزینه فرآیند 
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  15-4جدول  یابد. همچنین  پایین تخصیص یابد هزینه فرآیند کاهش یافته اما مصرف انرژی افزایش می

باشد، جایی که مصرف  می  4کمترین زمان تکمیل کارها مربوط به راه حل    S-Iدهد در مساله  نشان می

نیز کمترین زمان    S-IIاز مقدار بهینه خود فاصله گرفته اند. در مساله    26/%2و هزینه فرآیند    %7/ 14انرژی  

% از مقدار    5/22ینه فرآیند  و هز  %6/3انرژی    باشد جایی که مصرفمی  5تکمیل کارها مربوط به راه حل  

 بهینه خود فاصله دارند.   

 (FFS-II)مدل  S-IIو  S-Iمسائل  برای   حلها در هر راه ن یاشغال شده ماش تی مقدار ظرف. 9-4شکل  
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 FFS-IIمدل   برای S-IIو  S-Iمسائل  در هاحلراه  ات یجزئ . 15-4جدول 

شماره راه 

 حل

 S_II  مساله  S_I  مساله 

Energy 

consumption 

 

Process 

costs 
𝐶𝑚𝑎𝑥  

Energy 

consumption 

 

Process 

costs 
𝐶𝑚𝑎𝑥 

1  1245 2023 102  1587 2520 107 

2  1261 1902 85  1589 2390 96 

3  1294 1708 86  1599 2365 90 

4  1334 1683 75  1609 2214 97 

5  1349 1576 99  1645 2035 84 

6  1393 1557 92  1685 2010 111 

7  1483 1347 92  1706 1903 90 

8  1703 1333 92  1754 1884 121 

9  - - -  1844 1674 130 

10  - - -  2064 1660 134 

توان  برای اینکه بتوان دریافت  در هر راه حل مقدار توابع هدف چقدر از مقدار بهینه خود فاصله گرفتند می  

دهد. این شکل به مدیران  درصد تغیرات دو تابع هدف را نشان می     10-4شکل  کرد.    مراجعه  10-4شکل  به  

انتخاب شود،    2چنانچه راه حل    S-Iکند تا بتوانند راه حل مناسب را انتخاب نمایند. در نمودار  کمک می 

انرژ  مصرف  به  %1/ 3  یمقدار  حالت  م  ی نهیاز  فاصله  م  %6  ند یفرآ  نهیهز  ی ول  ردیگیخود    . ابد ییکاهش 

  % 6/15بدتر از حالت بهینه خود است ولی هزینه فرآیند    %4مقدار مصرف انرژی    3همچنین در راه حل  

تر است زیرا در راه حل  مناسب  7نیز می توان دریافت راه حل    8و    7ابد. از مقایسه راه حل های  یبهبود می

  % 18قدار مصرف انرژی حدود  ابد ولی می% بهبود می  0/ 7تنها    7هزینه فرآیند  در مقایسه با راه حل    8

نمودار  یافزایش می از  توان  نیز می  را  نتایج  مقایسه    S-IIابد. مشابه همین  با  مثال  به طور  آورد.  بدست 

  ب یبا ش   ی مصرف انرژ  د،یدر تول   یمیقد   هایکه با مشارکت دستگاه  افتیتوان دریم  10و    9های  حلراه

 . ابد ییکاهش م یکمتر  یلی خ بیبا ش  د یتول ی نهیهز یول  ابد ییم  شیافزا یادیز
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 ( FFS-II)مدل  S-IIو  S-Iمساله  یتوابع هدف برا  رات ییدرصد تغ. 10-4شکل  

 

های معرفی شده در ابعاد متوسط و  های فراابتکاری را براساس شاخصیج اجرای الگوریتمنتا  16-4جدول  

عملکرد بهتری در تمام مسائل    NSGA-II الگوریتم 𝑀𝐼𝐷 دهد. طبق نتایج، از نظر شاخصبزرگ نشان می

در ابعاد   NSGA-II در ابعاد متوسط و الگوریتم SPEA-IIالگوریتم  𝐷و    𝑆های  نظر شاخصداشته است. از 

 داشتند.  بزرگ عملکرد بهتری 
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دهد. مطابق این  ی پاراتو را در ابعاد متوسط و بزرگ نشان میجبهه  هایجواب  12-4شکل  و    11-4شکل  

را در ابعاد    SPEA-II  ی پاراتوی الگوریتمهای جبههتوانسته است بیشتر جواب  NSGA-II  شکل الگوریتم

 باشد. مختلف مغلوب نماید که نشان دهنده عملکرد بهتر آن می

 
  در ابعاد متوسط و بزرگ SPEA-IIو   NSGA-II هایتمیعملکرد الگور یارهایمع ریمقاد ی محاسبات جی نتا . 16-4جدول 

 ( FFS-II)مدل 

 مساله  ابعاد
ONVG  MID  S  D 

NSGA-II SPEA-II  NSGA-II SPEA -II  NSGA-II SPEA-II  NSGA-II SPEA -II 

 متوسط 

M-I 94 100  5/14611 9/21762  7/143 3/167  1/225 4/227 

M-II 129 130  3/32095 1/32157  8/171 2/251  8/276 280 

M-III 147 150  8/41468 42421  8/153 8/187  8/314 6/317 

M-IV 170 170  6/53025 7/53726  4/158 7/172  1/354 9/353 

 بزرگ

L-I 170 165  8/108475 7/109261  5/392 5/374  2/505 3/504 

L-II 190 178  6/163798 7/163908  2/506 5/478  8/625 5/610 

L-III 217 214  1/211458 1/219076  3/702 6/451  8/701 7/691 

L-IV 250 239  9/326906 340327  5/717 7/536  2/830 1/817 

 

 

 ( FFS-IIمتوسط )مدل  ابعاد   بامسائل  درجبهه پاراتو  هایجواب . 11-4شکل  
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 ( FFS-II)مدل   ابعاد بزرگ با مسائل  درجبهه پاراتو  هایجواب . 12-4شکل  

 

 

ض است.  در این مدل ماشین ها به  مفرو   18-4جدول و    17-4جدول  ،    FFS-IIIبرای تست مدل ریاضی  

( جزء ماشین های با سطح تکنولوژی بالا است که کارهای  𝐾1)  FULL62شوند. ماشین  دو دسته تقسیم می

𝑌𝑗,1,3نمی شود )   3تخصیص یافته به آن وارد مرحله   =  جزء    A100   (𝐾3)و    BRT3   (𝐾2  )( و ماشین های  0

سطح تکنولوژی پایین می باشد که کارهای تخصیص یافته به آنها باید تمام مراحل را طی  ماشین های با  

 نمایند. 

 FFS-IIIبرای مدل   یکار زمان پردازش هر کار در هر مرحله  . 17-4جدول 

 نام قطعه
کد  

 قطعه

ایستگاه   1ایستگاه 

2 

ایستگاه  

3 

ایستگاه  

4 

ایستگاه  

5 FULL62 

(𝐾1) 

A100 

(𝐾2) 
BRT3 

(𝐾3) 

𝑤 فولدیفنر اگزوز من − 1 13 7 8 9 18 4 5 

𝑤 فنر کونیک سوپاپ هوا − 2 15 10 9 10 20 6 5 

فنر سوئیچ قطع کن  

 سوخت 
𝑤 − 3 11 6 7 10 16 4 4 
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فنر حفاظ زیر کنسول 

 سمند
𝑤 − 4 18 12 10 11 25 8 5 

درب موتور پژو  فنر زبانه 

405 
𝑤 − 5 12 7 8 12 20 5 4 

 

 FFS-IIIابعاد کوچک برای مدل هر کار در  راه اندازیزمان   . 18-4جدول 

 اندازیزمان های راه 

 𝑆𝑖𝑗1
(1)

  𝑆𝑖𝑗2
(1)

  𝑆𝑖𝑗3
(1)

 

𝑖/𝑗 1 2 3 4 5 𝑖/𝑗 1 2 3 4 5 𝑖/𝑗 1 2 3 4 5 

0 15 10 8 12 10 0 10 7 5 9 6 0 8 6 4 9 5 

1  6 6 9 10 1  4 4 6 6 1  3 3 5 5 

2 8  8 12 5 2 5  5 9 4 2 4  4 9 3 

3 15 9  6 10 3 10 6  4 6 3 8 5  3 5 

4 9 10 4  10 4 6 7 3  6 4 5 6 2  5 

5 15 6 8 12  5 10 4 5 9  5 8 3 4 9  

 .باشدوابسته به توالی نمی 5تا  2در مراحل  اندازیراههای زمان

𝑆𝑖𝑗1
(2)

= 2 , 𝑆𝑖𝑗1
(3)

= 3, 𝑆𝑖𝑗1
(4)

= 4, 𝑆𝑖𝑗1
(5)

= 2 

 

𝐶𝑚𝑎𝑥است )   97دهد. براساس نتایج، مقدار بهینه مساله برابر ل مدل را نشان مینتایج ح  19-4جدول   =

منبع کمکی )نیروی کار متخصص( مورد نیاز    4(. همچنین جهت رسیدن به این مقدار بهینه تعداد  97

داده شده    نشان  13-4شکل  در  است. نمودار گانت مربوط به این مساله و نحوه به کارگیری منابع کمکی  

نشان می این شکل  کارهای  است.  اینکه در مرحله  W5و    W-2    ،W-1دهد،  دلیل  به ماشین  به  ی یک 

Full62   رفتند.    4نشدند و مستقیما به مرحله  3تخصیص یافتند لذا وارد مرحله 

 در ابعاد کوچک  FFS-III مدل  در ها راه حل  جینتا  . 19-4جدول 

 𝑁 مساله اندازه
𝑘 

𝐶𝑚𝑎𝑥 𝐴𝑅𝑣 𝐶𝑃𝑈(𝑠) 
𝑘1

𝑛𝑒𝑤 𝑘1
𝑜𝑙𝑑 

small-sized I 5 1 2 97 4 41784 
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 ( FFS-III)مدل  نهینمودار گانت حالت به.  13-4شکل  

اینکه تاثیر منابع کمکی بر زمانبندی مورد بررسی قرار گیرد. در این قسمت با محدود کردن منابع  برای  

تنها یک منبع کمکی در دسترس    چنانچه   14-4شکل  مطابق  شود.  کمکی، تاثیر آن بر تابع هدف ارزیابی می

فاصله خواهد گرفت. ولی اگر تعداد    %56خواهد شد و از حالت بهینه    152( برابر  𝐶𝑚𝑎𝑥باشد تابع هدف ) 

رسد. همچنین از این می  107کاهش یافته و به عدد    %30واحد افزایش یابد تابع هدف   2منابع کمکی به  

باشد.  می  97همچنان تابع هدف در حالت بهینه قرار داشته و برابر   منبع کمکی  3توان دریافت با  شکل می

بدون منابع کمکی قادر به پردازش نمی باشند لذا منابع کمکی    1ها در ایستگاه  از آنجایی که کلیه ماشین

    17-4کل  ش تا    15-4کل  ش کمتر از یک فضای حل را غیر موجه کرده و پاسخی برای تابع هدف وجود ندارد.  

 . دهد دار گانت مربوط به هر یک از حالت ها را نشان مینمو

 (FFS-III)مدل  بر تابع هدف   یمنابع کمک  ریتاث سهیمقا. 14-4شکل  
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𝑨𝑹𝒗در حالت   FFS-IIIنمودار گانت مدل . 15-4کل  ش ≤ 𝟑 

 

 
𝑨𝑹𝒗در حالت   FFS-IIIنمودار گانت مدل . 16-4کل  ش ≤ 𝟐 

 
𝑨𝑹𝒗در حالت   FFS-IIIنمودار گانت مدل .  17-4کل  ش ≤ 𝟏 

گیری از اهمیت زیادی برخوردار است، معیار  یکی از معیارهایی که برای مدیران سازمان ها در تصمیم

هزینه های تولید مربوط به نیروی کار   %10باشد. با توجه به نظر خبرگان به طور متوسط هزینه می

برای اینکه از نظر شاخص هزینه مساله را بررسی کنیم فرضیات زیر را در نظر می  متخصص می باشد. 

 گیریم: 

 .استواحد پولی   70هزینه هر ساعت استفاده از تسهیلات تولید برابر   •

 باشد.واحد پولی می 7هزینه هر ساعت به کارگیری نیروی کار متخصص برابر  •

 محاسبه می شود.( شاخص هزینه 4-10با استفاده از رابطه )
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𝑇𝐶 =  𝐶𝑚𝑎𝑥 ∗ {𝐹𝐶 + (𝑁 ∗ 𝐸𝑊𝐶)} (4-10 ) 

نشان دهنده هزینه هرساعت استفاده از تسهیلات می باشد.   𝐹𝐶نشان دهنده هزینه کل و    𝑇𝐶در این رابطه  

 هزینه هر ساعت بکارگیری آن می باشد.   𝐸𝑊𝐶نشان دهنده تعداد نیروی کار متخصص و    𝑁همچنین  

دهد. همان طور که در این  تاثیر محدودیت منابع کمکی بر شاخص هزینه را نشان می  مقدار  18-4کل  ش 

باشد شاخص هزینه در بهترین حالت قرار می گیرد.    3شکل مشخص است وقتی تعداد منابع کمکی برابر  

 یابد.افزایش می %2منبع کمکی نیز شاخص هزینه تغییر چندانی ندارد و فقط  2همچنین با 

 ( FFS-III)مدل  نهیدر شاخص هز یمنابع کمک تیمحدود  ر یتاث سهیمقا. 18-4کل  ش

 

  SAو    GA، برای حل آن در ابعاد متوسط و بزرگ از الگوریتم    FFS-IIIبه دلیل تک هدفه بودن مدل  

 باشد. در این جدول   می   20-4جدول  استفاده شده است. پارامترهای مدل در ابعاد متوسط و بزرگ مطابق  

𝐾1
𝑛𝑒𝑤را برای کارهای تخصیص یافته به آن    3دهد که مرحله  های با سطح تکنولوژی بالا را نشان میماشین

𝑌𝑗,1,3)کند  حذف می  = 𝐾1 . و  (0
𝑜𝑙𝑑باشد، که کارهای تخصیص یافته  های قدیمی مینشان دهنده ماشین

 به آنها باید تمام مراحل را به ترتیب طی نمایند.

 متوسط و بزرگ در ابعاد   FFS-III پارامترهای مدل . 20-4جدول 

 ها پارامتر
𝑙1 

𝑙2 𝑙3 𝑙4 𝑙5 
𝐾1

𝑛𝑒𝑤 𝐾1
𝑜𝑙𝑑 

𝑆𝑖𝑗𝑘

(𝑙)
 [10 ,15 ] [5 ,8 ] [2 ,3 ] [2 ,3 ] [2 ,3 ] [2 ,3 ] 

𝑃𝑘𝑗

(𝑙)
 [25 ,30 ] [10 ,15 ] [15 ,20 ] [20 ,25 ] [15 ,20 ] [15 ,20 ] 

 

می نتیج   21-4جدول   نشان  را  بزرگ  و  متوسط  ابعاد  در  مدل  حل  الگوریتمه  سنجش  برای  های  دهد. 

مقایسه با  ارزیابی  یک  راه حلپیشنهادی  می ی  نشان  نتایج  است.  شده  انجام  آمده  بدست  که  های  دهد 
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  21-4جدول  را مغلوب نماید. در    SAدر همه موارد الگوریتم    IIIغیر از مساله  الگوریتم ژنتیک توانسته است  

 ( تابع هدف  بر  ) 𝐶𝑚𝑎𝑥علاوه  کمکی  منابع  مقدار   ،)𝐴𝑅𝑣  بهینه مقدار  به  رسیدن  برای  تکرار  کمترین  و   )

(𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛  نیز نشان داده شده است. برای مثال با توجه به شاخص )𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛    در مساله V    الگوریتم

GA  برای تابع هدف دست یافت، ولی الگوریتم   559به مقدار   107در تکرارSA  به همگرایی   82در تکرار

𝐶𝑚𝑎𝑥به عدد  رسید و   = تکرار بدون    150)  رسید و در تکرارهای بعدی تا رسیدن به شرایط خاتمه  562

وه  نح  19-4کل  ش بخشد.  نتوانست مقدار تابع هدف را بهبود    (یا رسیدن به دمای نهایی  بهود تابع هدف 

دهد. براساس این نشان می VIIآنها به جواب نزدیک به بهینه را در مساله  نهمگرایی دو الگوریتم و رسید 

  354بعد از     SAدست یابد ولی الگوریتم    مناسبتکرار توانست به جواب    375شکل الگوریتم ژنتیک بعد از  

 را مغلوب کند.  GAنتوانست الگوریتم و رسیدن به شرایط خاتمه، تکرار 
 ( FFS-III )مدل بزرگمتوسط و در ابعاد    ی الگوریتم های پیشنهادی مقایسه نتایج راه حل ها   . 21-4جدول 

طبقه  

 بندی
 𝑁 مساله

𝑘  GA  SA 

𝑘1
𝑛𝑒𝑤 𝑘1

𝑜𝑙𝑑  𝐶𝑚𝑎𝑥 𝐴𝑅𝑣 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛  𝐶𝑚𝑎𝑥 𝐴𝑅𝑣 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 

 متوسط 
II 10 2 4  268 5 43  269 4 141 

III 15 3 4  368 5 69  356 5 231 

IV 20 4 5  464 7 298  471 7 43 

V 25 6 6  559 9 107  562 9 82 

 یزرگ
VI 50 7 7  1051 9 231  1068 11 102 

VII 75 8 8  1559 10 227  1565 16 102 

VIII 100 10 9  2033 17 320  2077 19 117 

IX 150 10 10  3053 18 383  3079 23 272 
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 ( FFS-III)مدل  VIIدر مساله   یشنهادیپ تمیدو الگور یینحوه همگرا.  19-4کل  ش

تکرار محاسبه می    30برای مقایسه میزان پراکندگی در پاسخ های دو الگوریتم، ضریب تغییرات آنها را در  

مساله یک هر دو الگوریتم دارای ضریب تغییرات صفر می باشند، یعنی     نشان می دهد در  20-4کل  ش شود.  

 VIIتکرار به جواب یکسان دست پیدا کنند. همچنین در تمام مسائل غیر از مساله    30اند در هر  توانسته

بوده است، که نشان دهنده انحراف معیار کمتر پاسخ های این    SAکمتر از    GAضریب تغییرات الگوریتم  

 م نسبت به میانگین پاسخ ها است.الگوریت

 
 SAو  GAمقایسه شاخص ضریب تغییرات در الگوریتم های  . 20-4کل  ش   
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دهد. نتیجه گویای این مطلب  ارزیابی دو الگوریتم را با استفاده از شاخص زمان نشان می  نتیجه   21-4کل  ش 

نسبت    GAبوده و با افزایش ابعاد مساله الگوریتم    GAبیشتر از الگوریتم    SAاست سرعت اجرای الگوریتم 

 به مدت زمان بیشتری برای رسیدن به مقدار نهایی نیاز دارد.   SA  به الگوریتم

 ( FFS-III)مدل ی شنهادیپ تمیدو الگور یبرا  CPUزمان   نیانگ یم.  21-4کل  ش

ای  های بودجهمحدودیتی خود با  ریزی شدهمعمولا مدیران در شرایط واقعی برای رسیدن به اهداف برنامه

مواجه هستند و نمی توانند هر مقدار منابع را به صورت آزادانه بکار بگیرند همچنین ممکن است در استخدام  

ها را با درنظر گرفتن این محدودیت ها  نیروی کار متخصص دچار محدودیت باشند، لذا مجبورند زمانبندی

ای زمانبندی نمایند که ماشین و توالی کارها را به گونه  کنند تخصیصریزی نمایند. همچنین سعی میبرنامه

 ا با راندمان بالاتری کار کنند.ه

کار باید انجام شود. سازمان با محدودیت    20ریزی تعداد  ی برنامهکنیم برای یک دورهما در اینجا فرض می

ر متخصص را استخدام  نیروی کا  7تواند بیش از  واحدی مواجه است و همچنین مدیریت نمی  20000بودجه  

𝑘1بالا )   های با سطح تکنولوژی نماید. هزینه استفاده از ماشین
𝑛𝑒𝑤  واحد و هزینه استفاده از    6000( برابر

𝑘1ماشین های قدیمی )
𝑜𝑙𝑑  )3000  ( نحوه محاسبه شاخص راندمان را نشان 4- 11واحد می باشد. معادله )

 ( محاسبه می شود.4- 12مرحله توسط رابطه ) همچنین کارایی هر ماشین در هر دهد. می

𝐴𝐸𝑀 = 𝐴𝑣𝑒𝑟𝑎𝑔𝑒{𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦(𝑘, 𝐿)} (11-4 ) 

𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦(𝑘, 𝐿) =  
∑ ∑ 𝑝𝑘𝑗

(𝑙)
+𝑠𝑖𝑗𝑘

(𝑙)𝑛
𝑗=1≠𝑖

𝑛
𝑖=0

𝐶𝑚𝑎𝑥
            ∀𝑘, 𝑙 (12-4 ) 

𝑝𝑘𝑗ها،  میانگین راندمان کل ماشین  نشان دهنده   𝐴𝐸𝑀1در این روابط    
(𝑙)    زمان پردازش کارj    بر روی ماشین

k   و𝑠𝑖𝑗𝑘
(𝑙)  سازی کار آماده زمانj  وقتی که بعد از کارi  روی ماشینk باشد. شود، میپردازش می 

ها ، ابتدا پنج سطح از هر نوع ماشین تعریف شده و سپس از روش  بدست آوردن بهترین ترکیب ماشینبرای  

ماشین ها را    مختلف   سطوح  22-4جدول   شده است.بهترین ترکیب مشخص    𝐴𝐸𝑀تاگوچی با شاخص  

 
1 Average Efficiency of Machines 
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و تعداد ماشین از نوع    4برابر    𝐾𝑛𝑒𝑤دهد در صورتی تعداد ماشین  می  نشان  22-4کل  ش دهد.  نشان می

𝐾𝑜𝑙𝑑    گیرد. در این حالت  قرار می 0.69باشد. شاخص میانگین کارایی در بهینه ترین حالت و برابر    2برابر

 واحد پولی احتیاج است. 30000ص و نیروی کار متخص 10به 
 ( FFS-III سطوح در نظر گرفته شده برای پارامتر تعداد ماشین )مدل . 22-4جدول 

 سطوح  نوع ماشین

𝐾1
𝑛𝑒𝑤 1, 2, 3, 4, 5 

𝐾1
𝑜𝑙𝑑 1, 2, 3, 4, 5 

 ( FFS-III)مدل  AEMبا توجه به شاخص  هانیماش  نهیسطح به. 22-4کل  ش

ممکن را با پنج سطح ماشین و در نظر گرفتن محدودیت نیروی کار متخصص  راه حل های    23-4جدول  

= 𝐴𝐸𝑀با    8پاسخ     دهد.( نشان می 7)کمتر مساوی باشد ولی به دلیل هزینه  بهترین پاسخ می  0.64 

نظر گرفتن    و در   23-4کل  ش توجه به  واند این پاسخ را انتخاب نماید. با  تواحدی آن مدیریت نمی  20064

  𝐴𝐸𝑀باشند. با مقایسه شاخص  پذیر و قابل ارزیابی میامکان   7و    3،  2،  1ای، پاسخ های  محدودیت بودجه

ماشین   2عداد  نیروی کار متخصص ، ت  6واحد هزینه،    19520با    7شود که پاسخ  ها مشخص میدر این پاسخ

𝐾1از نوع  
𝑛𝑒𝑤   ماشین از نوع   2و تعداد𝐾1

𝑜𝑙𝑑 باشد بهینه ترین انتخاب می . 

ای  ¬نهیهز تیکار متخصص و محدود یرو ین تیو محدود AEMراه حل ها با توجه به شاخص  سه یمقا . 23-4جدول 

 ( FFS-III )مدل

𝐾1 هاحلراه
𝑛𝑒𝑤 𝐾1

𝑜𝑙𝑑 
  نیروی کار متخصص

(𝐴𝑅 ≤ 7) 
𝐶𝑚𝑎𝑥 𝐴𝐸𝑀 هزینه 

1 1 1 3 564 0.456 18048 

2 1 2 4 382 0.577 16808 

3 1 3 5 322 0.6 18032 

4 1 4 6 318 0.539 21624 

5 1 5 7 322 0.480 25760 
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6 2 1 5 403 0.547 20956 

7 2 2 6 305 0.632 19520 

8 2 3 7 264 0.645 20064 

9 2 4 7 261 0.586 22968 

10 2 5 7 265 0.528 26500 

11 3 1 7 324 0.600 23328 

12 3 2 7 322 0.533 27048 

13 3 3 7 260 0.587 24960 

14 3 4 7 266 0.521 28728 

15 3 5 7 264 0.480 31680 

16 4 1 7 323 0.536 29716 

17 4 2 7 302 0.516 31408 

18 4 3 7 266 0.523 30856 

19 4 4 7 277 0.456 35456 

20 4 5 7 276 0.426 38640 

21 5 1 7 321 0.485 35952 

22 5 2 7 314 0.448 38936 

23 5 3 7 286 0.444 38896 

24 5 4 7 268 0.438 39664 

25 5 5 7 265 0.412 42400 

 

 
 ( FFS-III)مدل  ایراه حل های شدنی با اعمال محدودیت های بودجهمقایسه .  23-4کل  ش
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این فصل انعطافمدل  ، در  کارگاهی  برای حل مساله جریان  ریاضی معرفی شده  با ماشینهای  های  پذیر 

صنعت فنرسازی مورد ارزیابی  موازی نامرتبط و زمان ستاپ وابسته به توالی به وسیله یک مثال واقعی از  

های فراابتکاری متناسب با هر مدل در ابعاد کوچک، متوسط و بزرگ آزمایش  قرار گرفت. همچنین الگوریتم 

های دقیق بدست آمده مقایسه شد. نتایج آزمایشات نشان داد که همه الگوریتم حلشده و نتایج آنها با راه

های بهینه دست  حلیک زمان محاسباتی معقول به راه  ای پیشنهادی در ابعاد کوچک موفق شدند در ه

در مقایسه    NSGA-IIهای ارزیابی،  مشخص شد الگوریتم  یابند. در ابعاد متوسط و بزرگ با توجه به شاخص

.  یافته استهای با کیفیت بالاتری دست  عملکرد بهتری از خود نشان داده و به جواب  SPEA-IIبا الگوریتم  

عملکرد بهتری در ابعاد متوسط و     SAدر مقایسه با الگوریتم    GAدفه الگوریتم  همچنین در مدل تک ه

همچنین    بوده است.  GAبیشتر از الگوریتم    SAبزرگ داشته است. البته از نظر زمانی سرعت اجرای الگوریتم  

د های با سطح تکنولوژی بالاتر اختصاص یابدر تحلیل های تکمیلی مشخص گردید هرچه کارها به ماشین

پایین انرژی  و مصرف  تکمیل کارها  از طرف دیگر، هرچه  زمان  رود.  بالاتر می  تولید  تر است ولی هزینه 

شود مصرف انرژی و  زمان تکمیل بالاتر می رود ولی هزینه  مشارکت ماشین های قدیمی در تولید بیشتر می

 .  استتر تولید پایین
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ای  وری منابع و راندمان تولید دارند، جایگاه ویژه مسائل زمانبندی به خاطر تاثیر بسیار زیادی که بر روی بهره

اند. در میان انواع مختلف مسائل زمانبندی، مساله زمانبندی جریان کارگاهی  در صنایع تولیدی پیدا کرده 

)انعطاف بوده  ( به خاFFSPپذیر  تولیدی مورد توجه بیشتر محققین این حوزه  طر کاربرد زیاد در صنایع 

های تحقیقاتی در ادبیات موضوعی بر آن  است. ما نیز در این پژوهش با توجه به اهمیت موضوع، و شکاف

انعطاف زمانبندی جریان کارگاهی  تا موضوع  کاربردی و  شدیم  نظر گرفتن محدودیت های  با در  را  پذیر 

های عملیاتی موضوع مهمی است که منعکس کننده  هزینه ورد مطالعه قرار دهیم. از آنجایی که  جدید م

بایست در فرآیندهای  بازده منابع بوده و هم برای تولید کننده و هم برای مشتری اهمیت زیادی دارد و می 

های تولید به  ینه در این پژوهش موضوع کاهش مستقیم هز،  ریزی و زمانبندی مورد توجه قرار گیردبرنامه 

 های مهم تولید اقتصادی مورد توجه قرار گرفته است.  عنوان یکی از جنبه 

های امروزی در صنایع تولیدی تبدیل  با توجه به اینکه امروزه مصرف انرژی به یکی از مهمترین چالش

د. ما نیز در  انسازی مصرف انرژی در صنایع تولیدی تمرکز زیادی نمودهشده است و محقیق بر روی بهینه 

های تولید  بخشی از این پژوهش به موضوع زمانبندی تولید با رویکرد کاهش مصرف انرژی و کاهش هزینه

 ایم.  به صورت توامان پرداخته

های صنعتی،  در صنایع تولیدی علاوه بر منابع اصلی تولید، منابع کمکی دیگری مانند اپراتورها، ربات

هایی مواجه می شوند.  ازش کارها مورد نیاز هستند بلکه همواره با محدودیتفضا و ابزارآلات نه تنها در پرد

با این حال در بررسی ادبیات موضوعی ملاحظه شد که اکثر مطالعات در حوزه زمانبندی جریان کارگاهی  

را    اند و منابع کمکی دیگرپذیر، ماشین را به عنوان تنها منبع محدود کننده مورد مطالعه قرار دادهانعطاف

اند. با توجه به اهمیت این موضوع و شکاف مطالعاتی یاد شده، در بخش دیگری از این پژوهش  در نظر نگرفته

موضوع محدودیت منابع کمکی را با هدف به حداقل رساندن حداکثر زمان تکمیل کارها مورد مطالعه قرار  

 دادیم. و نتایج آن را بررسی نمودیم. 

نتایج اجرای الگوریتم  و به  های پیشنهادی در ابعاد کوچک  از اجرای مدلدر این فصل به نتایج حاصل  

شود. همچنین در پایان با توجه به  بزرگ پرداخته میمتوسط و  های فراابتکاری برای حل مسائل در ابعاد  

حوزهآگاهی این  در  گرفته  مطالعات صورت  از  آمده  بدست  آتی جهت    ،های  مطالعات  برای  پیشنهاداتی 

    گردد.ری محقیقن ارائه می رداببهره

 

های موازی  پذیر با ماشینتحقیق حاضر به بررسی و حل مساله زمانبندی در محیط جریان کارگاهی انعطاف

)ماشین(  های راهنامرتبط، زمان به منبع اصلی  پردازش  فرآیندهای  وابستگی  و  توالی  به  وابسته  با  اندازی 

پرداخته است.  اقل رساندن حداکثر زمان تولید و کاهش مصرف انرژی  اهداف کاهش هزینه تولید، به حد 
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انجام می  از ماشین این بررسی در شرایطی  انجام چند  شود که به دلیل استفاده  قابلیت  با  آلات پیشرفته 

شوند نیازی به پردازش  آلات پردازش می عملیات بر روی کارها در مرحله اول، کارهایی که با این نوع ماشین

رخی از مراحل بعدی ندارند. این سیستم تولیدی در این پژوهش تحت عنوان مراحل پردازش وابسته  در ب

تعریف می  ماشین  زمان به  واقعی،  دنیای  شرایط  به  مساله  نزدیک شدن  اینکه درجهت  بعلاوه  های  شود. 

ریاضی عدد  مدل    3سازی به صورت وابسته به توالی درنظر گرفته شده است. برای حل این مساله،  آماده 

 صحیح مختلط با توابع هدف متفاوت پیشنهاد گردید.  

به عنوان یک هدف جدید و متفاوت از مطالعات قبلی، در   تولید ( تابع هدف هزینه  FFS-Iدر مدل اول )

( به عنوان یک هدف کلاسیک مورد بررسی قرار گرفت.  Makespanکنار تابع هدف حداکثر زمان تکمیل )

های  ی هزینهها به دو دسته آلات و منابع مرتبط با آن، این هزینهماشین  تولید های  برای روشن ساختن هزینه

برگرفته  های وابسته به فرآیند تقسیم شد. با استفاده از یک مثال در دنیای واقعی که  هزینهوابسته به زمان و  

، مدل ریاضی آزمایش و نحوه عملکرد آن ارزیابی گردید.  باشد ی فنر م   د یدر صنعت تول   ی مطالعه مورد  ک یاز  

د که هر چه  ی جبهه پاراتو مشخص ش های بهینهها در پاسخسپس با بررسی ظرفیت اشغال شده ماشین

کاهش یافته ولی    Makespanهای با سطح تکنولوژی بالا تخصیص یابد مقدار  کارهای بیشتری به ماشین

-های قدیمی در تولید، هزینهیابد اما بالعکس با افزایش مشارکت ماشینافزایش می  تولید های  مجموع هزینه

مسائل    جزءنجایی که مساله مورد بررسی  یابد. از آافزایش می  Makespanهای پردازش کاهش یافته و مقدار  

NP-hard  های بهینه یا تقریبا بهینه در  است، برای حل مساله در ابعاد متوسط و بزرگ و یافتن راه حل

الگوریتم    و  (NSGA-II)سازی نامغلوب  ژنتیک چند هدفه مبتنی بر مرتبزمان اجرای مناسب، الگوریتم  

های پیشنهادی،  پیشنهاد گردید.  برای بررسی عملکرد الگوریتم  (SPEA-II)تکاملی مبتنی بر قدرت پارتو  

محدودیت    -های بدست آمده توسط الگوریتم دقیق اپسیلونهای آنها در ابعاد کوچک با جواببهترین پاسخ

هر دو الگوریتم عملکرد خوبی  نشان داد که    GDو    ONVG  ،ERمقایسه شد. نتایج شاخص های ارزیابی  

های بهینه دست پیدا کنند. در ابعاد بزرگ به دلیل عدم وجود جواب بهینه، دو  داشتند و توانستند به جواب

با هم مقایسه شدند. نتایج نشان داد که الگوریتم     Dو    ONVG  ،MID  ،Sهای  الگوریتم پیشنهادی با شاخص

NSGA-II عملکرد بهتری دارد.  ،هااز نظر کارایی و کیفیت پاسخ 

با توجه به اهمیت بالای مباحث زیست محیطی در شرایط امروزی و توجه روزافزون مدیران به کنترل  

( جهت حداقل کردن مقدار مصرف انرژی  FFS-IIمصرف انرژی در واحدهای تولیدی، مدل پیشنهادی دوم ) 

  ص ی ، زمان ترخمدل نیدر ا یکاربرد ط یشرا یبررس  به صورت توامان ارائه گردید. برای فرآیند کل و هزینه 

در    تیمحدود  نیصفر لحاظ شد. همچن   ریپردازش به صورت متفاوت از هم و غ  ی و آماده بودن کارها برا

امکان پردازش برخ  هان یدسترس بودن ماش  ا  ها ن یاز ماش   ی کارها توسط بعض  ی و عدم  مورد    مدل   ن یدر 

برای اطمینان از عملکرد مناسب آن، این مدل در مثال واقعی برگفته شده از صنعت    قرار گرفت.   یرس بر

و صحت عملکرد آن ارزیابی شد. در این مدل نیز همانند مدل قبل برای حل آن در ابعاد    سنجیدهفنرسازی  

  یی از حفظ کارا  نانیبه منظور اطماستفاده گردید.    SPEA-IIو    NSGA-IIمتوسط و بزرگ از دو الگوریتم  
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ابعاد  تمیالگوردو   با  مسائل  حل  و  در  نتا  متوسط  شاخص  جیبزرگ،  قالب  در  آمده   یابیارز  یهابدست 

  ONVG  ،MID  ،S  های بر شاخص  ی مبتن  یابیارز  ن یا  ج ینتامورد بررسی قرار گرفت.     چندهدفه   یسازنه یبه

.  مناسب بود  ییآن در حل مسائل بزرگ با حفظ کارا  قیو توف  NSGA-II  تمیالگور   یدهنده برتر نشان  Dو  

  ل یزمان تکم کهیقرار گرفت، درحال  یمورد بررس   یو مصرف انرژ د یتول نهیبا دو تابع هدف هز FFS-IIمدل 

  ل یتحل  لیتکم  ی. لذا در راستاباشد ی م  تیمحدود  ی دارا  یداشته و حت   تیاهم  یادیدر مواقع ز  زیکارها ن

( و Makespanکارها )  لیآزاد بودن زمان تکم  تمساله در دو حال  نیکارها، ا  لیبا لحاظ زمان تکم  جینتا

  انگر یب  ل یتحل  نیا  جی قرار گرفت. نتا  ل یو  تحل هیحاصل مورد تجز   جیآن حل و نتا یبر رو   تیاعمال محدود

کارها   ل یزمان تکمازجمله    ی اتیعمل  یهات یدر حل مساله با لحاظ محدود  ی شنهادیپ  کرد یصحت عملکرد رو

 بود. 

باشد که اخیرا  پذیر میموضوع منابع کمکی از دیگر موارد حائز اهمیت در مساله جریان کارگاهی انعطاف

پذیر را با منابع کمکی  مساله جریان کارگاهی انعطاف  ،(FFS-IIIمورد توجه محققین قرار گرفته است. مدل )

کارها مورد بررسی قرار داد. نتایج نشان داد که مدل به خوبی  جهت به حداقل رساندن حداکثر زمان تکمیل  

گیری نماید. به دلیل اینکه  توانسته است کارها را زمانبندی کرده و تعداد منابع کمکی مورد نیاز را اندازه

هایی مواجه هستند، در این مدل محدودیتی  مدیران در دنیای واقعی جهت تامین منابع کمکی با محدودیت

نشان دهنده کارایی    ،ارگیری منابع کمکی اعمال گردید و کارها مجدد زمانبندی شدند. نتیجه کاربرای بک

مدل در اعمال محدودیت منابع کمکی بود و مدل تنوانست با رعایت شرایط محدود کننده، کارها را مجدد  

ای برای  یار هزینهیک مع   ،گیری مدیرانبه دلیل اهمیت فراوان فاکتور هزینه در تصمیمزمانبندی نماید.  

های بدست آمده مورد تجزیه و تحلیل قرار  حلحل مناسب معرفی گردید و راهگیری در انتخاب راهتصمیم

در ابعاد متوسط و بزرگ    آنبرای حل از آنجا که این مدل نیز در زمره مسائل سخت قرار می گیرد،  گرفت.

ها در ابعاد  ( استفاده شد. نتایج ارزیابیSAبرید )( و شبیه سازی تGAهای فراابتکاری ژنتیک )از الگوریتم

اند به جواب بهینه در یک زمانی کمتر از زمان الگوریتم دقیق  کوچک نشان داد که هر دو الگوریتم توانسته

  8های فراابتکاری پیشنهاد شده در ابعاد متوسط و بزرگ تعداد  رای ارزیابی عملکر الگوریتمبدست یابند.  

مقایسه پاسخ های بدست آمده حاکی از آن است که در اکثر مسائل الگوریتم ژنتیک    .ید گرد   مساله طراحی

الگوریتم  های بهینهتوانسته است به جواب دست یابد. همچنین نتایج بررسی شاخص    SAتری نسبت به 

پژوهش،  تر کردن  در پایان برای کاربردی  را تایید نموده است.  GAضریب تغییرات نیز عملکرد بهتر الگوریتم  

ای و محدودیت به کارگیری منابع کمکی )نیروی کار متخصص( بر روی نتایج  موضوع محدودیت بودجه

حل معرفی  ها در هر راهبرای اندازه گیری کارایی ماشین   ( AEMمدل اعمال گردید و یک شاخص کارایی)

 های یاد شده مورد تجزیه و تحلیل قرار گرفت.  ها با توجه به محدودیتحلشد. سپس نتایج راه
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های  های موازی نامرتبط و زمانپذیر با ماشینتحقیق پیشرو با موضوع زمانبندی جریان کارگاهی انعطاف

  با .  است  گرفته  صورت  ، موضوع  ادبیات  در   موجود   هایشکاف  کاهش   راستای   در   اندازی وابسته به توالیراه

.  گیرد   قرار  توجه   موردمی تواند    حوزه  این  در   مختلفی  موضوعات  آتی   تحقیقات  انجام   به منظور  حال،  این

  : گردد موارد زیر برای انجام تحقیقات بیشتر پیشنهاد می

، بحث  های عملیاتی دیگر مانند محدودیت ظرفیت انبار، امکان خرابی ماشینبا افزودن محدودیت •

توان مساله را  و تاثیر موضوع ندای مشتری بر زمانبندی تولید، می  نگهداری و تعمیرات پیشگیرانه

 مورد مطالعه قرار داد. 

در این پژوهش فضای حل در یک محیط قطعی صورت پذیرفته است در صورتی که می توان برای   •

هرچه نزدیکتر شدن به شرایط دنیای واقعی مساله را در فضای عدم قطعیت و استفاده از پارامترهای  

 مورد پژوهش قرار داد.  فازی

  SPEA-IIو    NSGA-IIهای فراابتکاری  برای حل مسائل دو هدفه در این پژوهش از الگوریتم •

، الگوریتم  MOPSO1های دیگری مانند: الگوریتم  توان از الگوریتماستفاده شد، در حالی که می

MOSA  2  و الگوریتم تلفیقی هوشمند ،II-LNSGA  .استفاده نمود 

ماشین • با  زمانبندی  موضوع  پژوهش  فرآیندهای  این  وابستگی  و  متفاوت  تکنولوژی  سطح  های 

پذیر صورت پذیرفته است، در حالی که  پردازش کارها به ماشین در محیط جریان کارگاهی انعطاف 

 گیرد.    های ترکیبی نیز مورد مطالعه قرار های جریان کار کارگاهی یا محیط تواند در محیط می

توان در صنایعی مانند صنعت کاشی و سرامیک، صنایع نساجی و صنعت تولید  این پژوهش را می •

پیچ و مهره مجدد مورد مطالعه قرار داد و نتایج آن را با نتایج بدست آمده در این تحقیق مقایسه  

 نمود. 

ضوع ریسک و خطرات  توان مساله در نظر گرفته شده در این تحقیق را با اهداف دیگری نظیر مومی •

 ارگونومیکی و موضوع گردش شغلی کارکنان و رضایتمندی آنان مورد مطالعه قرار داد. 

         
 

 

 

 

 
1 Multi Objective Particle Swarm 
2 Multi Objective Simulated Annealing 
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Abstract 
 

This paper investigates a flexible flow shop scheduling problem in which the parallel 

machines in the first stage are considered unrelated with different technology levels. 

Some of these machines are multifunctional that can do several processes on jobs. 

Therefore, the jobs that are assigned to these machines don’t required to process in 

some other next stages. This problem is defined by the inspiration of a real problem, 

derived from the spring industry. Therefore, the jobs that are assigned to these 

machines don’t required to process in some other next stages. Furthermore, setup 

times are assumed as sequence-dependent and are need when a machine starts to 

process a new job. Also, in this problem addresses different release dates and machine 

eligibility. Three linear mathematical models based on MIP is developed to solve the 

problem in small-sized scales. The first model was studied simultaneously with the 

aim of optimizing production costs and maximum completion time (Makespan). Due 

to the great importance of environmental issues, in the second model, the reduction 

of energy consumption and the reduction of production costs were studied 

simultaneously. In the third model, the effect of auxiliary resource constraints on 

production scheduling as a variable factor measured by the model was investigated 

with the aim of minimizing the Makespan. Since the problem is discussed in an NP-

hard environment, to solve them in medium and large dimensions, meta-heuristic 

algorithms NSGA-II and SPEA-II for two-objective problems and meta-heuristic 

algorithms GA and SA for solving one-objective problem were proposed. The 

experimental results showed that all three proposed models were able to schedule 

jobs well considering the applied constraints. Also, by measuring the evaluation 

indicators, it was found that NSGA-II algorithm against SPEA-II algorithm and GA 

algorithm against SA algorithm had better performance and achieved more 

appropriate answers. 
 

 
Keywords (5 to 7 keywords): scheduling, flexible flow shop, machine-dependent 

processing stages, unrelated parallel machines, energy consumption, production costs, 

auxiliary resource constraints. 
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