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Linear algebra is a fairly extensive subject that covers vectors and matrices,

determinants, systems of linear equations, vector spaces and linear transformations,

eigenvalue problems, and other topics.

Matrices, which are rectangular arrays of numbers or functions, and vectors are the

main tools of linear algebra. Matrices are important because they let us express large

amounts of data and functions in an organized and concise form.

7.1. Matrices, Vectors
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Example: Linear Systems, a Major Application of Matrices

We are given a system of linear equations, briefly a linear system, such as

This means that we can just use the augmented matrix to do the calculations needed to 

solve the system.
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4

General Concepts and Notations
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Vectors
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DEFINITION

EXAMPLE 3
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DEFINITION

EXAMPLE 4
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DEFINITION

EXAMPLE 5
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Rules for Matrix Addition and Scalar Multiplication

From the familiar laws for the addition of numbers we obtain similar laws for the addition 

of matrices of the same size mn, namely,

Matrix addition is 

commutative and associative 
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7.2. Matrix Multiplication 

DEFINITION
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EXAMPLE 1
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EXAMPLE 2

EXAMPLE 3

EXAMPLE 4
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associative law 

distributive laws 
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Transposition
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DEFINITION

Transposition gives us a choice in that we can work either with the matrix or its 

transpose, whichever is more convenient.
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Special Matrices

Symmetric and Skew-Symmetric Matrices: 

• Symmetric matrices are square matrices whose transpose equals the matrix itself. 

• Skew-symmetric matrices are square matrices whose transpose equals minus the 

matrix. 
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Triangular Matrices:

• Upper triangular matrices are square matrices that can have nonzero

entries only on and above the main diagonal, whereas any entry below the diagonal

must be zero.

• Lower triangular matrices can have nonzero entries only on and below the

main diagonal.

• Any entry on the main diagonal of a triangular matrix may be zero or not.
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Diagonal Matrices:

These are square matrices that can have nonzero entries only on the main diagonal. Any 

entry above or below the main diagonal must be zero.
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7.3. Linear Systems of Equations

Linear System, Coefficient Matrix, Augmented Matrix
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Three equations in three unknowns interpreted as planes in space
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Gauss Elimination and Back Substitution 
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Unique solution
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Elementary Row Operations. Row-Equivalent Systems
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A linear system (1) is called

• Overdetermined if it has more equations than unknowns, as in Example 2,

• Determined if m = n, as in Example 1,

• Underdetermined if it has fewer equations than unknowns.

Furthermore, a system (1) is called 

• Consistent if it has at least one solution (thus, one solution or infinitely many 

solutions), 

• Inconsistent if it has no solutions at all.
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Gauss Elimination: 

The Three Possible Cases of Systems 
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Infinitely many solutions
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No solution
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Row Echelon Form and Information From It 
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7.4. Linear Independence. Rank of a Matrix. Vector Space 

Linear Independence and Dependence of Vectors 
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Rank of a Matrix 
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44Proof in the book

Proof in the book
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Vector Space 
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7.5. Solutions of Linear Systems: 

Existence, Uniqueness 

Rank, as just defined, gives complete information about existence, uniqueness, and 

general structure of the solution set of linear systems as follows.

A linear system of equations in n unknowns has a 

• Unique solution if the coefficient matrix and the augmented matrix have the same 

rank n

• Infinitely many solutions if that common rank is less than n

• No solution if those two matrices have different rank
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Proof in the book
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Homogeneous Linear System 
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Proof in the book
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Nonhomogeneous Linear System 
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7.6. For Reference:

Second- and Third-Order Determinants
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Third-Order Determinants 
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7.7. Determinants. Cramer’s Rule
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General Properties of Determinants 

Proof in the book
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Proof in the book

Proof in the book
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Proof in the book
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7.8. Inverse of a Matrix.

Gauss–Jordan Elimination 
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Proof in the book

Determination of the Inverse 

by the Gauss–Jordan Method 
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Formulas for Inverses 
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Proof in the book
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Unusual Properties of Matrix Multiplication.

Cancellation Laws 

Proof in the book
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Determinants of Matrix Products

Proof in the book
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7.9. Vector Spaces, Inner Product 

Spaces, Linear Transformations
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Inner Product Spaces
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Linear Transformations 
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represent 

(a) a reflection in the line 𝑥2 = 𝑥1, 

(b) a reflection in the 𝑥1-axis, 

(c) a reflection in the origin, and 

(d) a stretch (when a > 1, or a contraction when 0 < a < 1) in the 𝑥1-direction.

(a) (b) (c) (d)
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Composition of Linear Transformations 
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