
   

 :قطت علمی مُىذسی معذن ثرگسار می کىذ

َب در فضبَبی زیرزمیىی عمیق کبرگبٌ آمًزشی ريیکردَبی طراحی مُىذسی سىگ ي چبلش
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Rock Engineering Design Approaches and challenges in Deep Hard Rock 
Mining Engineering" 

 
با اعماق بسیار  معادن َای شئًمکاویکی در فضاَای زیرزمیىی عمیك )بًیصٌَذف از برگساری ایه کارگاٌ آمًزشی بحث ي تبادل وظر در خصًص چالش

ل با عذم موحًٌ تعاسىگ ي تعییه پارامترَای معرف تًدٌمتعذد در خصًص وحًٌ َای چالش. وتایج ي دستايردَای ريز دویا است زیاد( با ارائٍ

  ارائٍ خًاَذ شذ.تاً تجارب مختلفی از سرتاسر جُان با ريیکرد کارآیی طراحی در ایه کارگاٌ آمًزشی بحث شذٌ ي وُای َای مُىذسی زمیه لطعیت

Main Topics:  

 یکشىجٍ

 8931 آرر42 

 83:98الی  1:98

 

 
 

 داوشگبٌ صىعتی شبَريد

داوشکذٌ مُىذسی معذن، وفت ي 

 شئًفیسیک

 داوشکذٌسبله آمفی تئبتر 

 ًم(س)طجقٍ 

Introduction to Rock Mechanics application in deep underground Mining 
Challenges in determining reliable design input parameters 
Comprehension of ground behaviour and selection of suitable design strategy 
Support system, reinforcement and stabilisation design and verification 
Real time monitoring (conventional–seismic) and design update (forensic study) 
Case studies from Australia, China, Iran and South America,… 
Concluding remarks, discussion and future prospects. 

 
Summery: 
The rapid-growing trend of resource extraction in the world, results in increases depth of 

underground mines. Eventually deep underground mines will face an increasing magnitude 

of stress, temperature, water pressure and seismicity. On the other hand, geoengineering 

deals with huge uncertainty in geomaterial properties, in-situ stresses, testing, and 

modelling, which leads to great challenges in design. Knowledge of ground, mine and 

operational factors and their variability leads the designer to better estimation of 

geomechanical behaviour and safe design optimisation. This workshop is designed to 

develop audience knowledge in geomechanical design of deep underground hard rock 

mines, which will enhance their competencies and prepares them for better and more 

effective contributions in their future career. This is designed to introduce from basic to 

advanced topics of geomechanical design aspects on deep underground mine excavation. 

Attendees from mining, civil and engineering geology or other related fields and 

professionals who work on this area would also benefit from this course.  

 
       Mostafa Sharifzadeh                                                            زادٌجىبة آقبی دکتر مصطفی شریف سخىران:

                                                                            Western Australian School of Mine (WASM) کرتیه استرالیب( )استبد داوشگبٌ        

                                Curtin University, Perth, Australia  
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Western Australian School of Mines (WASM)

Introduction to Rock 
Mechanics application in 
deep underground Mining,
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PRESENTATION OUTLINE

1. Introduction 

2. Underground mine design procedure

3. Application of rock mechanics in underground 

mining 

4. Concluding summary 
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Mining Status in Goldfields – Western Australia
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Mining Status in Goldfields – Western Australia
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Gwalia Underground Gold Mine in Western Australia
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Design procedure : 

Components and logic of a 

rock mechanics programme 

for mining engineering 

design.

Brady & Brown, 2004
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Simplified 
geotechnical 

Design 
methodology for 

deep 
underground 

mine excavation 

Rahimi, Sharifzadeh, Feng, 2019 8

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

Interaction between technical groups involved in mine engineering.

Brady & Brown, 2004
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Geomechanics discusses about the 

earth crust mechanics which is 

mostly formed from soil, rock and 

affected by structural forces and 

tectonics. 

Since most engineering activities 

take place in earth crust, 

geomechanics help us to study their 

in situ condition and predict its 

behaviour under the new 

condition.

Definition of geomechanics

Soil 
Mechanics

Rock 
Mechanics

Engineering 
Geology

Geomechanics

Mechanics

Chemistry

Mathematic
s
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Figure (a) Pre-mining conditions around an orebody, and 
(b) mechanical consequences of mining excavations in the 

orebody.

Adapted from Brady and Brown, 2004

Equilibrium of ground elements Unloading and stress concentration
Due to excavation
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• Shaft, pillar, draft and stope 
design; 

• Drilling and blasting; 
fragmentation; 

• Cavability of rock and ore; 
improvement of rockbursts; 
mechanized excavation; in 
situ recovery.

Application of rock mechanics in 
underground Mining
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Common Mining Practice in Western Australia

Underground Operations – Mt Charlotte shaft –
KCGM – Western Australia (1200m)

Frog’s Leg Gold Mine, operated by Evolution Mining 
Western Australia (600m)

world largest 
open pit gold 
mine (Super 
pit)  in WA

7 8
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Common Mining Practice in Western Australia
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1, Ensure The Overall Stability 

Of The whole Mine Structure, 

2, Protect The Major Service 

Openings in Duty Life time,

3, Provide Secure Access To 

Safe Working Places,

4, Preserve The Mineable 

Condition Of Unmined Ore 

Reserves.

Common Rock Mechanics Objectives In Mining Structure:

Adapted from Brady and Brown, 2004

Principal features 
of caving operation
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Underground opening: 

Shaft and/or decline 

stability analysis and 

design

Examples of rock mechanics applications

Adapted from MEA course materials
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• Stope design

• Stope Span Design

• Stoping sequence 

design

• Support system design

Examples of rock mechanics applications

Adapted from MEA course materials
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• Rock reinforcement and 

support design

Examples of rock mechanics applications

Adapted from MEA course materials 18
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Examples of consequences of poor rock 
mechanics design

• Collapse of rock in underground excavation

Adapted from MEA course materials

13 14
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• Foundations

• Room and pillar mine 
design

• Longwall mine design

Examples of rock mechanics applications
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Blast hole and firing pattern for optimum 
fragmentation and less dilution
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Underground 

Operations –

Mt Charlotte shaft –

KCGM –

Western Australia

Examples of underground mining in Western Australia 

22
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Underground excavation –

Decline‐shaft network –

Mt Charlotte shaft – KCGM –

Western Australia

Examples of underground mining in Western Australia 
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Examples of underground mining in Western Australia 
Murchison Underground Mines – Western Australia

24
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Agnico Eagle's 

Suurikuusiko gold 

mining project showing 

both surface and 

underground mining.

Examples of underground mining in Western Australia 

19 20
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Frog’s Leg Gold Mine,

owned and operated by

Evolution Mining makes

use of underground

mining techniques. The

mine is located 20 km

West of Kalgoorlie. Two

declines access the

Rocket (Southern) and

Mist (Northern) ore

lodes. Current capital

development is about

530 m below surface

elevation.

Examples of underground mining in Western Australia 
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Golden Grove Mine, Western Australia (Thompson, 2011)

1000m

Conditions often become difficult beyond a 1000m or so

Introduction – Mining at depth
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Maximum recovery – minimal dilution
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Golden Grove Mine, Western Australia (Thompson, 2011)

Continuous extraction sequence required to avoid pillars
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Geotechnical monitoring requirements

Mine induced seismicity Kanowna Belle Mine, Western Australia (Morton, 2013)

Seismic sensor array

1000m

1000m

A need to understand the overall failure process and  instability
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Large scale geological structures (discontinuities)

Mount Charlotte Mine, Western Australia (Corskie, 2013)

1000m

The global stability may be controlled by large scale structures and the structures 
may become seismically active or seismic source

30
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Seismic response of large scale structures

Kanowna Belle Mine, Western Australia (Morton, 2013)

1000m

1000m

Fitzroyfault

The structures may become seismically active

25 26
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Callie Mine, NT Australia (Graf, 2013)

In‐situ stress measurements‐ a key requirement
Acoustic Emission from oriented core samples –

No access required – only deep core

32
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Callie Mine, NT Australia (Graf, 2013)

Joint condition determination
From development exposure and diamond drilled core
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Primary and secondary stope extraction 
sequence for a shallow plunging orebody. 

Villaescusa, 2014

P1, primary stope 

cemented fill; 

S1, secondary stope 

unconsolidated fill. 

The numbers show the 

sequence of stope 

extraction.
34
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Stoping sequence

35
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Longitudinal view of a top‐down extraction sequence, 
permanent pillars, and retreat to a central crosscut

Villaescusa, 2014 36
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Longitudinal view of Kanowna Belle Mine—Stoping Block A

Villaescusa, 2014

31 32
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What we deliver in Geomechanical design

‐ Understanding of earth structure, and associated

Hazards,

‐ Understanding of the nature of mining

engineering activity and its disturbance level,

‐ Risks associated with earth‐engineering activities

composition (Diagnosis mechanisms and

problems),

‐ Selecting right tools to solve the problem

(Design),

‐ Implement the design and monitor the

effectiveness,

‐ Retrospective analysis and design update.
38
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Scope of rock mechanics application in Underground 

Brady & Brown, 2004 40
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Rock Mechanics Application in Mining

–Development layouts

– Support types & sequencing

–Mining sequence 

–Mine Planning

41
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End of presentation
Any questions ?
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Western Australian School of Mines (WASM)

Challenges in Determining Reliable 

Design Input Parameters
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Presentation layout

1. Introduction

2. Variability in rock type and rock mass structure

3. Effect of scale in rock behaviour

4. Estimation of rock mass properties using statistical analysis

5. Estimation of in‐situ stresses

6. Summary 
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Presentation layout

1. Introduction

2. Variability in rock type and rock mass structure

3. Effect of scale in rock behaviour

4. Estimation of rock mass properties using statistical analysis

5. Estimation of in‐situ stresses

6. Summary 
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Engineering Activities In Earth Crust 

• Deepest borehole is 12 km. Deepest mine is 4 km. 
• Rock temperature increases approx. 25̊̊̊ C/km depth.
• Vertical rock pressure σv increases ~ 27MPa/km. 
• Horizontal pressure σh~ (0.5‐3) σv. 
Magma, heat convection, tectonic movement controls the overall 
earth structure. 

Modified after NEU, 2010
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Presentation layout

• Input Data Challenges of Rock  Engineering

• Rock Strength

• Analysis of Data and Estimation of Parameters

• The reliability of results must be verified by judgement and experience

Modelling 
challenges

Results 
interpretations

Input parameter 
challenges

6

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

Presentation layout

1. Introduction

2. Variability in rock type and rock mass structure

3. Effect of scale in rock behaviour

4. Estimation of rock mass properties using statistical analysis

5. Estimation of in‐situ stresses

6. Summary 

1 2

3 4

5 6



CEME Workshop ‐ Shahrood Unoiversity of 
Technology

CEME ‐ 15 Dec. 2019

Mostafa Sharifzadeh 2

7

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

‐ Recall: Atom, molecule, cell, crystal,

lattice

‐ Minerals are building blocks of rocks.

‐ Mineral combines to each other to

form a rock

‐ Crystal formation is slow and it needs

geological time.

‐ Crystals size and shape depend on

temperature, and pressure of the

medium(room).

Introduction ‐ How rock forms
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MICRO‐SCALE ROCK STRUCTURE

Two dimensional covalent network bonding structure with weak Van Der 

Waals bonds between layers in foliated rocks (example of Graphite). 

Sharifzadeh et al., 2017
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Atomic Bonding Structure and SEM Image of Three Typical Rocks

a) Three‐dimensional covalent 
network homogenous bonding 
structure in Diamond

b) Three-dimensional covalent 
network heterogeneous bonding 
structure in Silica

c) Two dimensional covalent network 
bonding structure with weak Van Der 
Waals bonds between layers in 
Graphite

Sharifzadeh et al., 2017 10
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Rock Micro‐Structural Deficiencies:

• Atomic disorder and dislocations in pure and homogenous rocks,

• Crystal lattice boundaries in crystalline and foliated rocks due to 

two dimensional covalent network,

• Heterogeneity (adjacency of weak and strong particles),

• Pore spaces during generation mainly due to gas escape in volcanic 

rocks, 

• Cleavages due to overtime deformation and residual stresses,

• Micro‐crack or structural defects due to stresses.
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• Crystals or small particles forms the soil and rocks and 

forms the earth crust. 

• Weakness plane in materials and applied forces from 

the ground caused the separation in rocks and forming 

plates (Continents). The plate tectonic cause to 

movement and deformation of plates and producing 

geological structures such as faulting and folding.

• In geo‐engineering design it is necessary to consider 

the effect of soil and rock material type and geological 

structures on project performance.

Weakness planes at different rock types

12
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The main variables/features influencing rock 
properties and behaviour

Rock engineering, Palmstrom&Stille, 2010

7 8
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11 12
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Rock Microstructural deficiencies

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

14

Micro-structures and 

micro-cracks 

classification and 

characteristics of 

mafic rocks

15
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Specific rock failure process from pre‐existing 
microstructures to macroscopic fracture
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Geological structures due to plate tectonics:

1. Fracture and fault 

2. Folding

3. Shear zones

4. Foliation, lineation

17
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Secondary geological structures

Folds in sedimentary rocks, AustraliaAnticline

18
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Fracture Zone around faults

13 14

15 16

17 18
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• The upper picture shows 4th

order discontinuities in

rhombohedral arrangement with

a spacing of 5-10 m.

• The central is the basic 4th

order pattern with 3rd order

zones integrated (spacing 30-50

m).

• The lower picture shows the

basic pattern with a 2nd order

discontinuity

Typical fracture patterns 

20
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Examples of block shapes or the jointing pattern

Barton,2009

21
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Discontinuities in rock mass have profound effect on 
deformation, strength, stress‐strain relation and failure 
of rock mass

Kamali et al. 2018 22
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Common Statistical Distribution of Rock Mass 
Parameters  

Discontinuity 

Parameter 

Function or 

distribution

Persistence 

Normal

Lognormal 

Exponential

Gamma 

Power-law

Spacing 

Lognormal 

Weibull 

Power-law 

Exponential 

Aperture 

Power-law 

Gamma 

Lognormal 

Exponential 

Power‐law

Normal 

Lognormal 

Weibull 

Kamali et al. 2018

23
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Discontinuities mapping and representation

 Scanline

 Window

 Discrete

 Borehole logging

Oriented core

 Televiewers

 Acoustic

 Optical

 Types of mapping  Stereographic Representation

Kamali et al. 2018 24
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Role of linear and areal mapping on rock mass 
parameters

Kamali et al, 2016

19 20

21 22

23 24
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Selection of mapping locations

Kamali et al. 2018
26
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Differentiate Between Structures

• Joints

• Beddings

• Foliations – treat different

• Faults – stand alone

• Shear zones – stand alone

• Contacts

27
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Contours of pole concentrations for the data plotted in Figure 
(after Hoek and Brown, 1980).

Joint Orientation: Joint Plane Orientation and 
Representation

28
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Case study of total and major discontinuities

Genetic classification of discontinuity 
systems

All the surveyed 
discontinuities poles 

Kamali et al, 2016

29
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Fracture Sampling types and scales

30
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Fracture  
characteristics  

for 3DFASM  
code verification

Orientation (Dip  
& Dip Direction)

Spacing or  
Frequency or 

P10

Intensity, P32

K Fisher

Mean trace 
length with  

various  
relations

Intensity, P21 Density, P30

Termination  
Index

Reconstruction of rock mass characteristics

25 26

27 28
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Verification of rock mass model

Kamali et al, 2016 32
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Geological Strength Index

(Cai et al 2004)
Value based on blockiness &

joint condition 

Selected in one of two ways:

Qualitatively: repeated  observations 

based on  experience (bias present)

Quantitatively: through  calculation of 

a block size  (Vb) & joint/block wall  

condition (Vc) parameters

33
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GSI classification of 

GSI for different 

rock types in 

geological 

structures

T.G. Carter & Marinos, 2014 34
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GSI and UCS probability density function

Determining the 
variability of GSI

GSI and UCS 

probability density 

function

Joughin, 2017

35
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Rock mass characterization :Persistance

• Persistence: 

ISRM suggested methods, 2007

The relative persistence of
various sets of discontinuities.
a) Persistent
b,c) Sub persistent
d) non-persistent
e,f,g) three-dimensional view

Idealized examples of
potential failure planes
showing the
importance of “intact
rock bridges” in slope
failure.

36

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

Data processing and rock mass model

After Macciotta et al., 2014

The three main sources of uncertainty in 
geotechnical design

Uncertainty analysis of Rock mass 
characteristics and properties

31 32
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Transferring data from the measured 
condition to the application location: 

At the preliminary stages of study when data
obtained from surface mapping and it will be
used for underground excavation design, it is
required to adjust data considering the depth
of tunnel.

Basically rock mass quality improves with
depth increasing. Comparison of the surface
mapping and mapping after the excavation of
tunnel proves this statement.

Study on 28 tunnel shows that the rock mass
quality increases about one class in RMR and
GSI scale with an increasing of 200m depth.

Recommendation on Data processing and rock mass 
model

Surface 
measuremen

t results 

Underground 
measurement 

results 

Moosavi & Sharifezadeh,  2010 38
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Recommendation on Data processing and rock mass 
model

Rock mass characteristics 
Interrelation matrix.

DE: Depth.

AP: Aperture, 

PE: Persistence, 

SP: Spacing, 

UCS: Uniaxial 
Compressive Strength, 

EM: Elastic Modulus, 

COFA: Continuity Factor, 
DEMO: Deformation 
Modulus, RMST: Rock 
Mass Strength, BRMR: 
Basic RMR, JCR: Joint 
Condition Rating, 

RQD: Rock Quality 
Designation, 

Moosavi & Sharifezadeh, 2010

39
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Example of geomechanical parameters selection for 
tunnel design 

“… inadequacies in site characterisation of geological data probably present the
major weakness to the design, construction and operation of excavations in rock.
Improvements in site characterisation methodology and techniques, and in the
interpretation of the data are of primary research requirements for all forms of
rock engineering.” (E.T. Brown, 1986)

40
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Example of geomechanical 
parameters selection for 

tunnel design:
Tunnel cross section and 

structural geology

41
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Example of geomechanical parameters selection for tunnel 
design: Rock mass characteristics along tunnel route

42
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Example of 

geomechanical 

parameters selection 

for tunnel design: 

Clusters of Major 

discontinuity sets in 

Ta and Tb (a) and Tc 

(b) of the tunnel.

37 38
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Example of geomechanical parameters selection for 
tunnel design: Laboratory test results and rock mass 

classes

44

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

Presentation layout

1. Introduction

2. Variability in rock type and rock mass structure

3. Effect of scale in rock behaviour

4. Estimation of rock mass properties using statistical analysis

5. Estimation of in‐situ stresses

6. Summary 

45
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Scale Dependent Rock Behaviour 

Length Scale ‐ Range 10 powered by15 

Fairharst, 2010 46
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Material discontinuity at different scales

Pyrak Nolte, 2018

47
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Scale Dependent Rock Behaviour:

Heterogeneity Observed From Rockmass Scale To Down To Grain‐scale

Hamdi, 2015 48
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The difference in size between the main types of 
discontinuities

Discontinuities also could be divided to: Large scale and small scale.

‐ Large discontinuities have low shear strength and seismically active.

‐ Small scale discontinuities are stochastically distributed and should be
studied using sampling techniques.

43 44

45 46

47 48
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Scale‐dependency of 

rockmass properties 

and the concept of 

Representative 

Elementary Volume 

(REV). 

50
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Rock Fracture ‐ Size/Scale Effects

Rock Mass  
Structure on an 
Absolute Scale

8 meters

Rock Mass  
Structure on the  
"Tunnel Scale"

8 meters 4 meters 2 metersBored Diameter

Tunnel 
Diameter

Larger Excavation  increased potential for blocky fall‐out

(www.phy.bnl.gov/~dwan)

51
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Presentation layout

1. Introduction

2. Variability in rock type and rock mass structure

3. Effect of scale in rock behaviour

4. Estimation of rock mass properties using statistical analysis

5. Estimation of in‐situ stresses

6. Summary 

52
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Natural variability of intact rock

distributions of intact rock properties.

53
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Covariance (COV) of intact rock properties

(Prakoso 2002) 54
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Estimate uniaxial compressive strength (UCS) using textural 
characteristics: Correlation of rock mass strength with texture 

parameters

Manouchehrian A., Sharifzadeh M., Hamidzadeh H., (2012)

Cf : ferruginous cement, 
Cfc: ferroan calcitic cement, 
Ca : argillaceous cement.

49 50
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Estimate uniaxial compressive strength (UCS) using 
textural characteristics

Manouchehrian A., Sharifzadeh M., Hamidzadeh H., (2012)

Cf : ferruginous cement, 
Cfc: ferroan calcitic cement, 
Ca : argillaceous cement.

56
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Uncertainty in material properties
• Complex history of formation & continual modification leads to

a high degree of variability in geomaterials & in situ stress

• Need to consider uncertainty as it can have a significant  impact 
on ground response & support performance

(with data from Bond & Harris 2008, Ruffolo &  Shakoor 2009, Marinos & Hoek 2000)

57
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Hoek‐Brown mi‐GSI parameters

Doruk, 1991 58
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• Given expense of  

triaxial tests,  

empirical estimates  

sometimes used

• Values contain both  

aleatory & epistemic  

uncertainty

• Should be used for

• initial estimates only!

HB Material Constant

Hoek 2007

59
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Variation of rock strength with changing scale

• Properties of rock 
discontinuities govern the 
overall behaviour of the 
rock masses. This lecture 
addresses properties of 
rock discontinuities.

• Accurate evaluation of 
rock mass strength in 
engineering activities 
leads us to safe and 
economic design. 

Properties of rock discontinuities govern the overall behavior of the 

rock masses. This lecture addresses properties of rock discontinuities.

60
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• Determined through repeated

• laboratory testing of intact
samples

• Natural variability (aleatory) 
due to  changes in:
– Index properties (density,

porosity)

– Petrographic characteristics
(grain

• size/shape, nature of cement)

• Changes in petrographic  
characteristics result in micro
defects
– Leads to different modes of

sample

• failure for intact rock

– Analyze each mode separately

Uniaxial Compressive Strength (UCS)

(Szwedzicki 2007)
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• Epistemic uncertainty  

due to measurement  & 

statistical  estimation

errors

– Measurement errors

• limited with QA/QC

– Statistical estimation  error 

reduced by  performing

adequate  number of tests

Uniaxial Compressive Strength (UCS)

62
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Example of geomechanical parameters selection for tunnel design:
Estimation of Rock Mass Properties Using Statistical Analysis (1)

The rock mass properties such as Hoek–Brown constants,

deformation modulus (Emass) and rock mass strength (σcmass)

are important input parameters in any analysis of rock mass, such

as designing the primary support and final lining in a tunnel.

The usual methods for determining rock mass properties and in

situ stresses are empirical methods, back analysis, field tests and

mathematical modeling. Field tests to determine these parameters

directly are time consuming, expensive and the reliability of the

results of these tests is sometimes questionable.

63
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Example of geomechanical parameters selection for tunnel design: 
Estimation of Rock Mass Properties Using Statistical Analysis(2)

 Statistical analysis is a branch of mathematics dealing with

gathering, analyzing, and making inferences from data.

The method is used to predict the characteristics of certain

applicable real properties in all science.

 Statistical tools not only summarize past data through such

indicators as the mean, medium, mode and the standard deviation

but can predict future events using frequency distribution

functions. Statistics provides ways to design efficient experiments

that eliminate time‐consuming trial and error.

64
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Example of geomechanical parameters selection for tunnel design: 
Estimation of Rock Mass Properties Using Statistical Analysis(3)

• The estimation of rock mass parameters using statistical analysis methods is 

carried out as following steps:

1. Selection of several empirical equation or classification system for estimation 

of rock mass properties. 

2. Statistical analysis of obtained data from empirical equations. Generally, 

average, maximum, minimum, and standard deviation data are calculated. 

According to condition and requirement project may be calculated other 

statistical parameters.

3. Omit high deviation data.

4. Re‐statistical analysis of data without high deviation data and estimation of 

rock mass properties.

65
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Example of 

geomechanical 

parameters selection 

for tunnel design: 

Estimation of Rock 

Mass Strength (σcmass)

66
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Example of geomechanical parameters selection for 
tunnel design: Estimation of rock mass strength along 

tunnel using the proposed empirical equations

61 62
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Example of geomechanical parameters selection for 
tunnel design: 

Statistical approach to estimate rock mass strength 
along tunnel using the proposed empirical equations

68
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Example of 

geomechanical 

parameters selection for 

tunnel design: 

Estimation of 

Deformation Modulus of 

rock mass (Emass)

69
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Example of geomechanical parameters selection for 
tunnel design: 

Estimation of rock mass deformation modulus (Emass) 
along tunnel using the proposed empirical equations

70
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Example of geomechanical parameters selection for 
tunnel design: 
Statistical approach to estimate rock mass 
deformation modulus (Emass) along tunnel using the 
proposed empirical equations

71
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Example of 

geomechanical 

parameters selection 

for tunnel design: 

Estimation of Hoek–

Brown and Mohr–

Coulomb constants 

of rock mass
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Example of geomechanical parameters selection for tunnel 
design: Calculated Hoek–Brown and Mohr–Coulomb parameters 

values.
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6. Summary 
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Methods of stress determination

1. Theoretical methods of 
stress estimation

2. Field measurements 
methods

3. Stress estimation using 
world data and stress 
map

4. Geological structural 
evidences (Faulting type, 
folding,…)

5. Core disking

6. Failure location in 
underground excavations
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Variation of vertical stress with depth(atter Amadei & Stephansson, 1997;Yokoyam, 2003).
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Variation of horizontal stress with depth 
(atter Amadei & Stephansson, 1997; Rummel, 2002; Yokoyam, 2003).
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Estimation of in situ stresses (1)

 Determination of in situ stresses is very difficult and expensive,

for this reason, many projects are carried out in which the stress

field has been estimated using compilations of measurement data

from nearby or regional tunnels.

 Sheorey (1994) developed an elasto – static thermal model which

accounted for the crust curvature, changes in density, elastic

constants and coefficients of thermal expansion. He suggested the

following relationship for horizontal to vertical stress ratio K :

𝐊 ൌ 𝟎.𝟐𝟓 ൅ 𝟕𝑬𝒉 𝟎.𝟎𝟎𝟏 ൅
𝟏
𝑯
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Estimation of in situ stresses (2)

 Stephensson (1993) has suggested the following relation between 

horizontal stress and vertical stress based on hydraulic fracturing 

tests. 

𝝈𝒉 ൌ 𝟐.𝟖 ൅ 𝟏.𝟒𝟖𝝈𝒗      𝑯 ൏ 𝟏𝟎𝟎𝟎𝒎

 Sengupta (1998) used 𝝈𝒗 in his equation to calculate horizontal 

stress as

𝝈𝒉 ൌ 𝟏.𝟓 ൅ 𝟏.𝟐𝝈𝒗
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Estimation of in situ stresses (3)

 The horizontal stress was determined from the following equation based on
results of in–situ tests in Canada, Australia, USA, Scandinavia, South Africa and
other regions in the world.

𝝈𝒉 ൌ
𝟏𝟐.𝟔𝟎

𝒛𝟑 𝝈𝒗

 Sheorey (2001) proposed the below equation for calculating𝝈𝒉:

𝝈𝒉 ൌ
𝝂

𝟏 െ 𝝂
𝝈𝒗 ൅

𝜷𝑬𝒎𝒂𝒔𝒔𝑮
𝟏 െ 𝝂

𝑯 ൅ 𝟏𝟎𝟎

Where 𝛃 ൌ 𝟖 ൈ 𝟏𝟎ି𝟔 /°𝐂 is the coefficient of linear thermal, 𝐆 ൌ 𝟎.𝟎𝟐𝟒 °𝐂/𝐦
that is geothermal gradient, ν is Poisson's ratio and Emass deformation modulus of
rock mass (MPa).
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Presentation layout

• Input Data Challenges of Rock  Engineering

• Rock Strength

• Analysis of Data and Estimation of Parameters

• The reliability of results must be verified by judgement and experience

Input parameter 
challenges

Modelling 
challenges

Results 
interpretations

82

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

Geotechnical Model

Input 

output 

83

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

Precision vs. Accuracy

• Precision‐‐Precision is a measure of the repeatability of a set of
measurements. When a set of measurements of the same quantity
are all close together then the data are precise. If a set of
measurements vary widely then they are imprecise.

• Accuracy ‐‐Accuracy is a measure of the truth of an experimental
result. It must be measured against a known and trusted standard.
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Garbage in – Garbage out Paradigm
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Approaches to reduce data uncertainty
Geological Uncertainty Geotechnical Uncertainty

Parameter Selection 
Uncertainty

Design Uncertainty Model Uncertainty

Model Parameter 
Uncertainty

Slope Geometry 
Uncertainty

Geo-structural 
Uncertainty

Stratigraphic 
Variability

Lithological 
Variability

Differential Weathering

Structural Uncertaity Measurement Error Simulation ErrorEngineering Decision Bias

 inherent variation of 
geological formation

 poor classification of 
known and unknown 
structures

 variation and poor 
measure of ubiquitous 
structures

 non-stationarity of 
innate variable

 spatial and time 
integration error

 inaccuracies of 
model

 misapplying model 
parameters

 use of incorrect 
boundaries

 incorrect material 
properties

 instrument and 
calibration errors

 unsuitable testing
 wrong data 

evaluation
 use of non 

representative data

 misapplying simulation 
methods

 wrong application of 
complex mathematical 
formula in place of simple 
model

 lack of confidence in data
 inadequate verification 

analysis (using data  
without correction and 
poor data treatment)

 lack of experience
 incorrect 

interpretation of back 
analysed failures

 incorrect validation of 
historic performance 
of geotechnical 
systems

 vagueness and 
incomplete 
information

Probability/Frequency 
distribution when sufficient 
data is available; Normal/
Lognormal Probability 
Functions, defined by mean, 
standard deviation, 
coefficient of variation; 
MCS, Kriging and semi-
variogram analysis

Bayesian Estimation; 
Fuzzy set theory and 
Probability Distribution; 
Sensitive analysis and 
relies on experience of 
analyst, multiple criteria 
decision method

Monte Carlo 
Simulation, 
Multivariate statistical 
Analysis; Back 
Analysis

Normal/Lognormal 
Probability Functions 
defined by mean, 
standard deviation, 
coefficient of variation, 
MCS

Characterised by bias and 
covariance of bias: bias is the 
ratio of measured/true value to 
the predicted or nominal value

Possible Solution 
Model

 Probable Source

Types of Uncertainty

A
b
d
u
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a
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a
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0
1
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Garbage in garbage out (GIGO) paradigm
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Levels of geotechnical investigation effort by mining project Stages

(M
o
d
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d
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r 
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y,
 2
0
0
9
)
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Geotechnical model components and minimum contents at each component 
and target level of data confidence by mining project Stages
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Thank you for your attention and 

Questions are welcome!
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Before any rock engineering project, mechanical parameters of rocks such as uniaxial compressive
strength and young modulus of intact rock get measured using laboratory or in-situ tests, but in some
situations preparing the required specimens is impossible. By this time, several models have been estab-
lished to evaluate UCS and E from rock substantial properties. Artificial neural networks are powerful
tools which are employed to establish predictive models and results have shown the priority of this tech-
nique compared to classic statistical techniques. In this paper, ANN and multivariate statistical models
considering rock textural characteristics have been established to estimate UCS of rock and to validate
the responses of the established models, they were compared with laboratory results. For this purpose
a data set for 44 samples of sandstone was prepared and for each sample some textural characteristics
such as void, mineral content and grain size as well as UCS were determined. To select the best predictors
as inputs of the UCS models, this data set was subjected to statistical analyses comprising basic descrip-
tive statistics, bivariate correlation, curve fitting and principal component analyses. Results of such anal-
yses have shown that void, ferroan calcitic cement, argillaceous cement and mica percentage have the
most effect on USC. Two predictive models for UCS were developed using these variables by ANN and lin-
ear multivariate regression. Results have shown that by using simple textural characteristics such as min-
eral content, cement type and void, strength of studied sandstone can be estimated with acceptable
accuracy. ANN and multivariate statistical UCS models, revealed responses with 0.87 and 0.76 regres-
sions, respectively which proves higher potential of ANN model for predicting UCS compared to classic
statistical models.

� 2012 Published by Elsevier B.V. on behalf of China University of Mining & Technology.
1. Introduction

In many rock engineering projects, the uniaxial compressive
strength of intact rock (UCS) is not measured by laboratory tests,
because performing such tests needs high quality samples and
sophisticated equipments. In many situations it is too difficult to
prepare standard core samples from weak, stratified (thinly bed-
ded), highly fractured and block-in-matrix rocks. For solving this
problem which arises during the core sample preparation, some
predictive models considering simple index parameters such as
Schmidt hammer, point load, block punch, and physical and petro-
graphical properties were developed by many researchers [1–8],
because these index tests require relatively small samples when
compared with the uniaxial compressive strength test samples.
Despite some deficiencies, index tests, when coupled with experi-
Elsevier B.V. on behalf of China Un

deh).
enced judgment, can provide initial estimate of rock properties re-
quired at the feasibility and design stage.

As view of structural point, rock is the combination of some
minerals and the cement exist between them which various com-
binations of them forms rocks with various properties (physical
properties, chemical properties, mechanical properties, magnetic
properties, etc). Mechanical properties of rocks are a function of
its structure such as mineral content, porosity, number of weak
planes and texture of itself. In fact, mineral content and porosity
explain the genus of forming materials and their packing density,
quality of structural materials will be explained by considering
the number of micro cracks exist in the body of rock and configu-
ration of forming materials and their linkage will be explained by
texture of rock. By knowing these three parameters, mechanical
properties of every composite material will be recognized more
accurately.

In recent years, many researchers have focused on the relation-
ship between textural and mechanical properties [1,5,9–13]. Results
have shown that mechanical properties of rocks are a function of the
iversity of Mining & Technology.
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textural properties. These research results show that mechanical
properties of rock depends on its textural characteristics and
most effective parameters are mineral content, grain size, grain
shape and porosity. Thus some researchers by using classic
statistical methods and recently by developing intelligent
techniques, by using them have established models based on tex-
tural characteristics to estimate mechanical parameters of rock
[1,14–19]. In these models textural characteristics were chosen as
inputs of models which were not easy to determine. So these models
didn’t become popular ones.

Singh et al. (2001) employed ANN to estimate mechanical
parameters of rock. In their studies they used parameters as inputs
of predictive models which were not simple to determine and
needed to use up much time and use specific equipments [16]. Also
Tamrakar et al. (2007) established models to estimate mechanical
parameters of sandstone which their studies suffered from the
above problem [17].

In this paper, two ANN and multivariate statistical models are
presented which have potential of predicting UCS with acceptable
accuracy using some simple textural parameters. This ease of use
can cause popularity of this method for estimating different
parameters of rocks such as mechanical properties, physical prop-
erties, magnetic properties, etc.
Table 1
Some properties of the rock samples.[17]

No. Q (%) Fl (%) Cfc (%) Cf (%) Cs (%) Ca (%)

1 49 6 1 0 7 8
2 52 5 7 10 6 3
3 48 14 0 1 3 3
4 32 9 10 1 7 8
5 55 4 3 3 2 1
6 41 7 0 0 15 5
7 66 5 9 1 3 3
8 59 3 0 10 6 3
9 32 8 0 2 4 15
10 36 8 2 1 5 9
11 50 12 0 0 5 7
12 39 9 0 2 2 2
13 53 6 0 4 6 8
14 48 10 0 14 5 4
15 37 13 2 8 5 14
16 54 8 1 1 4 5
17 41 8 21 1 0 1
18 31 12 32 0 0 0
19 44 6 24 4 1 3
20 34 8 28 1 1 0
21 36 8 25 0 0 0
22 23 3 34 3 3 1
23 38 7 23 0 0 0
24 32 15 14 7 0 1
25 34 16 14 0 0 0
26 27 9 21 2 0 2
27 28 9 29 0 0 0
28 40 8 31 0 0 0
29 38 8 27 0 0 0
30 27 11 33 0 0 1
31 35 7 32 0 0 1
32 35 8 30 0 0 1
33 37 8 30 0 0 1
34 29 14 37 0 0 1
35 35 8 34 0 0 1
36 35 7 31 0 0 0
37 32 10 33 0 0 1
38 30 15 34 1 0 0
39 38 12 29 0 0 0
40 33 12 31 0 0 1
41 42 11 27 0 0 1
42 34 11 32 0 0 0
43 35 9 33 0 0 0
44 32 7 26 1 0 1

Note: Q, Quartz; Fl, Feldspar; M, Mica; Cfc, Ferroan calcitic cement; Cf, Ferruginous ceme
cement; n, Void; Mx, Matrix; L, Lithic fragments; Mz, Mean grain size; UCS, Uniaxial co
2. Siwalik sandstone

Analyses that were carried out in this study on the relationships
between UCS and rock textural characteristics have been based on
the data obtained by Tamrakar et al. (2007) [17]. They tried to find
relationships among mechanical, physical and petrographic prop-
erties of Siwalik sandstones, central Nepal sub-Himalayas by per-
forming statistical analyses. Textural configurations and UCS of
studied samples are summarized in Table 1. Also two representa-
tive thin-section images of studied samples are shown in Fig. 1.

Petrographic analyses have shown that quartz, feldspar and
lithic fragments vary from 32% to 66%, 3% to 16% and 0 to 24%,
respectively in these samples (Table 1). Quartz is mostly undulosed
monocrystalline to polycrystalline, and some are non-undulosed.
Feldspar is both K-feldspar and plagioclase. Lithic fragments are of-
ten quartz-mica tectonite, quartz-mica aggregate, quartz-mica-
feldspar aggregate, and argillite-shale. Among the micas, biotite
and muscovite are substantial whilst chlorite is minor. Heavy min-
erals form minor constituents in sandstones. Matrix forms 0% to
18% and occurs as primary and secondary alteration products. Total
cement ranges between 6% and 41%. Ferroan calcitic cement occurs
as pore occluding, replacing and fracture-filling cements. Besides,
ferruginous and argillaceous cements occur as grain coats and
M (%) n (%) Mx (%) L (%) Mz (mm) UCS (MPa)

1 9 12 7 2.13 7.9
2 7 3 4 2.11 11.2
4 4 17 5 2.8 12.6
15 4 9 2 3.01 51.6
3 4 12 9 1.74 28.8
18 1 11 1 2.97 49.8
3 1 5 3 2.55 47.5
2 5 5 7 2.15 29.4
15 8 13 2 3.12 28.7
8 9 16 5 2.64 18.5
5 9 9 2 2.77 12.6
16 10 18 1 2.76 34.8
3 5 10 4 2.54 29.3
3 6 8 2 2.44 15.2
3 8 6 4 2.58 1.29
3 7 5 11 1.53 9.57
5 6 2 14 1.44 19
8 4 1 10 1.96 32.2
4 6 4 4 2.07 9
5 1 1 20 1.72 19.2
2 7 1 20 0.95 21.8
19 4 10 0 2.74 31.9
3 3 1 1 0.78 42.7
12 5 2 1 0.99 9.8
8 6 2 2 0.99 21.4
11 9 3 1 1.08 24
12 12 6 3 1.22 11.7
2 1 1 2 1.05 48.4
7 7 1 2 1.01 15.4
9 2 2 1 1.05 33.4
4 3 1 1 0.99 36.4
10 3 1 2 1.07 24
5 8 1 3 0.94 8.2
7 1 1 2 1.05 48.4
6 2 1 1 0.87 25
9 6 1 1 0.77 27.8
9 3 1 1 0.88 27.9
8 1 1 2 0.77 41.4
6 2 1 4 1.16 40.4
5 1 1 3 0.84 31.6
3 2 1 9 0.91 38.5
6 1 1 3 0.96 48.4
6 1 3 3 0.99 43.2
9 8 3 2 0.86 7.9

nt (brown to reddish brown iron hydroxides); Cs, Siliceous cement; Ca, Argillaceous
mpression strength.



Fig. 1. Representative thin-section images of Siwalik sandstone [17].
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Fig 2. Boxplot of variation of measured data.
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isolated patches in some sandstone. Optical void (hereafter-void)
ranges between 1% and 12% of the modal composition. Voids are
mainly intergranular and rarely intragranular. Besides, secondary
voids are also found; grain fracture, rock fracture and dissolution
[17].

3. Statistical analyses on experimental data

There are many textural characteristics which can be deter-
mined in petrographical studies but for establishing predictive
models it’s needed to define dominant independent variables on
the target dependant variables. For this purpose, statistical analy-
ses can be helpful. Statistical analyses which were done in this
study on the relationships between mechanical properties of rock
and textural characteristics of rock have been based on the data
obtained from analyzing Siwalik sandstone.

In this study, just textural characteristics are used which have
easy determining technique. Thus considered textural parameters
here consist of mineral content, void and grain size for evaluating
UCS. A data matrix has been built using observations belonging to
44 rocks (Table 1).

In this study some data analyses including basic descriptive sta-
tistics, bivariate correlation, curve fitting and principal component
analyses has been applied to data set.

Original data set was subjected to bivariate correlation. This
analysis was aimed to determine the independent variables affect-
ing UCS more than the others do, for recognizing the relationships
between UCS and other textural characteristics of rock. After
selecting the model parameters, two ANN and statistical models
of UCS were built in following section of artificial neural networks
and multivariate statistics in this paper.

Domains of measurements variation in the original data set are
shown in Fig. 2. The boxplot of the original data set which is shown
in Fig. 2 shows that for the most of the data groups, the median is
not in the center of the box, which indicates that data for most of
measurements are not symmetric.

To visualize relationship between USC and each measured tex-
tural characteristics and its trend, scatterplot of UCS against each
of them were plotted (Fig. 3). Fig. 3 indicates that USC of studied
sandstone have more relationship with void and Cfc than the
others.

Bivariate correlation analysis was carried out to recognize rela-
tion between every single parameter (Table 2 and Fig. 4). Results of
bivariate correlation analysis show that UCS is most correlated
with void, Cf (ferruginous cement), Cfc (ferroan calcitic cement),
Ca (argillaceous cement), mica and lithic fragments. The other vari-
ables do not have any significant correlation with UCS. It means
these six textural characteristics affect UCS more than the others
do.

Beside, to recognize potential of predicting UCS by each single
textural parameter, curve fitting was applied to data set. For this
purpose, all the nonlinear models along with the linear model were
tried to fit the data to establish bivariate regression models for UCS
using each independent variable, so the goodness of fit statistics
have been used. Sum of squares due to error (SSE), root mean
squared error (RMSE), the coefficient of determination (R2), and
the adjusted R2 were used as the numerical measures of the good-
ness of the fit for bivariate regression models. R2 is the square of
the correlation between the response values and the predicted re-
sponse values. A value closer to 1 indicates that a greater propor-
tion of variance is accounted for by the model. Adj-R2 is the
degrees of freedom adjusted R-square. A value closer to 1 indicates
a better fit. SSE measures the total deviation of the response values
from the fitted values of the response values. It is also called the
summed square of residuals. A SSE value closer to zero indicates
a better fit. RMSE is also known as the fit standard error and the
standard error of the regression. An RMSE value closer to zero indi-
cates a better fit [20]. Models fitting the data best for the predic-
tions of UCS are given in Table 3.

Measurements collected in a series of variables in a data set
may be strongly correlated. Such measurements may also be re-
garded as expressing two or more fundamental aspects of a single
parameter. Principal components analysis is an effective method to
check if a data set is suffering from the above problem. It is also a
quantitatively rigorous method for achieving necessary simplifica-
tion of the data sets having that problem. The method generates a
new set of variables, called principal components. Each principal
component is a linear combination of the original variables. All
the principal components are orthogonal to each other, so there
is no redundant information. The full set of principal components
is as large as the original set of variables. However, it is common-
place for the sum of the variances of the first few principal compo-
nents to exceed 80% of the total variance of the original data [20].

A principal components analysis has been applied on the origi-
nal data set. The coefficients for twelve principal components are
given in Table 4. The columns in Table 4 are in order of decreasing
component variance. The absolute largest coefficients in the first
principal component are mainly Cfc, Ca, matrix, grain size and Cs.
This means that the principal component with the highest variance
is mainly weighted on Cfc, Ca, matrix, grain size and Cs. All coeffi-
cients of the first principal component have proper signs, making it
a weighted average of all the original variables. The second princi-
pal component is mainly weighted on mica, third component is
weighted on UCS and void and fourth component is weighted on
Cf and lithic fragments.

The variance explained by each principal component is given in
Table 5. It shows that the most of the variance (78%) in data set can



Table 2
Correlation coefficients for original data set.

Parameter UCS Void Cf Cfc Ca Mica Fragment Quartz Matrix Size Cs Feldspar

UCS 1 �0.7 �0.34 0.29 �0.24 0.22 �0.21 �0.13 �0.12 �0.07 0 0
Void �0.7 1 0.22 �0.44 0.39 0.1 0.02 0.05 0.41 0.27 0.14 �0.14
Cf �0.34 0.22 1 �0.48 0.29 �0.18 �0.04 0.36 0.18 0.37 0.35 �0.15
Cfc 0.29 �0.44 �0.48 1 �0.7 0.07 �0.06 �0.65 �0.76 �0.76 �0.75 0.16
Ca �0.24 0.39 0.29 �0.7 1 0.07 �0.07 0.23 0.6 0.72 0.64 �0.07
Mica 0.22 0.1 �0.18 0.07 0.07 1 �0.42 �0.59 0.28 0.24 0.16 0.06
Fragment �0.21 0.02 �0.04 �0.06 �0.07 �0.42 1 0.22 �0.09 �0.01 �0.05 �0.12
Quartz �0.13 0.05 0.36 �0.65 0.23 �0.59 0.22 1 0.3 0.39 0.44 �0.39
Matrix �0.12 0.41 0.18 �0.76 0.6 0.28 �0.09 0.3 1 0.82 0.62 �0.19
Size �0.07 0.27 0.37 �0.76 0.72 0.24 �0.01 0.39 0.82 1 0.77 �0.25
Cs 0 0.14 0.35 �0.75 0.64 0.16 �0.05 0.44 0.62 0.77 1 �0.3
Feldspar 0 �0.14 �0.15 0.16 �0.07 0.06 �0.12 �0.39 �0.19 �0.25 �0.3 1

604020 80

20

40

60

0

U
C

S 
(M

Pa
)

Quartz (%)
10 20

20

40

60

0

U
C

S 
(M

Pa
)

Feldspar (%)
10 20

20

40

60

0

U
C

S 
(M

Pa
)

Mica (%)
20 40

20

40

60

0

U
C

S 
(M

Pa
)

Cfc (%)

105 15

20

40

60

0

U
C

S 
(M

Pa
)

Ct (%)
105 15

20

40

60

0

U
C

S 
(M

Pa
)

Cs (%)
105 15

20

40

60

0

U
C

S 
(M

Pa
)

Ca (%)
105 15

20

40

60

0

U
C

S 
(M

Pa
)

Void (%)

10 20

20

40

60

0

U
C

S 
(M

Pa
)

Matrix (%)
10 20

20

40

60

0

U
C

S 
(M

Pa
)

Fragment (%)
2 4

20

40

60

0

U
C

S 
(M

Pa
)

Size (mm)

Fig. 3. Scatterplots of UCS against the textural characteristics of rock.
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Table 3
Best bivariate regressions for UCS.

Predictor R2 Adj-R2

Void 0.54 0.52
Cfc 0.203 0.143
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be explained by only four principal components with three first
principal components account for the highest percent of the total
variance (70%) (Fig. 5). This indicates that data set is mainly driven
by independent variables of void, Ca, matrix, grain size, Cs, mica,
UCS and void. Therefore, it was decided to consider void, Cfc, Ca
and mica percentages as the predictors in the ANN and statistical
models for UCS, also considering the scatterplots and correlation
analyses.
4. Analysis using artificial neural networks

A neural network is a massively parallel-distributed processor
that has a natural propensity for storing experiential knowledge
and making it available for use. Because of its ability to learn and
generalize interactions among many variables, artificial neural
RMSE Regression model

9.613 UCS = 3680void2 � 711.6void + 49.19
12.92 UCS = 4401Cfc3 � 2121Cfc2 + 268Cfc + 18.66



Table 4
Coefficients for the principal components.

Parameter Principal component

1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th 11th 12th

UCS 0.15 �0.3 0.6 �0.01 0.06 �0.02 0.05 �0.27 0.64 �0.07 0.18 �0.05
Void �0.23 0.05 �0.59 0.25 �0.12 �0.22 0.04 0.02 0.55 0.04 0.39 �0.12
Cf �0.24 0.19 �0.06 �0.49 �0.46 0.56 0.16 �0.22 0.14 �0.11 �0.02 �0.15
Cfc 0.43 �0.05 �0.02 0.12 �0.14 0.12 �0.2 �0.15 �0.3 0.05 0.44 �0.64
Ca �0.36 �0.13 �0.08 �0.13 0.22 �0.03 �0.74 �0.29 0.08 0.08 �0.29 �0.23
Mica �0.01 �0.62 �0.13 0.21 �0.13 0.29 0.22 0.24 0.08 0.37 �0.39 �0.23
Fragment �0.01 0.43 0.03 0.43 0.52 0.55 0.08 �0.02 0.15 �0.01 �0.08 �0.12
Quartz �0.27 0.4 0.34 �0.08 �0.05 �0.37 0.22 0.15 0.02 0.46 �0.12 �0.46
Matrix �0.38 �0.23 �0.01 0.17 0.15 �0.19 0.42 �0.35 �0.26 �0.51 �0.07 �0.29
Size �0.41 �0.18 0.12 0.05 0.12 0.18 0.07 �0.25 �0.28 0.5 0.5 0.3
Cs �0.38 �0.14 0.25 �0.02 0.02 0.16 �0.21 0.7 �0.03 �0.34 0.3 �0.13
Feldspar 0.15 �0.14 �0.25 �0.63 0.61 �0.01 0.23 0.13 0.06 0.08 0.14 �0.16

Table 5
Variance explained by each principal component.

Principal component Variance Variance explained (%)

1 4.7 38.9
2 2.1 17.3
3 1.6 13.4
4 1 8
5 0.9 7.5
6 0.6 5
7 0.4 3.7
8 0.3 2.4
9 0.2 1.7
10 0.1 1.1
11 0.1 0.9
12 0 0.2
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Fig. 5. Percent variability explained by the first eight principal components.
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networks technology has been reported to be very useful in mod-
eling the rock material behavior by many researchers [21,22].

Meulenkamp and Alvarez Grima (1999) investigated the possi-
bility of predicting UCS by ANN from rock hardness information
using Equotip hardness tester and other intact rock properties.
Their study indicated that ANN technology was more powerful
than conventional statistical techniques in predicting UCS from in-
tact rock properties [23]. Studies of Singh et al. (2001) in develop-
ing predictive models for UTS, UCS, and axial point load strength
from the intrinsic rock properties revealed that using ANN in build-
ing these models was more accurate than using conventional sta-
tistical techniques [16].

Feed-forward back propagation network was chosen to build
the prediction models for UCS in this study, which is a two-layer
network with tangent sigmoid transfer function neurons in the
hidden layer and a pure linear transfer function neuron corre-
sponding to UCS in the output layer. Also, the input layer had four
neurons corresponding to four independent variables of void, Cfc,
Ca and mica percentage. This network architecture is shown in
Fig. 6.

Above network architecture is known as a useful neural net-
work structure for function approximation or regression problems.
Back propagation was created by generalizing the Widrow-Hoff
learning rule to multiple-layer networks and nonlinear differentia-
ble transfer functions. Standard back propagation is a gradient des-
cent algorithm, as is the Widrow-Hoff learning rule, in which the
network weights are moved along the negative of the gradient of
the performance function. The term back propagation refers to
the manner in which the gradient is computed for nonlinear mul-
tilayer networks. Properly trained back propagation networks were
reported to tend to give reasonable answers when presented with
inputs that they have never seen [20].

The multilayer feed-forward network is the most commonly
used network architecture with the back propagation algorithm.
Feed-forward networks often have one or more hidden layers of
sigmoid neurons followed by an output layer of linear neurons.
Multiple layers of neurons with nonlinear transfer functions allow
the network to learn nonlinear and linear relationships between
input and output vectors. Tangent sigmoid nonlinear transfer func-
tion is known useful for neural networks where speed is important
and the exact shape of the transfer function is not. The linear out-
put layer lets the network produce values outside the range �1 to
+1. If the last layer of a multilayer network has sigmoid neurons,
then the outputs of the network are limited to a small range. If lin-
ear output neurons are used, the network outputs can take any va-
lue. Moreover, in back propagation, it is important to be able to
calculate the derivatives of any transfer functions used. Each of
the transfer functions mentioned above has a corresponding deriv-
ative function [20].

Determining the number of hidden layers and the appropriate
number of neurons for each hidden layer are very important in
architecting neural networks. Researches in this area have shown
that one or two hidden layers with an adequate number of neurons
are sufficient to model any solution surface of practical interest.

Previous studies in this area have also shown that the number
of neurons to include in the hidden layer is a function of the
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number of training pairs available [24]. A large number of hidden
layer nodes have large number of associated undetermined param-
eters, and if the number of training pairs is small, the network will
then tend to memorize rather than generalize. Seibi and Al-Alawi
(1997) pointed out that an overdetermined network should be
used in order to have a good approximation over the region of
interest. They suggested the following formula for calculating the
appropriate number of hidden neurons to be used in a single hid-
den layer if the number of training pairs is known:

n ¼ h� ðNh � ðmþ 1Þ þ p� ðNh þ 1ÞÞ ð1Þ

where n is the number of training pairs available; h a constant
greater than 1.0 (i.e., h = 1.25 would give a 25% overdetermined
approximation); Nh the number of hidden neurons to be used in a
network that has only one hidden layer; m the number of input
nodes; and p the number of output nodes [24].

Using the above formula, 3.16 was obtained for Nh in this study.
Thus, two ANN models with 3 and 4 neurons in the hidden layer
were built. The data set was subdivided into training, validation,
and test subsets. The one fourth of the data was taken for the val-
idation set, one fourth for the test set, and one half for the training
set. The sets were picked as equally spaced points throughout the
data set. ANN then were trained and implemented by using MAT-
LAB neural network toolbox using back propagation with Leven-
berg-Marquardt algorithm. This algorithm was chosen because it
is known to be the fastest method for training moderate-sized
feed-forward neural networks.
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Training, validation, and test errors are shown for two ANN
models in Fig. 7. The results for two model is reasonable, since
the test set errors and the validation set errors have similar charac-
teristics, and it does not appear that any significant overfitting has
occurred. The network response was also analyzed for two ANN
models as given in Fig. 8. It was understood from Fig. 8 that two
ANN models for UCS have given predicted UCS values close to
the measured ones. The correlation coefficients between observed
and predicted UCS values based on 3 and 4 neuron in hidden layer
ANN models are 0.82 and 0.87, respectively. Due to minute better
correlation coefficient of 4 neurons in hidden layer ANN model, it’s
selected for the entire of the studies.
5. Analysis using multivariate statistics

For establishing multivariate statistics model, the same Input
variables which were used as inputs of neural network models
consist of void, Cfc, Ca and mica were used. The obtained results
were used to check out the efficiency of ANN model by comparing
the results.

Results of linear multivariate regression analysis resulted in an
equation with the general form as shown below:

Y 0 ¼ c þ b1x1 þ b2x2 þ � � � þ bnxn ð2Þ

where Y’ is the dependent variable, c a constant, x1 to xn are vari-
ables and b1 to bn are partial regression coefficients for x1 to xn.
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Derived equation for statistical UCS model in this study is in the
below form:

UCS ¼ 38� 352:26n� 5:3Cfcþ 10:67Cf þ 93:15M ð3Þ

where n is void percent, Cfc the percent ferroan calcitic cement, Cf
the ferruginous cement percent and M the mica percent.

Scatterplot of estimated UCS from statistical model against ob-
served UCS is plotted in Fig. 9. It may be noted that the incorpo-
rated independent variables might introduce multicollinearity
into the model. Although multicollinearity causes problems in
interpreting the regression coefficients, it does not affect the use-
fulness of a regression equation for prediction of new observation
[25].
6. Results and discussion

In this paper artificial neural networks along with multivariate
statistics were used to establish UCS models. According to the re-
sults of statistical analyses, there are statistically meaningful rela-
tionships between UCS and void, ferroan calcitic cement (Cfc),
ferruginous cement (Cf) and mica percentage. The models of ANN
and multivariate statistics for the prediction of the UCS were then
constructed using four inputs and one output. Investigation of re-
vealed results indicates that ANN models are more powerful than
statistical models. Results of two ANN and statistical models are
shown in Table. 6.

Tamrakar et al. (2007) performed statistical analyses to find
relationship among mechanical, physical and petrographic proper-
ties of same samples which were used in this study. In spite of
using complex input variables which are not easy to determine
in their models, their results had lower accuracy in comparison
with results obtained here.

In this study the textural characteristics were chosen as input of
neural networks which can be determined so easier than ones used
in previous models based on textural characteristics. This conve-
nience and acceptable accuracy can increase the use of this method
for evaluating mechanical properties of rock.

Considering ease of use and low expense of such studies,
employing this method for evaluating mechanical properties of
Table 6
Comparison of results of established models in this study.

Model R R2 Adj-R2 RMSE SSE

ANN 0.87 0.7663 0.7498 6.23 1846
Multiple linear regression 0.76 0.5692 0.5587 7.039 2031
rock in preliminary phase of rock engineering projects will save
money and time intensively.

7. Conclusions

In this study artificial neural networks along with multivariate
statistics have been employed to predict UCS from textural proper-
ties of rocks. The following results and conclusions can be drawn
from the present study of building predictive models of UCS:

(1) Principal components analysis has shown that principal
component with the highest variance is weighted on void,
ferroan calcitic cement, argillaceous cement, siliceous
cement, mica, grain size, matrix and UCS. Also bivariate cor-
relation analysis and scatterplots revealed that void, ferroan
calcitic cement, Ferruginous cement, argillaceous cement,
rock fragments and mica percentage are the most correlated
independent variables with UCS. Thus void, ferroan calcitic
cement, argillaceous cement and mica percentage were cho-
sen as input of the established neural networks.

(2) In previous UCS models, textural characteristics were used
as input of model which determination of them is difficult
and needs more expensive equipments. This study have
shown by carrying out proper statistical analyses, simple
textural characteristics but dominant ones on the UCS which
predict UCS with acceptable accuracy can be defined. This
can reduce popularity of this technique for evaluating
mechanical properties of rock from textural characteristics.

(3) A large number of hidden layer nodes have large number of
associated undetermined parameters, and if the number of
training pairs is small, the network will then tend to memo-
rize rather than generalize. An over determined network
could be used in order to have a good approximation over
the region of interest.

(4) Bivariate correlation, bivariate linear regression, and curve
fitting analyses revealed that void percentage was the most
reliable indirect test to estimate UCS for the sandstone that
was employed in this study.

(5) Evaluation of the graphical and numerical measures of the
goodness of the fit statistics has clearly indicated that
respective ANN models of UCS are more acceptable than
multiple linear regression models of UCS in predicting actual
UCS values.
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Abstract The stability analyses of slope excavations

in rock mass require reliable geomechanical input

parameters such as rock mass strength, friction angle

and cohesion of sliding surface. These parameters are

naturally uncertain and their exact values cannot be

known, therefore, their variability must be properly

accounted for in the stability analyses. Deterministic

approaches such as the limit equilibrium methods,

numerical methods and kinematic analysis methods do

not account for the variability in any of the input

parameter. This paper therefore provides a review of

uncertainty and uncertainty analysis methods, prob-

lems and developments in geotechnical modelling of

rock slope stability. The review is motivated by the

availability of qualitative and number of methods for

uncertainty analysis. The paper examines the various

definitions and description of uncertainty and the

different vocabularies that are used, and also sum-

marises and categorises the different sources of

uncertainty as well as integrating uncertainty for rock

slope assessment problems. The paper discussed a

simple survey of probability-based reliability methods

that have been used for rock slope stability analysis in

the past 3 decades.

Keywords Rock slope stability � Uncertainty � Rock
variability property � Probabilistic-based reliability

1 Introduction

Rock slope stability study is one of the most

challenging issues in geotechnical engineering. It has

both economic and safety implications for open pit

mines. The analysis and design of open pit rock slope

is a key aspect of mine design as it generally seeks to

optimise the overall slope angle in order to maximise

the extraction of ore while maintaining the stability of

the individual bench slopes. The knowledge of the

rock shear strength and the determination of the

required safety factor are the most key parts of slope

design. The stability of slope is usually determined

using conventional design methods such as the limit

equilibrium methods. Conventional rock slope design

methods comprise the calculation of the mean shear

strength of rock and the estimation of the rock strength

using empirical methods. Based on the shear stress and

shear strength of the rock mass the factor of safety can

be calculated. The factor of safety is the ratio of the

rock strength at failure to the mobilised shear stress on

the failure surface. When the factor of safety

approaches one, failure is assumed to be imminent

or the slope is assumed to be at stable equilibrium. The

slope is considered safe or stable only if the calculated
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factor of safety is greater than one and the slope fails

when the ratio is less than one.

Even though the conventional methods are com-

monly used for rock slope design, many geotechnical

investigators (e.g. McMahon 1985; Chowdhury 1986;

Duzgun et al. 2003; Jimenez-Rodriguez et al. 2006)

have expressed some concerns about the conventional

approach for stability design of rock slope. They noted

that the rock slope failure could not be properly

explained by comparing rock shear strength with

stresses induced on the rock masses by mining

activities. They suggested that rock slope failure could

be related to stress–strain behaviour. Hence either

approaches of determining the factor of safety are

basically deterministic and do not consider the inher-

ent variability of the rock mass properties. In deter-

ministic approach the mean values of the input

parameters are generally assumed and represented

with certainty by a single value. The results from the

deterministic methods could be misleading depending

on the distribution of the rock property variation. In

order words deterministic methods do not account for

variability in any of the input parameter. There have

been cases where rock slopes failed even though the

failed slope had been considered stable with factor of

safety greater than one.

Therefore, for a reliable design and analysis of rock

slope in open pit mine, appropriate methods which

incorporate the variability in the rock mass properties

must be used. The methods which consider this

variability are known as probabilistic methods. In a

probabilistic approach, the stability analysis can be

considered as a random system, where the occurrence

of a rock slope failure is a random event depending on

the outcome of the random variables involved.

Figure 1 shows a schematic diagram of the design

approaches for rock slope.

A number of probabilistic studies on rock slope

stability problems that treat the rock property as a

random variable have been carried out (e.g. McMahon

1985; Chowdhury 1986; Low and Einstein 1992; Low

1997; Park and West 2001; Duzgun et al. 2003; Miller

et al. 2004; Park et al. 2005, 2006; Low 2007, 2008;

Jimenez-Rodriguez et al. 2006; Jimenez-Rodriguez

and Sitar 2007; Duzgun and Bhasin 2009; Wattimena

2013; Gravanis et al. 2014). Low (1997) presented a

closed-form equation for the calculations of a factor of

safety of two-joint tetrahedral wedges in rock slopes

with an inclined ground surface that dips in the same

direction as the slope face. Low (2007) further

investigated the system reliability of wedge in which

four parameter beta distributions are used to describe

the basic random variables in the rock wedge stability

model. Miller et al. (2004) explored a point estimate

method (Rosenblueth 1981) to analyse the stability of

plane shear and rock wedge failures. Park et al. (2006)

also presented a probabilistic approach for rock wedge

failure analysis based on point estimate method where

normal probabilistic distribution were assumed for the

random variable and the safety margin. Based on Low

(1997), Jimenez-Rodriguez et al. (2006) and Jimenez-

Rodriguez and Sitar (2007) analysed the stability of

rock slopes using the joint cut-set formulation models

to model the system reliability of wedge in which each

cut-set corresponds to a failure mode of the wedge.

Duzgun and Bhasin (2009) applied the first order

reliability method (FORM) for probabilistic modelling

of rock plane failure. Gravanis et al. (2014) proposed

an analytical solution for calculating the probability of

failure of rock slopes against planar sliding based on

the theory of random field where cohesion and friction

coefficients along discontinuity were treated as Gaus-

sian random field. In operational open pit mines,

Duzgun et al. (2003) used the advanced first-order-

second-moment (AFOSM) reliability method to

account for rock variability in the probabilistic method

for the design of plane failure mode. Abbaszadeh et al.

(2011) presented a method which combines point

estimate method and the Taylor series approximation

methods in a case study at a copper mine. Wattimena

(2013) utilised the logistic regression method to

predict the probability of rock slope stability for a

given rock mass strength parameters. Valerio et al.

(2013) used the point estimation methods in combi-

nation with limit equilibrium methods to evaluate the

factor of safety of a proposed open pit slope in a

diamond mine. They use the Monte Carlo random

sampling method to develop a simulated population to

approximate a normal distribution, which in this case

represents the probability of slope performance

defined in terms of the factor of safety.

Generally the probabilistic assessment of rock

slope stability is performed by: (1) quantifying the

uncertainty in the rock properties in order to determine

the basic statistical parameters (e.g. mean and vari-

ance) and probability density functions of the strength

property of the rock mass; (2) the probability of failure

is determined with respect to a particular failure
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criterion, which can either be the induced shear stress

exceeding the rock mass strength, or the strain

developing in the slope exceeding a defined threshold

strain value for the rock mass. The failure of rock slope

in this context is defined as the limit state when

strength of the rock mass is violated or when the strain

occurring in the rock is greater than the peak strain for

the rock. In open pit excavations the limit state is not

known explicitly, however numerical analysis using

the finite element methods can be combined with

function approximation tools to construct a closed-

form expression for the limit state surface.

In recent years many approximation methods have

been increasingly used in the analysis and design of

rock slopes such as the first order reliability method

(FORM), the second order reliability method

(SORM), the first order-second moment (FOSM), the

advance first order-second moment (AFSOM); the

point estimate method (PEM), the advanced point

estimate method (APEM) and the random set (RS)

theory to model the relationship between non-linear

multivariate variables. The probability and reliability

analysis of rock slope have become popular because

they provide a more realistic estimation of uncertainty.

The use of probabilistic options in slope stability

software like Slide, Swedge, Rocplane and RS2

(Rocscience Inc. 2006, 2001, 2015a, b) reveals the

general acceptance of probability and reliability tools

by geotechnical practioners; these software have built-

in routines that employ probabilistic methods such as

Monte Carlo (MC) simulations, Latin Hypercube (LH)

simulation and Rosenblueth Point Estimate Method

(PEM).

The objective of this paper is to present some basic

concepts of geotechnical uncertainty modelling and

analyses in addition to probabilistic concept of rock

slope stability; understand the difference between

uncertainty and variability; brief coverage to quantifi-

cation of uncertainty and methods of quantifying

uncertainty, and sources and types of uncertainty

through understanding of various vocabulary that are

used for uncertainty and briefly discussed the eco-

nomics and safety aspect of slope instability in terms

of on the consequence analysis. Based on existing

FS = Factor of Safety; PF = Probability of Failure; RI = Reliability Index; FEM = Finite Difference Method; BEM = Boundary Element Method; DEM = 
Distinct/Discrete Element Method; DDA = Discontinuous Deformation Analysis; FEM = Discrete Fracture Network; FORM = First Order Reliability Method; 
SORM = Second Order Reliability Method; FOSM = First Order Second Moment; AFOSM = Advanced First Order Second Moment; PEM = Point Estimate 
Method; MCS = Monte Carlo Simulation

Deterministic Slope Stability Analysis
Use single value for each input parameter

Uncertainty not formally recognised
Do not account for variability in the input 

parameter

Limit Equilibrium Stability Analyses
Planar (including multi-planar & buckling 

failures) & Wedge & Toppling Failures
Determine Optimal Bench Height & Slope 

Angles, Berm Widths and Stack 
Configurations

Input parameters describe as 
probability distribution 

Slope failure as random event

Probabilistic/Reliability Analysis
Considers variability in the input 

properties
Recognises uncertainty

Numerical Methods
Continuum – FEM, FDM, BEM

Discontinuum – DEM, DDA, DFN
Hybrid – e.g. hybrid finite/discrete-

element 

No measure for FS

Empirical & Classification Methods
Divide rock mass formation into 

groups of similar behaviour

Kinematic Analyses
Define Failure Mode per

Slope Sector

Determine 
FS/critical 

failure 
mechanism

Methods: e.g. FORM, SORM, 
FOSM, AFOSM, PEM, MCS etc.

Functions of factor of safety, FS

Determine 
PF/RI

SLOPE 
DESIGN 

METHODS

Fig. 1 The design approaches for rock slope
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knowledge, an integration of uncertainty for rock

slope stability analysis is presented and in addition,

appropriate possible solution models are also dis-

cussed. Finally the paper presents a review of the

historical development and scope of probabilistic-

reliability applications in rock slope design starting

from 1985 to 2017.

1.1 Probability Concepts of Rock Slope Stability

For stability analysis of rock slope, geotechnical

engineers cannot ignore the deterministic methods of

analysing the possibility of structurally controlled

failure. The analyses can range from empirical,

kinematic, limit equilibrium and numerical methods

(Fig. 1). For instance, kinematic analyses are carried

out using mean joint orientations of discontinuity sets

to analyse the stability of slope and benches against

various structurally controlled failures (i.e. planar,

wedge and toppling failures). Depending on whether

possible structurally controlled failures exist or not

regarding slope dimensions compared to say discon-

tinuity spacing, the stability analysis of the slope may

be carried out using appropriate limit equilibrium and/

or numerical approach to make informative decision

from the output results (i.e. factor of safety). While the

deterministic analysis do not take into account the

variability in rock mass properties, probabilistic

methods are generally used and aimed at statistical

characterisation of factor of safety for a given input

statistics of the rock mass properties. Here the stability

of slope is defined in terms of probability of failure or

reliability index instead of a factor of safety; this is

necessary owing to the uncertainties in rock mass

properties. The probability of failure concepts is

shown in Fig. 2 (Steffen et al. 2008). There is a linear

relationship between the probability of failure and the

likelihood of failure, whereas none exists with factor

safety. The assessment of stability of the slope may be

carried out using two different types of probabilistic

methods, i.e. by ignoring spatial variability and by

considering spatial variability of rock mass properties.

1.1.1 Probabilistic Slope Stability Analysis

by Ignoring Spatial Variability

In the traditional probability methods, the reliability

index of slope is estimated by treating input param-

eters as random variables and does not consider spatial

variability in rock mass properties. There are two

approaches, namely the most probable point-based

(MPP) and the sampling-based approaches. The MPP

approach includes the first/second order reliability

(FORM/SORM). They involve searching a design

point in input space with an objective depending on the

adopted method (Ang and Tang 1975; Pandit et al.

2018). Both the FORM/SORM approach divides the

input space into safe region and failure region (Fig. 3).

The factor of safety (FS) is used to calculate the slope

stability where the FS is expressed by performance

function, i.e. F = g(X) where X is vector of input

variables required to obtain the FS. The input space for

which input values yield FS less than 1 is called failure

region. It involves calculation of derivatives of

performance function and hence generally adopted

where an explicit expression of the performance

function can easily be obtained.

The sampling-based approach uses Monte Carlo

simulation (MC) and/or Latin hypercube sampling

(LHS). It involves generating random input vectors

(X1, X2… Xk) from input variable space and repeated

calculation of the FS is carried out (Pandit et al. 2018).

The sampling-based approach is easy to be applied in

numerical programs but is computationally expensive

and time consuming as it requires large number of

runs.

1.1.2 Probabilistic Slope Stability Analysis

Considering Spatial Variability

When the spatial variability of strength parameters of

rock mass is neglected, it may lead to significant

underestimation or overestimation of the probability

of failure and reliability index, depending on amount

of variability in rock mass properties. Random fields

are usually adopted to model spatial variability in rock

properties of the slope (Vanmarcke 1983). One of the

significant components of random field characterisa-

tion is autocorrelation function (Vanmarcke 1983).

The autocorrelation function provides the measure of

correlation between same rock properties at two

different spatial locations as function of distance. In

2-dimensional isotropic random field, correlation

between two points depends on absolute distance

between them and not on the orientation relative to

each other. However this is not the usual case with

many rock slope stability problems since correlation

between strength properties is generally different in
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horizontal and vertical direction. Therefore, the

anisotropic 2-dimensional stationary random field

becomes an attractive alternatives and useful for the

rock slope stability problems (Vanmarcke 1983;

Pandit et al. 2018). In the anisotropic 2D stationary

random field, the correlation between two locations is

defined as (Pandit et al. 2018):

qw Dx;Dzð Þ ¼ COV w x; zð Þ;w xþ Dx; zþ Dzð Þ½ �
VAR w x; zð Þ½ � ð1Þ

where qw Dx;Dzð Þ is autocorrelation function, w x; zð Þ

is the random field (i.e. a function in the horizontal and

vertical coordinates x; zð Þ, Dx, Dz are horizontal and

vertical distances from x; zð Þ, COV is covariance and

VAR is variance. In general two correlation functions

are widely used, namely the single exponential and

squared exponential methods. For rock slopes, the

single exponential 2D autocorrelation model is

adopted and can be expressed as:

qw Dx;Dzð Þ ¼ exp � 2 Dxj j
dx

� 2 Dzj j
dz

� �
ð2Þ

where dx and dz are horizontal and vertical scale of

fluctuations (SOFs) respectively. The SOF is a mea-

sure of distance within which the rock properties are

significantly correlated (Vanmarcke 1983). Equa-

tion 2 is also known as the separable Markov corre-

lation model. The autocorrelation model (Eq. 2) is a

function of the lag (sx = Dxj j; sz = Dzj j). A small

values of dx and dz lead to domain being correlated

until shorter distances result in rougher random fields,

while the spatial distribution of rock property becomes

smoother (i.e. less spatial variability) on increasing

values of SOFs.

In literature there are two procedures for the

estimation of SOF from the available data, the

maximum likelihood method and the curve fitting

method. The maximum likelihood method which

Fig. 2 Definition of probability of failure and relation with factor of safety based on the (Steffen et al. 2008)

Limit state 

(Design point)

Fig. 3 The limit state function of FORM/SORM showing safe

and failure regions
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involves assuming different sets of numerical values

of parameters of proposed autocorrelation function

(ACF) model, and the set of parameter values which

maximises the maximum likelihood function are

considered optimal (Pandit et al. 2018). The curve

fitting method suggests that the parameters of ACF

must be adjusted so as to best fit the actual sample

correlation coefficients obtained from the measured

data, i.e. fitting theoretical correlation model to the

experimental correlation (Vanmarcke 1983). A variety

of methods for generating realisations of random field

exist, mainly the matrix decomposition method, Fast

Fourier transform, moving average method, turning-

band method (Matheron 1973), local average subdi-

vision (Fenton and Griffiths 2008; Gravanis et al.

2014; Pantelidis et al. 2015), midpoint method (Van-

marcke and Grigoriu 1983), Karhunen–Loève expan-

sion (Phoon et al. 2002a, b, 2005; Galal 2013).

2 Uncertainty and Variability for Rock Slope

Stability: Concepts and Definitions

The term uncertainty is used in every day engineering

discussion to express a sense of not knowing or being

unsure (Begg et al. 2014). It is important that

geotechnical engineers know if they are to estimate

for variability and uncertainty ranges and also identify

if they are to build models of variability or uncertainty

and their relationship. Both uncertainty and variability

contribute to imprecision and unpredictability of a

geotechnical parameter or system especially when

limited information is used to characterise the prop-

erties of the parameter or system. Hence having a clear

understanding of uncertainty and how to quantity

uncertainty aid in differentiating uncertainty from

variability.

2.1 Uncertainty and Variability

In geotechnical engineering the term uncertainty is

used to define the total unpredictability of a parameter

or system (Bedi and Harrison 2013). Unpredictability

characterises all deficiencies and inabilities to cor-

rectly predict the value of a parameter such as key

geomechanical properties like rock stresses, or rock

strength. A measurement of such properties involves

some error due to the sampling process, sample

preparation or sensitivity and calibration of the

measuring devices.

Variability refers to the multiple values a quantity

has at different locations (Begg et al. 2014); example

is the range of permeability at different location within

a rock mass. Variability is a function of the inherent

randomness of a system and it is a characteristic of the

real world which needs to be measured, analysed and

where appropriate explained (Bedi and Harrison

2013). In rock slope engineering, variability arises

from the formation and transformation process of rock

and rock masses which have a local influence on their

mechanical properties. Variability therefore leads to

uncertainty. For instance the unit weight of rock at a

particular location will be unknown unless it is

measured at the location. Thus uncertainty arises

because the unit weight varies from point to point in

the rock mass.

In order to carry out useful uncertainty analysis

there is the need to increase data collection and apply

statistical and probability models. Probability is how

uncertainty is quantified and it is applied when data is

severely limited and when it is difficult to assign a

single parameter value to a particular rock structure or

lithology (e.g. Einstein 2003; Carter 1992). On the

other hand the collection of all the true values at all

locations within a domain of interest is called a

population (e.g. the permeability of all rock types

forming open pit slope). Therefore, to quantify

variability, data is acquired by measuring the values

of the quantity in question from different location. It is

possible to ignore measurement error during such data

collection on assumption that the error in each

measurement is either negligible or has been reduced

to an acceptable level by repeated measurement. From

these data the variability of the sample is quantified by

calculating the frequency of occurrence of each known

values of the quantity. However a frequency distribu-

tion which describes the known values of multiple

instances of a particular quantity is not a probability

distribution; probability distribution describes the

uncertainty in the unknown value of a single instance

of the quantity. Hence a frequency distribution is not a

quantification of uncertainty (Begg et al. 2014).

2.2 Quantification of Uncertainty

The quantification of uncertainty involves the devel-

oping of framework that will focus on the effects of
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variability. This means the ability to attach a measure

to something that may not be precise. Within compu-

tational mechanics the designed system is used to

manufacture the real system using a mathematical-

mechanical modelling process (Soize 2013). The main

objective is the prediction of the responses of the real

system in its environment. The real system, when

presented to a given environment can exhibit variabil-

ity in its responses due to fluctuations in the manu-

facturing process and due to small variations of the

configuration associated with the designed system

(Soize 2013). This means the computational model

which results from a mathematical-mechanical mod-

elling process of the design system has parameters

which can be uncertain (Soize 2013). In other words

the modelling process induces some modelling errors

defined as modelling uncertainty. Therefore it is

important to take into account both the uncertainties

on the computational model parameters and the

modelling uncertainties for credible predictions of

computational models so that a computational model

can be used to carry out robust optimization, robust

design and robust updating with respect to uncertain-

ties (Soize 2013). The role of uncertainty in compu-

tational mechanics is explained in three steps by

Sudret and Blatman (2009) in Fig. 4. In step A, a

mechanical model is built together with assessment

criteria (failure criteria) for the behaviour of the

system (Huber 2013); this step gathers and analyse all

components used for classical deterministic analysis

of the physical system. The quantification of sources

of uncertainty is done in step B; in this step random

variables or random fields are used for the represen-

tation of the different sources of uncertainties of the

system. The response of the system with regard to the

random input variables and fields is evaluated within

the uncertainty propagation in step C. This step

encloses the uncertainty of the system. There are

numerous methods to carry out the task explained in

Fig. 4. Sudret and Blatman (2009) noted that uncer-

tainty propagation methods provide information on

the impact of the random input parameters on the

response randomness. They noted that a sensitivity

analysis helps to identify the main sources of the

response randomness and that this sensitivity analysis

may sometimes be the unique goal of a probabilistic

study (Huber 2013). Table 1 is from Honjo et al.

(2009) and shows the different level of design

accuracy in the quantification of uncertainty in

geotechnical analysis. The first of these is the use of

deterministic variables and partial safety factors to

simulate random variables of geotechnical problem.

By taking the mean and standard deviation of the

random variables into account, the result of this

analysis method is called the reliability index. Lastly

the simulation of random variables can be done using

probability density function which will make it

possible to determine the probability of failure more

precisely because more information is available as

compared to the other levels of reliability based design

and uncertainty quantification (Huber 2013).

2.3 Sources of Uncertainty in Rock Slope

Parameter

2.3.1 Where Do Uncertainties Arise from?

The rock mass on which the slope is formed is a

complex geological structure with strong heteroge-

neous behaviour; the heterogeneity exhibits consider-

able variation of rock property. Rock properties such

as joint aperture, joint spacing, strength and deforma-

tional parameters vary in space and time. The varia-

tions can be introduced by stress, temperature,

groundwater, decomposition, boundary conditions

and rock structure (e.g. fault, shear zones, fractured

dyke and discontinuities). The stability of slopes in

rock masses could be dominated by these conditions.

Research evidence has shown that reliable estimates of

the ground condition are not always suitably assessed

due to difficulty in obtaining information on every

continuous and intermediate geological structures and

incomplete interpretation. That is, the incomplete

information and lack of knowledge about the ground

condition are the essential sources of uncertainty. In

the analysis and design of rock slope, field and/or

laboratory investigation is performed to determine

specific geotechnical design properties. Therefore to

assess the safety of rock slope, there is the need to

recognise the different sources of uncertainties related

to the geotechnical design properties.

There are multiple sources of uncertainty such as

statistical variation, linguistic imprecision, approxi-

mation, subjectivity in measurement techniques, dis-

agreement, variability, practical unpredictability

(Begg et al. 2014) (Fig. 5).

123

Geotech Geol Eng



• Statistical variation arises from random fluctua-

tions or error in direct measurements of a quantity

which can occur from imperfections in measuring

devices.

• Linguistic imprecision is extremely common.

Some precision is required for general communi-

cation. People often use imprecise terms and

expressions in communication and when the terms

are used with others who are not familiar with the

intended meanings or in a setting where exactitude

is important, this imprecision may result in

uncertainty.

• Approximations include numerical (e.g. finite

difference/element) approximations to equations

and model reduction by approximation.

• Subjectivity in measurement technique is simply

systematic error and subjective judgment; they

arise from bias in measurement apparatus and

experimental procedure as well as from key

assumptions by the experimenter or analyst.

Quantification of 
sources of uncertainty

Use 
random 
variable

Step B

Use 
random 

field

Identify parameters not 
well known and model in 

probability context

Material 
properties
Geometry
Loading etc.

Sensitivity analysis
Aim at selecting important 

parameters

Step C’

Model(s) of the system
Design/Assessment 

criteria
Observation of 

behaviour of a system 
for mechanical model 

evaluation system

Step A

Gathers all components for 
deterministic analysis

Identify input/output of 
each submodel for 
complex system

Several methods

Moments
Probability of failure

Response PDF
…

Step C

Uncertainty 
propagation

Rely on probabilistic 
model of input parameters

Characterise random 
variable with respect to 

assessment/design

Fig. 4 A schematic illustration of uncertainty quantification in computational mechanics after Sudret and Blatman (2009)

Table 1 Reliability based design: different levels of accuracy from Honjo et al. (2009)

Level Basic variables Reliability Verification

I Deterministic variables Partial safety factors Verification formula

II Random variables with mean and standard deviation Reliability index Target reliability index

III Random variable and probability density function Probability of failure Acceptable level of reliability
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• Disagreement stems from different technical inter-

pretations of same data, as well as from different

stakeholder positions in the outcome.

• Variability is when there is a natural frequency

distribution associated with a variable such as the

frictional property of rock within a rock layer.

• Practical unpredictability justifies randomness; it

describes quantities which must be viewed as

random. Inherent randomness is as a result of not

knowing the position and magnitude of a quantity

or the quantity cannot be computed accurately.

Most problems of engineering interest involve one or

more or combination of above types of uncertainties.

Within the realms of computational mechanics the

sources of uncertainties can be considered to be

composed of (a) parametric uncertainty such as

uncertainty in geometric parameters, friction coeffi-

cient, strength of the materials; (b) model inadequacy

that stems from the lack of scientific knowledge about

the model which is a priori unknown; (c) experimental

error which relates to uncertain and unknown error

that infiltrate into the model when they are calibrated

against experimental results; (d) model uncertainty

which relates to randomness in the model and

(e) computational uncertainty involves things like

machines precision, error tolerance.

2.3.2 Types of Uncertainties in Rock Slope

Parameters

In geotechnical engineering, the field and laboratory

data are often limited and are not known completely

which leads to two forms of uncertainty namely the

model uncertainty and parameter uncertainty. The

model uncertainty depends on how well the applied

mathematical model represents the reality (Spross

2014). Model uncertainty results from the mismatch-

ing of theory adopted in prediction models and reality

on the basis of causal inference. Due to geological

heterogeneity which contributes to spatial variations

in rock mass property, the rock property will be

subject to parameter uncertainty. Over the years most

researchers and geotechnical practioners indicated

that the sources of uncertainties affecting rock prop-

erties arise from three main aspects; they include:

inherent variability, statistical uncertainty and sys-

tematic uncertainties (e.g. Baecher and Christian

2003; Phoon and Kulhawy 1999; Jimenez-Rodriguez

et al. 2006). The inherent variability results from the

spatial variation and random testing error; the rock

properties exhibit variability by nature even in a

homogeneous rock medium. Due to limited field

sampling and laboratory testing, the statistics (i.e.

mean and standard deviation) of a rock property will

be subject to uncertainty; this type of uncertainty

decreases with increasing number of samples. Sys-

tematic uncertainty stems from the inability of exper-

imental test to produce the in situ property as a result

of sample or test disturbance and limited specimen

Statistical 
variationVariability 

Uncertainties

Practical 
unpredictability

Approximations

SubjectivityLinguistic 
imprecision

Disagreement

Fig. 5 Common sources of uncertainty
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size; the discrepancies between the laboratory and

in situ conditions are due to scale and anisotropy. Most

investigators have used terms like data uncertainty to

represent inherent variability of a measured quantity.

They explained that no matter how carefully one

measures such a quantity, there will still be variability

among the measured values because it is inherent (Sari

and Karpuz 2006). Furthermore, measurement errors

and transformation uncertainty are considered among

the sources of uncertainty. The causes of such

uncertainties for rock slope engineering have been

discussed in detail by Duzgun et al. (2002, 2003).

Measurement error is related to how geotechnical field

investigation is interpreted, and it includes systematic

bias and random errors associated with measurements

process. From Song et al. (2011), measurement error

arises from equipment, test-operator and random test

effect during measurements. On the other hand,

transformation uncertainty occurs when the informa-

tion of interest is not measured directly but estimated

through transformation model and other measured

information. It relates to the process in which field and

laboratory measurements are transformed to an appro-

priate design property (Phoon and Kulhawy 1999).

Example is when the rock core bearing angles (i.e. a-
alpha and b-beta) measured during rock core logging

is translated to dip and dip direction with respect to the

azimuth of borehole. The transformation is often made

by theoretical relationships or by empirical data fitting

model (Phoon and Kulhawy 1999).

In line with the above descriptions and several

definitions of sources of uncertainty, many researchers

have grouped geotechnical uncertainties into aleatory

and epistemic uncertainty (Baecher and Christian

2003; Der Kiureghian and Ditlevsen 2009; Oberkampf

et al. 2001; Ayyub and McCuen 1997). The classifi-

cation, as shown in Fig. 6, has been based on the

combination of lack of knowledge and randomness

(e.g. Baecher and Christian 2003; Christian 2004; Bea

2006; Read 2009; Oberkampf et al. 2001). Aleatory

uncertainty is based on natural randomness in rock

mass that results from geological formation and

transformation processes. Epistemic uncertainty is

associated with lack of information and limitation

from measurements, sampling and testing methods

and calculation procedures. By their nature several

authors referred to epistemic uncertainty as reducible

uncertainty, subjective uncertainty and cognitive

uncertainty; while aleatory uncertainty has been

referred to as irreducible uncertainty, inherent uncer-

tainty, variability and stochastic uncertainty and

noncognitive uncertainty (Roy and Oberkampf 2011;

Ayyub and McCuen 1997).

Bea (2006) categorised epistemic uncertainty into

unknown knowables and unknown unknowables

events. The unknown knowables events are related

to the conditions where information access is ignored,

not used, not accessed or incorrectly handled (Bea

2006) and the term unknown unknowable refers to

events that are not predictable by an observer at a point

in time. In other words the unknown unknowable

events are related to limitations in current knowledge

or limitations in the ability to obtain it. This categori-

sation has been linked to the ‘‘predicament of

evidence-based theory’’ where uncertainty is referred

to as: known knowns, known unknowns and unknown

unknowns. The known knowns refers to the things we

know that we know. There are known unknowns; that

is to say, there are things that we now know we don’t

know. The unknown unknowns are the things we do

not know we don’t know’’. These expressions have

long been used by many geotechnical engineers in

their classifications of uncertainty and have become

popular in the geotechnical engineering group.

2.3.3 Epistemic Uncertainty

In geotechnical engineering, a lack of knowledge may

arise from lack of field or laboratory investigation

data. This reflects incompleteness of data or because

the nature of the data is such that they cannot be

accurately measured (Bedi and Harrison 2013).

Therefore such data require subjectivity or expert

opinion in their estimation, which leads to difference

of opinion (Bedi and Harrison 2013). In spite of the

advances in rock engineering, the source of many

design parameters are empirical in nature and no

physical measurements are made; that is, the param-

eters are derived from expert opinion. Sometimes

design parameters are either based on an approxima-

tion, or are sought by the analyst. These situations,

therefore, leave people with insufficient information to

make a precise description; these situations have

introduced what is called imprecision and inaccuracy.

Therefore any geotechnical situation that is associated

with lack of knowledge due to lack of data, subjective

estimation and/or relying on the beliefs of the expert

opinion is described as epistemic uncertainty. Since
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epistemic uncertainty is a function of available

information, it implies that epistemic uncertainty can

be reduced by obtaining additional information

because it is a type of uncertainty associated with

limited, insufficient or imprecise knowledge (Huber

2013). However, in case of direct-calculation

approach, Baecher and Christian (2003) indicated that

epistemic uncertainties enter the analysis as model and

parameter uncertainties. As mentioned earlier, model

uncertainties reflect the inability of a model or design

technique to represent a system’s true physical

behaviour precisely (Baecher and Christian 2003;

Abbaszadeh et al. 2011). That is the analyst’s inability

to identify the best simulation model, design technique

or empirical formula (Abbaszadeh et al. 2011); or a

model that may be changing in time in poorly known

ways (Baecher and Christian 2003). Parameter uncer-

tainties stem from the inability to accurately measure

model input parameter exactly from test or calibration

data due to limited numbers of observations and the

statistical imprecision attendant (Abbaszadeh et al.

2011; Baecher and Christian 2003).

2.3.4 Aleatory Uncertainty

Aleatory uncertainty consists of physical uncertainty.

Physical uncertainty is also known as inherent uncer-

tainty and intrinsic uncertainty. Physical uncertainty is

a natural randomness of a quantity such as the

variability in the rock strength from point to point

within a rock mass (Huber 2013). Such physical

uncertainty or natural variability is a type of uncer-

tainty which cannot be reduced on increasing site

investigation (Huber 2013). Aleatory uncertainty is

used to characterise any unpredictability that result

from natural fluctuations of the property in question

(Bedi and Harrison 2013). They referred to aleatory

uncertainty as aleatory variability, because variability

is a function of the inherent randomness of a system.

This type of uncertainty can be quantified by mea-

surements and using statistical estimations; however it

is unpredictable and irreducible through collection of

more experimental data or using refined models.

According to Bedi and Harrison (2013), if sufficient

additional information is obtained in order to improve

the state of information, it may be possible to re-

characterise the uncertainty as variability. Therefore,

in this concept of reducibility, the distinction between

aleatory variability and epistemic uncertainty can be

made through understanding of the existing level of

knowledge, based on the available information (Bedi

and Harrison 2013), as visualised in Fig. 7a. In this

figure one can see how complete ignorance is one

extreme of epistemic uncertainty, and as knowledge

increases, it may be possible to recognise that aleatory

variability exists. Figure 7b shows how this transition

from epistemic uncertainty to aleatory variability

occurs as knowledge, and/or information increases

and a threshold is crossed (Bedi and Harrison 2013);

the threshold represents the state of precise informa-

tion. The state of precise information is achieved when

there is sufficient data so that one can use established

Uncertainty in 
rock properties

Aleatory Epistemic

Inherent rock 
variability

Measurement 
error

Transformation 
uncertainty

Fig. 6 Generic sources and types of uncertainty in geotechnical engineering
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statistical methods to objectively fit a precise proba-

bility distribution function to characterise it, i.e. apply

an aleatory model (Bedi and Harrison 2013). That is,

the data can be measured with acceptable accuracy to

allow a unique probability of occurrence to be given to

each value of a variable. However once an accept-

able aleatory model has been developed, additional

investigation will not reduce the variability but may

increase the precision of the parameters that describe it

(Christian 2004); this is because the additional infor-

mation to be obtained is inherent in the system and

thus irreducible.

2.3.5 Methods for Uncertainty Quantification

In the literature, the nature of uncertainties and the

way of dealing with them has been extensively

discussed by many researchers (e.g. Lindley 2013;

Der Kiureghian and Ditlevsen 2009). Recently, var-

ious mathematical frameworks have been developed

for the general assessment of uncertainty and vari-

ability in rock slope stability analysis. They include

the reliability analyses and non-deterministic meth-

ods. The non-deterministic methods consist of the

probabilistic and non-probabilistic methods; the non-

probabilistic methods are also called the imprecise

methods. In the non-deterministic analysis, either

probabilistic analysis or non-probabilistic analysis is

combined with the deterministic slope stability anal-

ysis. However the non-deterministic slope stability

analysis cannot be considered as an entirely new slope

stability analysis method, but as an extension of the

deterministic slope stability analysis. It is worth noting

that the accuracy of non-deterministic analysis is not

only depending on the selection of a suitable proba-

bilistic or non-probabilistic analysis method, but also

on a more rigorous deterministic analysis method

(Shen 2012). From Huber (2013), a possible classifi-

cation of probabilistic methods which can be utilised

for uncertainty quantification is shown in Fig. 8. The

classification is distinguished between probabilistic

and non-probabilistic methods (Huber 2013).

Reading Huber (2013), the non-probabilistic

approaches comprise interval analysis, fuzzy

approaches, grey number theory, imprecise probabil-

ity method based on p-box representation and random

set approaches. According to Huber (2013), the

probabilistic approaches aim to compute the proba-

bility of failure which is faster than the computation-

ally time consuming Monte Carlo (MC) sampling

approach. Each of the alternatives (in Fig. 8) to the

MC method implies some loss of accuracy (Huber

2013). Hence, theMC approach is used for verification

and calibration of these approaches. In uncertainty

quantification, the Bayesian approach has been

described in various publications as well as the

standard reliability methods (e.g. FOSM, FORM,

SORM). The point sampling methods like Taylor

series, finite difference methods or the Point Estimate

method can be found in several publications. Accord-

ing to Huber (2013), Fenton has worked in various

publications (e.g. Fenton and Griffiths 2008) and

Fig. 7 a Uncertainty, variability and degree of knowledge; b uncertainty and information states (Bedi and Harrison 2013)
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different applications in geotechnical engineering on

the simulation of spatial variability using random

fields within the Random Finite Element Method.

As pointed out in Shen and Abbas (2013), most

cases of rock slope analysis do not have sufficient

input data. In this condition the number of samples is

not adequate to determine the probability distributions

of the random variables. As a result people proposed

many non-probabilistic methods termed the imprecise

methods in geotechnical engineering. Examples of the

imprecise methods are Interval Approach, Evidence

Theory, Fuzzy Set Theory, Possibility Theory, Impre-

cise Probabilities and Random Set Theory.

The interval analysis was introduced by Moore

(1966); it is used to describe the parameter uncertain-

ties either in geometry and loadings or in geotechnical

model parameters as interval quantities (Shen 2012).

An interval number is interpreted as a random variable

whose probability density function is unknown but

non-zero in the range of the interval. It can also be

interpreted as the intervals of confidence for a-cuts of
fuzzy sets. In general, the interval concept serves as a

basis of other non-probabilistic uncertainty models.

For example, in the fuzzy set approach a continuous

membership function of input parameters can be split

into several a levels with corresponding intervals and

the fuzzy set approach turns into several analyses on

different a-cuts. Zadeh (1965) proposed the fuzzy set

approach; the model parameters of geotechnical

engineering, like geometrical, loading and rock model

parameters are considered as fuzzy quantities in this

method. The fuzzy set approach is applied in reliabil-

ity analysis with different terminology and interpre-

tations concerning the resulting reliability. For

instance, Shrestha and Duckstein (1998) calculated

the probability of a fuzzy failure based on the fuzzy

reliability measure which satisfies the necessary

properties of the probabilistic reliability measures,

and they developed a kind of fuzzy reliability index.

Dodagoudar and Venkatachalam (2000) computed the

Non-deterministic approaches

Probabilistic methods Non-probabilistic methods

Interval analysisBayesian approach

Fuzzy approach
Random finite 

element method

Stochastic finite 
element menthod
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expansion method
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Random set 
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Fig. 8 Non-deterministic methods for uncertainty quantification (Huber 2013)
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reliability of slopes using the term ‘‘fuzzy probability

of failure’’. Kendall (1974) proposed the random set

theory and was later developed by several authors. It is

a mathematical model which can handle uncertainty of

the system, while the exact values of input parameters

are not available but only the interval of these values

can be obtained. The method provides a general

framework for dealing with set-based information and

discrete probability distribution (Shen and Abbas

2013). In other words the worst and the best cases of

the system are obtained through series of interval

analyses based on the Cartesian product of focal

elements of the systems input parameters. It has been

widely applied in geotechnical engineering, but most

of these are focused on the tunnelling (e.g. Tonon et al.

2000a, b; Peschl 2004; Schweiger et al. 2007).

Recently, random set theory has seen wide application

in rock slope stability analysis (e.g. Shen and Abbas

2013; Shen et al. 2013).

3 Integration of Uncertainty for Rock Slope

Stability Analysis

There have been several categorisations of uncertainty

in geomechanics such as the inherent variability,

model uncertainty, data uncertainty, parameter uncer-

tainty, statistical uncertainty, systematic uncertainty,

measurements error and transformation uncertainty

(e.g. Baecher and Christian 2003; Hadjigeorgiou and

Harrison 2011; Read 2009). These and other sources

of uncertainties have been reclassified as aleatory and

epistemic uncertainty. However, the limits of aleatory

and epistemic uncertainties are often not clear for the

categorisation of uncertainty especially for rock slope

stability problems. In addition, the stability of rock

slope is clearly influenced by intrinsic rock factors

(e.g. jointing or geological structures and rock forma-

tion which include rock type, strength and weathering)

environmental factors (e.g. groundwater and blast

induced stress), and geometric factors (e.g. slope

orientation, slope angle, slope height and berm sizes).

Also, the analysis of rock slope often involves the

development of a model based on these factors, which

the analyst must decide on which of these factors to

include and which to leave out in the analysis. The

ability to make such decision often leads the analyst to

a state of confusion or uncertainty, which can make a

model development difficult. Again, depending on the

state of knowledge about these factors (i.e. intrinsic,

environmental and geometric factors) and the experi-

ence of the analysts, some of these factors may not be

known and few factors may be neglected. Therefore,

an integration of uncertainty for rock slope stability

analysis is presented and is shown in Fig. 9. This

integration is based on existing knowledge and some

criteria that has been set by several other authors (e.g.

Baecher and Christian 2003; Hadjigeorgiou and

Harrison 2011; Christian 2004; Bea 2006). The dotted

arrows (Fig. 9) are added to direct the user to the

‘unknown-neglected’ factors for a more complete

categorisation of uncertainty. In this way, the structure

can lead the user to identify other factors or other types

or sources of uncertainty in order to select appropriate

models that can be used to model uncertainty.

Figure 9 shows the main types of uncertainties in

rock slopes. Table 2 has been developed to show the

relationship between the types of uncertainties and the

appropriate methods that are used to model uncer-

tainty. Three relevant types of uncertainty specific to

the rock slope stability are clearly identified, they are;

geological uncertainty, geotechnical uncertainty and

design parameter-selection uncertainty and sum-

marised below.

3.1 Geological Uncertainty

The various uncertainties (e.g. geo-structural uncer-

tainty, stratigraphic variability, lithological variability

and hydrogeological uncertainty) contained in geo-

logical uncertainty results in inherent variability. They

basically comprise the uncertainties associated with

geometry of geological structures and their relation-

ships between lithologies, and those uncertainties

associated with the boundaries of lithological units. It

also includes uncertain properties of a given geolog-

ical units due to incomplete or inaccurate sampling,

data collection and calculation model. Often the

geological structural models for slope design comprise

faults, bedding, folds and joints. The location of these

structures in relation to hydrogeological units,

hydraulic conductivities, flow regime and pore pres-

sure distributions vary in space and time and add to

inherent spatial variability. However the spatial

inherent variability is independent of state of knowl-

edge and cannot be reduced as knowledge improves

(Baecher and Christian 2003). While inherent spatial

variability can be quantified by measurements and
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using statistical estimations, it adds up to model

uncertainty which may stem from imperfect represen-

tation of reality.

3.2 Geotechnical Uncertainty

Geotechnical uncertainties have been studied and have

wide range of definitions (e.g. Phoon and Kulhawy

1999; Baecher and Christian 2003; Bea 2006; Hadji-

georgiou and Harrison 2011). These past researches

described geotechnical as subjective uncertainty.

Subjective uncertainty arises from three sources of

error; error in data collection, error in data processing

and error in design analysis. Oberkampf et al. (2001),

defined error as recognisable inaccuracy in any phase

or activity of modelling and simulation that is not

caused by lack of knowledge. They stressed that the

inaccuracy is identifiable or knowable when exam-

ined. As an example, in an open pit rock slopes: (a) the

combined type of errors in data collection and

processing may include incorrect identification of

joints and bedding planes specific to bench scales

which are incorrectly assigned to overall slope; and

also assigning faults, shear, dykes, bedding specific to

Rock Slope Uncertainty Analysis

Geological Uncertainty Design Parameter-
Selection Uncertainty
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Uncertainty

Geo-structural 
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Lithological 
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1. Inherent variation of geological formation including poor classification of known and unknown

discontinuities or geological structures, variation and poor measurements of ubiquitous structures and
non-stationarity of innate variables and poor description of aquifer architecture and describing 
heterogeneity of groundwater condition

2. Lack of experience or knowledge including incorrect interpretation of back analysed failures , incorrect
validation of historic performance of geotechnical systems, vagueness and incomplete information

3. Inaccuracies of design model and misapplying model parameters or use of incorrect boundaries and
incorrect material properties

4. Instruments and calibration errors and unsuitable sample testing, wrong data evaluation and use of non-
representative  data

5. Misapplying simulation methods and wrong application of complex mathematical formula in place of 
simple model; lack of confidence in data and/or inadequate verification analysis – i.e. using data without
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6. Effect of geological condition or deviation; change in groundwater level and unforeseen rock mass 
strength and failure under normal condition mining induces stresses, e.g. blast vibration 
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Fig. 9 Rock slope uncertainty classification along with probable sources and possible solutions
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overall slope to bench scale; and (b) there are possible

design errors in defining bench face angle, bermwidth,

multiple bench stack angles, inter-ramp angles and

overall slope angles. Such errors may arise during

measurements of geometrical and mechanical param-

eters. These errors are reducible because they are

essentially due to incorrectness rather than lack of

knowledge; they can be reduced by applying correct

slope design tools depending on the nature of data

available. Here, the geotechnical uncertainty can be

divided into engineering decision bias, structural or

model uncertainty, measurement error, and simulation

error. The engineering decision bias describes uncer-

tainties that results from lack of knowledge of

geotechnical data such that it is useful to obtain expert

knowledge in the estimations of parameter of interest;

but the expert knowledge include point estimates

which lead to difference of opinion such as when the

expert’s uncertainty is strongly skewed. For example

the experts involved in the interpretation of the

geological model are geologist, engineering geologist

or a geotechnical engineer. In their interpretation the

geologist or engineer makes use of existing knowledge

of the geological environments which they think to be

present. The quality of this information which is

essential in the interpretation cannot be quantified at

present, however if the geotechnical engineer is well

experienced there will be a good model, and if the

geologist is not well experienced, a poor model will

result; but how well experienced the expert nobody

can measure.

Structural uncertainty is a function of model

uncertainty which relates to the inability of simulation

model, design method or empirical formula represents

the true physical behaviour of a system under consid-

eration.Measurement error is an inappropriate noise in

rock property measurements. It is caused by operator

or instrumental variations from one test to the other

and not variations in rock properties. Simulation error

can be caused by, for example wrong application of

complex mathematical formula in place of simple

model.

Geotechnical uncertainty in rock slope stability

analysis are characterised by either an objective or a

subjective modelling approach. The objective mod-

elling involves the use of statistical and probabilistic

Table 2 Examples of probable sources of uncertainty and possible solution model

Group Sources Type of uncertainty Possible solution

A1 1, 6 Aleatory, inherent or data variability Probability/Frequency distribution when sufficient data is available;

Normal/Lognormal Probability Functions, defined by mean,

standard deviation, coefficient of variation; MCS, Kriging and

semi-variogram analysis

A2 1 Aleatory, inherent or data variability

A3 1 Aleatory, inherent or data variability

A4 1, 6 Aleatory, inherent or data variability

B1 2, 5 Epistemic, statistical uncertainty, model

uncertainty, transformation uncertainty

Bayesian Estimation; Fuzzy set theory and Probability Distribution;

Sensitive analysis and relies on experience of analyst, multiple

criteria decision method

B2 3, 5 Epistemic, statistical uncertainty, model

uncertainty

Monte Carlo Simulation, Multivariate statistical Analysis; Back

Analysis

B3 4 Epistemic, measurement error,

transformation uncertainty

Normal/Lognormal Probability Functions defined by mean, standard

deviation, coefficient of variation, MCS

B4 3, 5 Epistemic Characterised by bias and covariance of bias: bias is the ratio of

measured/true value to the predicted or nominal value

C1 2, 3, 5 Epistemic Probability/Frequency distribution when sufficient data is available;

Normal/Lognormal Probability Functions, defined by mean,

standard deviation, coefficient of variation; MCS

C2 5, 6 Epistemic, statistical uncertainty, model

uncertainty

Monte Carlo simulation, point estimate method, random fields theory

methods

C3 5, 6 Epistemic Monte Carlo simulation, point estimate method, random fields theory

methods

C4 3, 4 Epistemic Sensitivity analysis, probability function
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methods on available data such as the Bayesian

methods which are also been used to deal with gaining

information of parameters (Ayyub and McCuen

1997). Subjective modelling is based on the expert’s

experience, belief and prior information or combina-

tion; this involves use of non-probabilistic or impre-

cise methods such as the fuzzy approximations. The

theories of fuzzy sets and possibility have been

successfully used in classification of rock masses

and for rock slope stability analysis (e.g. Park et al.

2008, 2012a, b).

3.3 Design Parameter-Selection Uncertainty

The selection of design parameters must certainly

satisfy all values within the range over which they

vary. Design parameter-selection uncertainties can be

caused by, for example, measuring limitations. There

are parameters that can take on any possible value

within a specified range, e.g. RMR or Q. Also, there

can be parameters which must necessarily satisfy all

values within the range over which they vary, e.g.

cohesion and friction angle. The parameter types can

be divided into design parameters and performance

parameter. The design parameters are the parameters

in the engineering model for which the engineer must

select values, e.g. slope geometries because they are

iteratively selected. The performance parameters are

the values the engineer uses to indicate the design

ability in order to satisfy the practical requirements,

e.g. shear strength, shear stress which enters into the

model. The performance parameter adds up to model

parameter uncertainty which has been explained in

Sect. 2.3.3, in accordance to Baecher and Christian

(2003) and Abbaszadeh et al. (2011). Prior to slope

stability analysis, the design parameter values are

uncertain, such that the engineer does not know what

values to use. Therefore, the performance parameter

values are also uncertain, and as design process

continues, values are determined more and more

precisely in an iterative test. However every uncer-

tainty form discussed shall be directly modelled. Many

times, the initial design parameter uncertainties are

modelled using the method of imprecision where each

design parameter value is given a rank from zero to

one to indicate degree of preference; this forms a

preference function over each design parameter and

performance parameter, indicating degree of prefer-

ence for values. Probabilistic design parameters shall

have their values ranked with degrees of probability.

These uncertainties reflect different phenomena, and

consequently will have different derived mathematics.

A design parameter may have both a preference

function and a probability density function.

4 Survey of Probability and Reliability Methods

In recent years, researchers as well as geotechnical

engineers have been using probability and reliability

methods to describe the stability of rock slopes. This is

because, by using probability and reliability methods,

it is possible to predict more precisely the rock

property variability and getting more knowledge for

geotechnical modelling. Therefore to track the growth

of interest of geotechnical engineers in the application

of probability and reliability methods in the field of

rock slope stability analysis, a simple survey of rock

slope stability publications that listed ‘‘uncertainty and

reliability analysis’’ in their titles, abstracts or key-

words was conducted. The survey focused mainly on

publications from journal and conference papers

including doctorate thesis and reports from engineer-

ing project works termed as ‘‘other source’’. Although

there are several publications from other source as

well as duplicating publications, only papers that were

deemed relevant to rock slopes were considered. The

search covered the period from 1985 to early 2017 and

it found 91 such publications (41 journal papers, 26

conference papers and 24 other papers involving PhD

thesis and engineering project reports). The outcome

was sorted by year of publication and Fig. 10 shows

histogram of the resulting table. The histogram

indicates that from 1985, sufficient number of papers

existed that listed its focus as uncertainty and relia-

bility analysis of rock slope stability. Between 1996

and 2006 the interest seems to peak, and currently the

interest appears to be at another high. A high trend is

observed in journal papers than in conference papers

even though the interest seems to rise steadily over the

same period.

Table 3 provides a list of publications in the

literature that applied probability and reliability

methods to the stability analysis of rock slopes. The

table lists the types of rock failure and the parameters

employed as random variables. Figure 11 compares

five major types of probability-based reliability meth-

ods. It is shown that the most popular methods that
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have applied to all three rock failure types are Monte

Carlo (MC) simulation and First Order Second

Moment (FOSM) methods. The histogram indicates

that Point Estimate Method (PEM) and First Order

Reliability Method (FORM) have been applied to

plane and wedge failure, and only plane failures were

realised from Advanced First Order Second Moment

(AFOSM). It is obvious that the MC method is the

most used; it is possibly due its effectiveness to allow

uncertain information and its ability to provide best

tools for large number of simulations. Generally MC

enables a relatively quick calculation of probability of

failure. Several probability and reliability methods are

in use and Figs. 10 and 11 may interpret differently

where those missed in this survey are covered. The

purpose of this comparison is to present how
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Fig. 10 A histogram plot of the frequency of rock slope stability publications on probability and reliability over the last 3 decades

Table 3 A summary of probabilistic reliability methods applied to rock slope stability

Failure

type

Method Random variable References

Plane FOSM, AFOSM, FORM,

SORM, MCS, PEM, Fuzzy

Set Theory, RS-DEM,

Random Field Theory

c and /, c, jc and j/,/r,bf, JCS, JRC,
discontinuity orientation, length,

spacing, persistence, waviness, position

of tension crack and depth of water in

tension crack and FS; normal and shear

stiffness (kn and ks)

Chowdhury (1986), Tamimi et al. (1989),

Duzgun et al. (1995), Genske and Walz

(1991), Park et al. (2005, 2008), Duzgun

et al. (2003), Miller et al. (2004),

Jimenez-Rodriguez et al. (2006),

Duzgun and Bhasin (2009), Shen and

Abbas (2013) and Gravanis et al. (2014)

Wedge FOSM, FORM, MCS, PEM,

Maximum Likelihood, Fuzzy

Set Theory

c and /, c, waviness, FS, height of wedge
and slope orientation, discontinuity

orientation, length, spacing, persistence,

position of tension crack, depth of water

in tension crack and normalised water

pressure

Genske and Walz (1991), Low

(1997, 2007), Park and West (2001),

Miller et al. (2004), Jimenez-Rodriguez

and Sitar (2007) and Park et al.

(2005, 2006, 2012a, b)

Toppling MCS dip of toppling discontinuity, basal

discontinuities with direction close to

that of slope face and spacing of

discontinuities

Scavia et al. (1990), Genske and Walz

(1991) and Tatone and Grasselli (2010)

FOSM First Order Second Moment, AFOSM Advanced First Order Second Moment, FORM First Order Reliability Method, SORM

Second Order Reliability Method, MCS Monte Carlo Simulation, PEM Point Estimate Method, RS-DEM Random Set-Distinct

Element Method, c cohesion, c unit weight, jc joint surface cohesion, j/ joint friction angle, /r residual friction angle, bf basic friction

angle, JCS joint compressive strength, JRC joint roughness coefficient, FS factor of safety, kn normal stiffness, ks shear stiffness
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probability and reliability methods have advanced and

what choice of design model was applied for the

various types of rock failure.

There are several commercial software programs

that can be used to carry out probabilistic-reliability

computations; these include @Risk, SPSS (Statistical

Package for the Social Science), MATLAB (Matrix

Laboratory), STATISCA, and SAS (Statistical Anal-

ysis System).

• @Risk—a Microsoft add-in program; risk evalu-

ation or sampling technique such as Monte Carlo

simulation, Latin Hypercube and Point Estimate

Method.

• SPSS—a window program; handles large amount

of data and has scores of statistical and mathemat-

ical functions and statistical procedure such as

simple linear regression andmultivariate statistical

analyses.

• MATLAB—handles descriptive statistics and

plots for exploratory data analysis, and fit proba-

bility distributions to data; generates random

numbers for Monte Carlo simulations, and per-

forms hypothesis tests; preforms regression and

classification analyses and builds predictive mod-

els such as stepwise regression, principal compo-

nent analysis, regularisation, and other

dimensionality reduction methods that let one

identify variables or features that impact on the

model.

• STATISCA—the suite includes range of data

analysis, management and visualisation and data

mining processes; can perform predictive mod-

elling, clustering technique and classification.

• SAS—use for traditional analysis of variance and

linear regression and Bayesian inferences; has

high performance modelling tools for large

data.

Apart from MATLAB software which has func-

tions for FORM, SORM, FOSM, PEM, Fuzzy sets, the

following software FERUM (Finite Element Reliabil-

ity using Matlab); OpenSees (Open System for

Earthquake Engineering Simulation); CalREL, and

FSG (Floor Spectrum Generator) appear feasible for

FORM, SORM and FOSM.

5 Consequences/Probabilistic Analysis: Economic

and Safety Impact of Slope Instability

With the increasing demand of mineral deposits,

geotechnical engineers are faced with the demands for

steeper pit slopes. While it is normal for geotechnical

engineers to define the appropriate slope design angles

using deterministic and probabilistic methods, the
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Fig. 11 Frequency histogram of probabilistic-reliability analysis method for different types
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analyses are generally based on the comparing the

calculated factor of safety and probability of failure,

with generic acceptability criteria not directly related

to the impacts of failure. Therefore the high cost

associated with the development of large open pit

mine in complex geological condition including poor

rock mass condition coupled with steep slope strate-

gies have triggered the development of risk-based

optimisation techniques. By utilising the risk-based

method, there is potential for obtaining a better

understanding on the conventional slope design

methods. The risk-based approach therefore is used

it to evaluate risks and failure consequences in terms

of both safety and economics. The analysis provides

valuable indication of optimum slope design config-

urations and thus becomes a great asset to surface mine

design process (Steffen et al. 2008). To do so the

probability of failure and potential consequences for

various slope failure influencing factors must be

quantified. The consequences of failure evaluates the

overall slope design with the importance of personnel

and equipment in high risk areas, related geological

structures, loss of ore and production (Steffen et al.

2008; Contreras 2015).

Risk is defined as the probability of occurrence of

an event combined with the consequence or potential

loss associated with that event (Steffen et al. 2008;

Contreras 2015):

Risk ¼ P eventð Þ � Consequence of the event ð3Þ

For slopes, the P(event) is the probability of failure of

the slope and the consequences can is the impact of

failure to personnel and economics. The probability of

failure is based on a slope stability model calculation

and accounts only for part of the uncertainties of the

slope. Because risk analysis sets the acceptability

criteria on the consequences rather than on the

likelihood of the event, a complete evaluation of the

probability of slope is therefore required, incorporat-

ing other sources of uncertainty not accounted for with

the slope stability model (Contreras 2015; Golestani-

far et al. 2018). By comparing the calculated risk for

various consequences with established threshold lim-

its, decisions are made on the desirable design slope

angle (Contreras et al. 2006). For the analysis of

consequences of slope failure, engineering judgment

and expert knowledge are integrated into the process

with the aid of methods such as logic diagrams and

event tree analysis (Golestanifar et al. 2018).

Terbrugge et al. (2006) and Joughin (2017) presented

a flow chart to illustrate the relationship between

factor of safety (FS), probability of failure (PF) and

risk as design acceptance criteria within the risk-based

design process (Fig. 12).

The first step in performing any slope design is to

estimate the FS. If the FS is low (i.e. FS\ 1), the

design may be deemed unacceptable and improvement

on the design is required. In cases where other

considerations dictate the design, a very high FS

(FS[ 1) may be sufficient to accept the design

(Joughin 2017). Where potential for optimisation

exists, the reliability of the design needs to be

quantified. Likewise the FS, a low or high PF may

be sufficient to consider the risk insignificant or

unacceptably high. According to Joughin (2017),

making decision based on FS or PF is often limited

to the geotechnical team. He stressed that geotechnical

team implicitly accepts a risk profile without quan-

tification, however for some designs in the mine, this

may not be acceptable and that the risk associated with

a design should be quantified. In such cases the design

acceptance criteria should be dictated by management

through the company risk profile. In quantifying the

economic impacts of slope failures of open pit mines, a

risk-based design approach was proposed by SRK

Consulting 2013. Figure 13 shows a flow chart of risk

evaluation process depicting the main elements of the

methodology. The flow chart follows the conventional

geotechnical slope design process as described in

several literatures and incorporates the additional

elements required from the mine design process. The

risk evaluation includes the following steps (SRK

Consulting 2013; Contreras 2015):

• Definition of the set of slope sections to analyse

key and critical pit areas during the mine life in

order to provide representative cases of potential

risks of slope failure within the mine plan.

• Calculation of the probability of failure (PF) of the

slopes for areas selected in step 1 above.

• Estimate the economic impacts of slope failure

with reference to the loss of annual profit or total

project value as measured by the NPV (net present

value).

• Create risk map to integrate the results of proba-

bility of failure and economic impact in order to

identify the optimum slope angles, and comparison

of the risk map with criteria to assess acceptability
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Fig. 12 Relationship between FS, PF and risk-based design acceptance criterion with the design process applicable to slope stability

(Terbrugge et al. 2006; Joughin 2017)

Fig. 13 Risk-based slope

design flow chart based on

economic impact of slope

failure (SRK Consulting

2013; Contreras 2015)
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of the design and to define risk mitigation options

as required.

• If the analysis is intended for the comparison of

alternative slope design options, the process is

repeated for each alternative pit layout and the

results are collated in a graph of slope angle versus

value and risk cost where the optimum slope

angles can be defined.

For full understanding of the process the reader is

referred to SRK Consulting (2013) and Contreras

(2015).

6 Conclusion

The paper presents the advances and prospects of

probability-based reliability methods for the stability

analyses of rock slopes with the purpose of reducing

uncertainty. Geotechnical engineers are usually asked

to estimate ranges for uncertain quantities, it is

important to know if they are to estimate for variability

ranges or uncertainty ranges and also to know if they

are to build models of variability or uncertainty.

Therefore having a clear understanding of uncertainty

and how to quantity uncertainty forms the basis to

differentiate uncertainty from variability.

The review outlined in this article is intended to

provide comprehensive guidelines to practicing

geotechnical engineers and to promote the reliability

methods in slope engineering designs. Based on

existing knowledge, an integration of uncertainty for

rock slopes stability analysis has been presented. The

integration provides a logical structure that can be

used to reduce several types of uncertainties in the

design of rock slopes. This is useful when the engineer

needs to create reliable geotechnical and geotechnical

model in the design of open pit mine slopes. With due

consideration for lack of adequate information during

geotechnical investigations it is recommended that

open pit mines should be designed to properly manage

slope instability. Designing the mine slope using

probability methods will characterise uncertainty and

refine the range of parameters associated with slope

stability models. It should be realised that model errors

can be determined through probabilistic back analysis

if information on the field performance of slopes in

similar rock mass condition is available. This method

can be used to update the probabilistic distribution of

uncertain parameters based on field observations; the

past performance of similar observed slopes can be

used to reduce uncertainty and directly used for

reliability update. Where the probability distribution

of random variable cannot be determined accurately,

using reliability-based method for optimisation can be

important.

To track the growth of interest in the application of

probability and reliability methods in the field of rock

slope stability analysis, a simple survey of rock slope

stability publications was conducted starting from

1985. From the result of this study, the interest peaked

between 1996 and 2006 and currently appears to be at

another high. The interest is confirmed by the use of

probabilistic options in popular slope stability soft-

ware such as Slide, Swedge, Rocplane and RS2. In

studying the type of rock slope failure and what

methods of probability-based reliability analysis were

applied, the Monte Carlo and First Order Second

Moment methods were found to have been used for

planar, wedge and toppling failures analyses. The

Point Estimate Method and First Order Reliability

Method have been widely applied to plane and wedge

failure. The most popular method was Monte Carlo

probably due its effectiveness and its ability to provide

best tools for large number of simulations.

While the deterministic approach attempts to give a

dependable analysis which leads to cosmetic slope

design recommendations, it does not allow for the

optimisation of slope safety performance. The relia-

bility based open pit slope stability gives insight in

safety factor and risk of failure. The method can be

used to select the optimal slope configurations based

on the minimum acceptable risk of slope failure and

also better understand the likelihood of slope failure

hazards.

From the review study the stability of open pit mine

rock slopes has been largely carried out using tradi-

tional probability (i.e. the sampling-based approach)

whether the rock mass is moderately to heavily jointed

and/or rock mass strength is nearly isotropic. Likewise

the approximation methods (i.e. most probable point-

based approach) have been used extensively in

academic research for similar conditions of rock mass,

but less used in mining industry due to the perceived

mathematical complexity. However the complex

nature of rock mass and whether the discontinuity

spacing is large or small compared to the dimension of

rock slope and/or the stability is governed by shear
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strength of individual discontinuity, lead to spatial

variation of the rock mass strength parameters. It is

therefore recommended that the concept of spatial

variability which has been mostly applied to soils

should be employed and emphasised in rock slope

stability analysis.
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Various geological and geotechnical conditions at different project sites require different design, calcula-
tion and construction methods. Stability of underground openings depends on ground conditions with
different modes of behavior. An essential step in the design procedure is to assess the ground behavior
and continuity factor in the tunnel. The objective of this research is to give a methodology for selecting
appropriate design approach based on ground behavior and continuity factor in tunnels. The common
procedure for determining rock mass properties and in situ stresses are empirical methods, back analysis,
field tests and mathematical modeling. In most cases, estimation of rock mass parameters and in situ
stresses using empirical methods are not accurate enough. Therefore, rock mass properties are estimated
using several empirical equations and statistical analysis were performed to estimation of these proper-
ties in order to obtain rational and reasonable results with acceptable accuracy. The Qazvin–Rasht rail-
way tunnel are taken as case study. Behavior types along the tunnel assessed as stable with the
potential of discontinuity controlled block failure, several blocks irregular failure, shallow shear failure,
plastic behavior (initial), swelling of certain rocks and water inflow. Therefore, appropriate approach
for the tunnel support design selected based on classification systems, numerical modelling, observation
methods, and engineering judgment. In order to evaluation of tunnel stability, necessary support types
and categories RMR, Q, support weight and SRC were employed as empirical tunnel support design meth-
ods. The performances of the proposed support systems were analyzed and verified by means of numer-
ical analysis. According to results of empirical and numerical methods and engineering judgment,
shotcrete 0.15–0.2 m with wire mesh and light ribs steel sets (IPE160) were proposed as support ele-
ments for the tunnel. We found that using proposed approach the optimum support system could be
designed.

� 2014 Elsevier Ltd. All rights reserved.
1. Introduction

The Qazvin–Rasht railway tunnel is located 50 km north of Qaz-
vin city in North–West Iran (Fig. 1). The planned length of the tun-
nel is 693 m with horseshoe shape with excavated dimensions of
12 m width and 9.3 m height (Fig. 2). The tunnel will be driven
in the west Alborz Mountains (Haraz Rah Consulting Company,
2006). Evaluation of stability is one of the most important concerns
in the design of tunnels. For the purposes of rock engineering de-
sign, different types of design tool or design system can be applied
to the available information on the ground conditions, such as
numerical modelling, analytical calculation, empirical (classifica-
tion) systems or observational methods (Shahriar et al., 2009).

The various types of behavior require different assessments or
calculation methods (rock engineering tools) for a proper design
that can be depend onto cover the actual case (Palmstrom and
Stille, 2007). It is clear that finding a single solution for tunnel sta-
bility problems is not an easy task. Uncertainties in the rock mate-
rial strength parameters and stress are main impediments. Rock
mass geomechanical parameters such as Hoek & Brown constants,
deformation modulus and uniaxial compressive strength are input
data for numerical analysis. Estimation of such parameters is
important because the result of numerical analysis depends on
accuracy of input data (Sari and Pasamehmetoglu, 2004).

The stability of an underground opening depends on the behav-
ior of the ground surrounding it. Therefore, it is necessary to
understand the actual type of behavior, as a prerequisite for rock
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Fig. 1. Location of the study area Qazvin–Rasht railway tunnel.

Fig. 2. The Qazvin–Rasht railway tunnel cross-section.
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support and other evaluations. Ground behavior is the way the
ground acts in response to the rock mass conditions, the forces act-
ing and the project related features (Stille and Palmstrom, 2007).
The objective of this research is to give a guideline for selecting
proper design methods of tunnels, in order to increase in the
quality of engineering assessments and design parameters, and
realistic application of classification systems. An essential step in
the design procedure is to assess the ground behavior. It is related
to mode of failure or behavior type. Knowledge and understanding
of the complexity of the ground are essential for a good geotechni-
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cal design of tunnel excavations. Therefore, guideline for selection
of suitable design methods of tunnel is based on ground behavior.
The usual methods for determining rock mass properties and
in situ stresses are empirical methods, back analysis, field tests
and mathematical modeling. Using of field tests are time and cost
consuming often very difficult to control. Application of back anal-
ysis methods is not possible in the design stage and before the tun-
nel construction. Empirical methods are generally preferred by
engineers and engineering geologists due to practicality, and in
most cases, estimation of rock mass properties using these meth-
ods does not provide accurate enough. Statistical analysis methods
are used to estimation of engineering geology properties. Using
this method, determination of rock mass properties are obtained
rational and reasonable results and decrease uncertainties. In this
paper, selecting appropriate design methods and estimation of
rock mass properties using statistical analysis methods carried
out as a case study in the Qazvin–Rasht railway tunnel. Ground
behavior types in the Qazvin–Rasht railway tunnel assessed as sta-
ble with the potential of discontinuity controlled block fall, block
fall(s) of several blocks, shallow shear failure, plastic behavior (ini-
tial), swelling of certain rocks and water ingress. According to the
ground behavior and continuity factor, appropriate methods for
the tunnel support design have been selected classification sys-
tems, numerical modelling, observational methods, and engineer-
ing judgment.

The tunnel stability and the required support systems are eval-
uated by means of rock mass rating (RMR), rock mass quality (Q),
support weight and surface rock classification (SRC).

Different empirical relationships have been used to estimate
rock mass parameters and in situ stresses. In order to overcome
some uncertainties of empirical relationships is used statistical
analysis method for the results obtained from the empirical and
range of parameters was estimated rather than just a single value.

Although classification systems are very useful during support
design, they cannot adequately calculate stress distributions, sup-
port performance and deformations around the tunnel. Therefore
empirical methods should be augmented by numerical methods
and a 2D finite difference element program is utilized as numerical
method to analyze the stability of tunnel and support performance.
Consequently, suitable support system has been suggested for Qaz-
vin–Rasht railway tunnel by using empirical, numerical modelling,
engineering judgment and observational methods simultaneously.
2. Rock engineering and design methods

The rock engineer is generally needed to make a number of de-
sign decisions in which judgment and practical experience must
play an important role. Prediction and/or evaluation of support
requirements for tunnels are largely based on observations, expe-
rience and personal judgment of those involved in tunnel construc-
tion. The design of excavation and support systems for rock,
although based on some scientific principles, has to meet practical
requirements. The purpose is to select and combine the parameters
of importance for stability in an underground opening the main
features determining the stability are reviewed including various
modes of failure. Underground openings design generally means
designing support systems for such excavations. Various geological
and geotechnical situations in different project sites required using
different designing, calculations and execution methods and also
made engineers pay more attention to prior experience and apply
engineering principals, permanently.

In order to design an underground space, it is necessary to be
able to evaluate the consequences of different design options to
be able to predict what will happen. For this purpose, some form
of predictive capability is required through modeling. Type of
modeling will depend on the nature of the project and the ‘risk’ in-
volved to what extent any failure can be tolerated (Hudson and
Feng, 2007).

In rock engineering design, different types of design tool or can
be applied to the available information. Usual rock engineering and
design tools for tunnels are:

1. Empirical methods.
� The Q system.
� The rock mass rating (RMR) system.
� The RMi rock support method.
� The new Austrian tunneling method(NATM).
� The geological strength index(GSI).

2. Calculated solutions.
� Numerical modeling.
� Analytical calculations.

3. Judgmental solutions.
� Observational methods.
� Engineering judgment.

The design of the tunnel lining requires the designer to use
computational tools that are able to evaluate the underground
and surface displacements, and the plasticized zones around the
void, but also the forecast stresses acting inside the lining, to pro-
duce a structural design (Barpi and Peila, 2012). The British Tun-
neling Society clearly states that the most important goal of a
tunnel design is to provide an understanding of the rock mass
and lining behavior during tunneling, including the evaluation of
risks. Risk analysis is the essential way for producing a robust
and safe design. Finally the design process should provide the basis
for interpreting the monitoring results during construction. The
widely used design methods in tunneling practice are (Barpi
et al., 2011):

1. empirical methods, usually based on rock mass classification;
2. analytical solutions, which are usually developed using:
� continuum analytical models,
� convergence-confinement,
� limit equilibrium methods, to evaluate the stability of rock

blocks around a tunnel and the stability of tunnel face,
� bedded-beam-spring models, where the tunnel lining is

modeled as a series of beams connected to each other and
to the ground by radial and tangential springs that simulate
the ground support interaction;

3. two and three-dimensional numerical analyses, which can be
carried out using the finite element, the finite difference meth-
ods or the distinct element method with the ability to model
complex geometrical, geological and geotechnical structures.

Tunnel designers should always take into account that every
model could be affected by many error sources that could lead to
poor predictions such as the theoretical shape of the tunnel, which
can be different from the reality due to the construction method
(Barpi and Peila, 2012).
3. Appropriate design method selection

The stability of a tunnel depends on the behavior of the ground
surrounding it. The various types of behavior require different
assessments or rock engineering tools for a suitable design that
can be relied onto include the real case. It is very important to se-
lect proper design tools based on geological and geotechnical con-
ditions. It should be emphasized that without adequate knowledge
of the geology and ground conditions, as well as the site specific
features, the ground behavior cannot be defined and, hence,
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appropriate design work cannot be carried out. The choice of suit-
able tools for the design is essentially an outcome of the actual
ground behavior, such as an acceptable standard or some other
requirement. It is necessary that appropriate engineering judg-
ment to be used for weak zones such as shear zones. Therefore,
it is necessary to understand the real type of behavior, as an essen-
tial for rock support and other evaluations. Palmstrom and Stille
have presented the principle relationships between ground behav-
ior and rock engineering and design. Fig. 3 shows the main geolog-
ical and topographical features influencing on ground behavior and
the application of rock engineering tools used for design. The
choice of appropriate tools for the design is essentially a result of
the real ground behavior (Palmstrom and Stille, 2007).

The first step in analyzing instability is the geotechnical and
geological characterization of the site. For this purpose, field sur-
veys are best suited. A critical interpretation of the survey results
allow the development of a model to simulate the instability phe-
nomenon, with the aim to ascertain the main causes that induced
it. The same model can then be used for the verification of the pre-
dicted stabilization system. According to requirements and condi-
tion of projects, detailed geological and geotechnical surveys can
be carried out as follows (Barbero and Barpi, 2011).

1. Geological structural survey.
2. Geomorphological survey.
3. Core drilling, and installation of inclinometer.
4. Seismic refraction and geo-electrical survey

Drilled core analysis and the geological and geomorphological
data could be used to identify of the:

� complex structural and geological rock mass conditions,
� water infiltration in the rock mass fractures.

The relationship between various engineering design tools and
ground behavior is presented in Table 1. It is intended to help in
relating the fitness of some of the rock engineering tools that are
appropriate to design studies. The assessment in Table 1 is based
on the behavior of tunnel in various ground conditions. In addition,
use of the table should lead to better use of classification systems,
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Fig. 3. The principle relationships between ground behavior and
increase in the quality of engineering design evaluations, better
relationship (Palmstrom and Stille, 2007).

All systems require training, experience and understanding of
ground composition and behavior for proper use. The Q system
considers all the aspects of behavior incorporated into one number
and works best in ground conditions where wedge failure are
likely. It also includes input parameters for slabbing, for which
adequate rock support may be estimated. For weakness zones for
which squeezing and/or swelling are likely, the system is not reli-
able. RMR is restricted to support design to counter wedge failure
instability. As for the Q system, the influence of water on stability
and therefore on rock support requirements is unclear. The NATM
covers squeezing ground conditions. In the NATM, the ground
behavior is the main item considered in the design. The qualitative
ground descriptions used are associated with excavation tech-
niques. Monitoring the behavior (displacements) of the tunnel dur-
ing and after excavation plays a fundamental role in this method.
The geological strength index (GSI) considers the rock structure
in terms of blockiness and the surface condition of the discontinu-
ities, as indicated by joint roughness and alteration (Rahimi, 2008).

The RMi system applies different approaches to rock support
estimation in continuous and discontinuous ground, and it covers
wedge failure as well as overstressed ground. For squeezing condi-
tions, it makes an incomplete estimation, partly because of the rel-
atively few case histories available, but also because tangential
stresses in particulate ground are difficult to measure or calculate.
This, of course, is the general case for all types of rock engineering
tools. In addition, weakness zones are crudely included in the esti-
mates (Palmstrom and Stille, 2007).

The numerical modelling is used mainly for the analysis of rock
stresses and deformations and both continuum models and dis-
crete block models are available. In many cases, and especially
for highly fractured and massive ground, continuum models with
appropriate material properties will be suitable. For blocky or
jointed ground, where the rock mass is dominated by few domi-
nate joints, discrete block models may be more appropriate.

Analytical calculations methods are used for simplified situa-
tions. For example, the behavior of a circular tunnel in an isotropic
stress field can be ascertained directly. For such models, advanced
analytical solutions allow both elastic–plastic and creep material
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Table 1
The fitness of various engineering design tools (Palmstrom and Stille, 2007).

Ground behavior Rock engineering and design tools

Classification systems NATM Numerical modeling(for continuous
ground)

Analytical
calculations

Observational
methods

Engineering
judgment

RMR Q support
RMi

a: Stable 2 2 1–2 1 1 2 1 1
b: Fall of block(s) or

fragment(s)
1–2 1–

2
1–2 1–2 2 2 2 1

c: Cave-in 3 2–
3

2 3 3 2 3 2

d: Running ground 4 4 4 4 4 4 3 2
e: Buckling 4 3 3 3 2 2 2 2
f: Rupturing from stresses 4 3 3 2 2 3 2 2
g: Slabbing, spalling 4 2 2 2–3 2 2 2 2
h: Rock burst 4 3–

4
2 3 2 2 1–2 2

i: Plastic behavior (initial) 4 3–
4

3 2–3 2 2 3 2

j: Squeezing ground 4 3 3 1–2 2 2 2 3
k: Raveling from slaking or

friability
4 4 4 3 4 4 2 2

l: Swelling ground 4 3 3 3 3 3 2 2
m: Flowing ground 4 4 4 3–4 4 4 3 3
n: Water ingress 4 4 4 4 3 2 2 3

Fitness rating of the various tools: 1, suitable; 2, fair; 3, poor; 4, not applicable.
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Fig. 4. Tunnel design procedure based on ground behavior and continuity factor.
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models, and also allow the incorporation of grouted dowels and
shotcrete linings. Analyses of block stability can also be carried
out with analytical solutions.

Observational methods rely on the review of the design during
construction. Before excavation starts, an initial design is made,
based on predictions of the rock mass behavior, and including
plans for a monitoring system and contingency plans for incremen-
tal support works. Engineering judgment should always be applied
in all types of engineering, as a check or verification.

One of the most important factors to consider for design is the
relative degree of jointing. For rock engineering purposes, the con-
tinuity of the ground can be expressed by a continuity factor. For
design purposes, ground continuity is described by continuity fac-
tor (CF). The amount of this factor is defined as the tunnel diameter
divided by a mean value of a block diameter (Dt/Db). This factor
shows the number of blocks located in the width of the tunnel.
Continuity and discontinuity of rock mass can be determined by
using the CF factor. Palmstrom and Stille have classified ground
quality by means of the CF factor (Stille and Palmstrom, 2007):

(1) CF < 6, continuous-intact,
(2) 3 < CF < 30, discontinuous (blocky),
(3) CF > 15, continuous-blocky,
(4) 3 < CF < 6, continuous-intact to discontinuous (blocky),
(5) 15 < CF < 30, discontinuous (blocky) to continuous-blocky.

The purpose of the rock engineering process is to construct and
complete the project. The design is a part of the rock engineering
process. It is essential to understand that, as the design is a contin-
uing process, decisions based on the design have to be taken grad-
ually and in parallel with the progress of the scheme. Four steps are
recommended for starting from the decision to be taken by
researchers as follows (Palmstrom and Stille, 2007):

� Firstly, update all engineering geological data and project
related information.
� Secondly, determine any uncertainties related to the

information.

� Thirdly, extensive explicit information enough to flow correctly

through the project organization.
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� Fourth, transfer the purpose of the engineer to the construction,
with respect to any uncertainty in the parameters.

Tunnel design procedure based on ground behavior and conti-
nuity factor are presented in Fig. 4.

The procedure in Fig. 4 considers an approach for appropriate
design methods using the following steps:

1. General, Structural and Engineering geology studies of site
project.

2. Assessment the type of ground behavior for the ground sur-
rounding the tunnel.

3. Determination of continuity factor, continuous and discontinu-
ous of ground.

4. Estimation of rock mass properties and in situ stresses.
5. Application of statistical analysis methods for estimation of

rock mass parameters and in situ stresses using empirical
methods in order to obtain rational and reasonable results.

6. Fitness the suitable engineering design tools.
7. Design, construction and monitoring of tunnel.

The knowledge of the rock mass, which is fundamental for the
tunnel design, is usually determined in engineering geological
study. Monitoring measurements during the work are carried out
before, during and even after the excavation of the tunnel, investi-
gate a large series of parameters. In order to improve and make the
first estimation of the geomechanical parameters of the rock ob-
tained by the geomechanical characterization more reliable, one
should proceed with the treatment of the results of the measure-
ments through adequate back-analysis techniques .These results
to be even more important in the construction of underground tun-
nels and voids, when a certain variability of the geomechanical
characteristics of the rock mass is encountered along the section
which was not possible to ascertain in detail during the
N40W
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Tunnel 
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m 

Fig. 5. Longitudinal geological c

Table 2
Engineering properties of discontinuities in first and second parts of the tunnel.

Joint sets dip
dip direction

rang of dip direction
range of dip

Properties of joint sets and b

Length(m) Spacing*

(cm)
A
(

Bedding 039
17

�11
�8

>20 40� 100
70

0

J1 084
83

�9
�7

10–20 10� 60
35

0

J2 160
74

�20
�8

3–10 10� 50
30

0

J3 309
63

�6
�6

3–10 30� 70
50

0

* max�min
avg .
preliminary analysis. Back-analysis therefore usually consists in
the search for unknown parameters, of which one only has a pre-
liminary estimation, that minimize the difference between the re-
sults of the calculation with the numerical model and the results of
the performed measurements (Oggeri and Oreste, 2012).

4. Geology and engineering geology

The Qazvin–Rasht railway tunnel is located within the Western
Alborz volcanic. The Geological formations mainly consist of the
tuff and andesite–basalt rock masses of Eocene and Precambrian
deposit. Andesite–basalt unit is main rock type along the tunnel
alignment. Tuff and andesite–basalt units are moderately to highly
weathered. Weathered faces of these rocks are brown to brownish-
yellow in color and fresh parts are dark grey to grey in color.
Andesite–basalt composed of mainly olivine, pyroxene, plagio-
clase, amphibole, and also mica minerals. Tuff contains mainly sil-
ica minerals and thin layers.

The thickness of andesite–basalt bedding is about 0.3–1 m. The
thickness of tuff, which is above andesite bedding and makes the
thickest part of overburden, is about 30 m. The alluvial and sedi-
mentary deposits are located at the entrance and exit tunnel and
its thickness is about 5–10 m. The particle size of alluvium varies
from clay to pebble.

The tunnel alignment is divided into three different zones, each
of which has different engineering geological properties.

1. The first zone (initial part) of the tunnel with the length of
150 m which is in Andesite layers and is called as Ta.

2. The second zone (middle part) with the length of 205 m, which
consists of thin tuff layers in the higher level and thick andesite
layers in the lower level, is identified as Tb.

3. The third zone (end part) or Tc is 340 m length and will be dri-
ven in the andesite layers.
Tc
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.1–1 soft < 5 Slightly rough Moderately to highly Humid

.1–1 soft < 5 Slightly rough Moderately to highly Humid

.1–1 soft < 5 Slightly rough Moderately to highly Humid



Table 3
Engineering properties of discontinuities in third parts of the tunnel.

Joint sets dip
dip direction

rang of dip direction
range of dip

Properties of joint sets and bedding surfaces

Length(m) Spacing* (cm) Aperture(mm) Percent of infilling Roughness Weathering Water
condition

Bedding 014
18

�10
�8

3–10 70� 150
100

0.1–5 Soft < 5 Slightly rough Moderately to highly Humid

J1 105
83

�13
�6

3–15 30� 60
40

0.1–3 Soft < 5 Slightly rough Moderately to highly Humid

J2 199
71

�10
�9

3–10 30� 60
40

0.1–2 Soft < 5 Slightly rough Moderately to highly Humid

* max�min
avg .

Fig. 6. Major discontinuity sets in Ta and Tb (a) and Tc (b) of the tunnel.
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A longitudinal geological cross section along the tunnel is given
in Fig. 5.

The engineering geological studies include both field and labo-
ratory studies. The field studies consist of field observation and dis-
continuity surveys. Laboratory tests were conducted on samples,
collected from the field and the boreholes. Discontinuities of the
tunnel site were measured and the orientations of main
discontinuities are processed utilizing a computer program based
on the equal-area stereographic projection method. Results of
engineering properties of discontinuities in all three parts of tunnel
are given in Tables 2 and 3. The determined dominant discontinu-
ity sets are illustrated in Fig. 6. Laboratory experiments were car-
ried out to determine the physical and mechanical properties of
rock material in all three zones of tunnel, including uniaxial com-



Table 4
Physical and mechanical properties of rocks obtained from the laboratory tests.

Properties,
symbol
(unit)

Maximum of
overburden,
H (m)

Poisson’s
ratio, m

Unit
weight,
c (t/m3)

Young
modulus,
Ei (GPa)

Uniaxial
compressive
strength, rc

(MPa)

Ta 48 0.27 2.2 15 20
Tb 71 0.25 2.2 20 30
Tc 45 0.25 2.2 20 30
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pressive strength (rc), Young modulus (Ei), Poisson’s ratio (m) and
unit weight (c). Laboratory experiments were conducted on core
specimens of NX size, 54 mm, taken from core drillings. As the
specimens taken from the entrance of the tunnel show highly
weathered structure, it was not appropriate to carry out all rock
mechanic tests. The deformability parameters, Poison’s ratio (m)
and Young modulus (Ei) were obtained from deformability test.
All laboratory tests were conducted in accordance with the ISRM
suggested methods (ISRM, 1981) and the results are presented in
Table 4. The average uniaxial compressive strength of Ta part is
20 MPa, Young’s modulus is 15 GPa, Poisson’s ratio is 0.27, unit
weight is 2.2 t/m3. The average uniaxial compressive strength of
Tb and Tc parts is 30 MPa, Young’s modulus is 20 GPa, Poisson’s ra-
tio is 0.25, unit weight is 2.2 t/m3.

5. Using of rock mass classification systems in the tunnel

Rock mass classification evaluates the quality and expected
behavior of rock masses based on the most important parameters
that influence the rock mass quality. Rock mass classification sys-
tems are important as they provide a consistent means of describ-
ing quantitatively the rock mass quality. Many researchers have
developed rock mass classification systems. In this research, rock
mass are classified using RMR, Q, SRC, Support Weight and GSI.
Since that RMR, Q, and GSI have been known, it is refused to
description in their detailed. Here, the surface rock classification
(SRC) and Support Weight is introduced briefly.
Table 5
Mapping of support categories into support weight (Tzamos and Sofianos, 2006).

Support category (Vector) Code Support weight
(Scalar)

No support NS 0
Spot bolting SB 0.4
Systematic bolting B 0.8
Bolts + shotcrete 5 cm B S1 2.6
Bolts + shotcrete 10 cm B S2 4.3
Bolts + shotcrete 15 cm B S3 6.0
Bolts + shotcrete 20 cm B S4 7.8
Bolts + shotcrete 20 cm + light steel

sets
B S4
RRS1

8.2

Bolts + shotcrete 25 cm + medium sets B S5
RRS2

10.5

Bolts + shotcrete 25 cm + heavy steel
sets

B S5
RRS3

12.8

Cast concrete arches 30 cm S6 10.2
Cast concrete arches 50 cm CCA 15.5

Table 6
The estimated rock mass classification systems.

Parts of the tunnel Rock mass classification (description, rate)

RMR Q

Ta Weak, 40 Very weak, 0.55
Tb Good, 43 Weak, 1.21
Tc Good, 47 Weak, 1.65
The surface rock classification (SRC) system is more applicable
for weak rocks and was developed from the RMR index to take into
account the in situ stress, data from outcrops and tunnel construc-
tion conditions. In SRC classification system competence factor (rc/
r1), tectonic events in near site, stress release factor and earth-
quake in the zones are used to assess the state of stress (Gonzalez
de Vallejo, 2003). According to the SRC classification system, all
three zones on the tunnel can be considered as poor rock mass.
The SRC values for Ta, Tb and Tc are 25, 28 and 30, respectively.

In all rock mass classification systems the variable ‘support’ is
expressed in vector terms. It is useful for our analysis to convert
vector support quantities to scalar ones. A suitable variable is ‘sup-
port weight’ to be the approximate support pressure and depen-
dent on the opening span. The meaning of support weight is the
maximum equivalent pressure taken by the support elements.
Support weight value is estimated by using Eq. (1) (Tzamos and
Sofianos, 2006):

support weight ¼ PiD
2

ð1Þ

where D is the span of the tunnel and Pi is the maximum pressure
capacity of support components.

Support weight estimation based on the Q system and for a
10 m span can be calculated with Eq. (2):

sup:weight ¼ �0:034ðlog QÞ4 þ 0:117ðlog QÞ3 þ 0:72ðlog QÞ2

� 3:67ðlog QÞ þ 4:13 ð2Þ

Eq. (3) shows the relation between support weight with Q and
span (Tzamos and Sofianos, 2006):

sup:weight ¼ �0:04 log Q 4 þ 0:09 log Q 3 þ 0:65 log Q 2

� 2Span0:27ðlog QÞ þ 1:5Span0:5 ð3Þ

Support categories based on variable support weight (scalar)
are given in Table 5. The support weight values for Ta, Tb and Tc
are estimated 4.1, 4.5 and 5.6, respectively.

RMR, Q, SRC, GSI and support weight values for different rock
masses along the tunnel alignment are given in Table 6. According
to this results, the quality of rock mass in the tunnel are classified
in the weak category.
6. Estimating rock mass properties using statistical analysis
methods

The rock mass properties such as Hoek–Brown constants, defor-
mation modulus (Emass) and uniaxial compressive strength of rock
mass (rcmass) the deformation modulus of a rock mass are an
important input parameter in any analysis of rock mass, such as
designing the primary support and final lining in a tunnel. The
usual methods for determining rock mass properties and in situ
stresses are empirical methods, back analysis, field tests and math-
ematical modeling. Field tests to determine these parameters di-
rectly are time consuming, expensive and the reliability of the
results of these tests is sometimes questionable. Application of
back analysis methods is not possible in the stage design and be-
SRC GSI Support weight

Weak, 25 48–58 4.1
Weak, 28 45–55 4.5
Weak, 30 50–60 5.6
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fore the tunnel construction. Several authors have proposed empir-
ical relationships for estimating the value of an isotropic rock mass
property on the basis of classification schemes such as RMR, Q, GSI
and RMi. In most cases, estimation of rock mass parameters using
empirical methods does not provide accurate enough. In this study,
Statistical analysis methods are used to estimation of rock mass
properties in order to obtain of rational and reasonable results
and decrease uncertainties.

Statistical analysis is a branch of mathematics dealing with
gathering, analyzing, and making inferences from data. This meth-
od is used to predict the characteristics of certain applicable real
properties in all science. Statistical tools not only summarize past
data through such indicators as the mean, medium, mode and
the standard deviation but can predict future events using fre-
quency distribution functions. Statistics provides ways to design
efficient experiments that eliminate time-consuming trial and
error.

In general case, the estimation of rock mass parameters using
statistical analysis methods is carried out as following steps:

1. Selection of several empirical equation or classification system
for estimation of rock mass properties. Note that some empiri-
cal equations are not applicable in every place and their use
should be considered with condition tunnel.

2. Statistical analysis of obtained data from empirical equations.
Generally, average, maximum, minimum, and standard devia-
tion data are calculated. According to condition and require-
ment project may be calculated other statistical parameters.

3. Omit high deviation data.
4. Re-statistical analysis of data without high deviation data and

estimation of rock mass properties.

6.1. Strength of rock masses (rcmass)

Design of underground spaces depends on the accuracy esti-
mate of stress and rock mass strength. Nowadays, the usual
Table 7
Estimation of rock mass strength (rcmass) along tunnel using the proposed empirical equa
1996).

Researcher (year) Equation

Rock-Lab software rcmass ¼ rcisaðMPaÞ
Singh et al. (1997) rcmass ¼ 7cQ1=3ðMPaÞ;rci > 2MPa;Q < 10
Hoek and Brown (1980) rcmass ¼ rci

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e

RMR�100
9ð Þ

p
ðMPaÞ

Yudhbir et al. (1983) rcmass ¼ rcie
7:65 RMR�100

100ð ÞðMPaÞ
Ramamurthy (1985) rcmass ¼ rci

Em
Ei

h i0:7
ðMPaÞ

Ramamurthy (1986) rcmass ¼ rcie
RMR�100

18=75 ðMPaÞ
Goel (1994) rcmass ¼

5:5cQ1=3
N

rci B
0:1 ;QN ¼ RQD

Jn

� �
Jr
Ja

� �
Jw

Goel (1994) rcmass ¼ 5:5c�Q1=3

B0:1 ðMPaÞ;Q ¼ RQD
Jn

� �
Jr
Ja

� �
Kalamaris and Bieniawski (1995) rcmass ¼ rcie

RMR�100
24 ðMPaÞ

Bhasin and Grimstad (1996) rcmass ¼ rci
100

� �
� 7cQ1=3;rci > 100MPa;Q > 1

Singh et al. (1997) rcmass ¼ rcisn
mðMPaÞ

Sheorey (1997) rcmass ¼ rcie
RMR�100

20 ðMPaÞ
Trueman (1998) rcmass ¼ 0:5e0:06RMR

Aydan and Dalgic (1998) rcmass ¼ RMR
RMRþbð100�RMRÞrciðMPaÞ;b ¼ 6

Barton (2000) rcmass ¼ 5c Q rci
100

� �1=3ðMPaÞ
Palmsrotm (2000) rcmass ¼ RMi ¼ rciJpðMPaÞ
Hoek et al. (2002) rcmass ¼ rciðmbþ4s�aðmb�8sÞÞðmb=4þsÞa�1

2ð1þaÞð2þaÞ ðMPaÞ
Barton (2002) rcmass ¼ 5cQ1=3

c ;Q c ¼ Q rc
100

rci: Uniaxial compressive strength of intact rock (MPa).
Jv: Coefficient of strength decrease in RMi.
Ei: deformation modulus of intact rock (MPa).
B: width tunnel (m).
a, s, mb: Hoek and Brown constants for rock mass.
c: Rock mass density (t/m3).
methods for determining this parameter are empirical failure crite-
ria and classification systems, back analysis, Large-scale tests and
mathematical modeling (Rahimi, 2008). In this study, empirical
methods are used to estimate strength of rock mass. Different
researchers have proposed different empirical equations to calcu-
late the strength of rock mass (rcmass) based on rock mass classifi-
cation systems. The most widely used equations and the calculated
rock mass strength values for the present work are tabulated in Ta-
ble 7. Estimation of rock mass strength for each parts of the tunnel
was carried out by using of statistical analysis of these data and is
presented in Table 8. For statistical analysis minimum, maximum,
average, standard deviation and ration of (ri/rcmass) of data were
calculated. In this method, the first step statistical parameters were
calculated for all the data in Table 7 and the second step the
strength values that are very different quantity rather than other
data was not used in calculating of statistical analysis, such as
equation values 5, 8 and 11. Since that can be seen in Table 8,
the standard deviation in second step is less than first step.

6.2. Deformation modulus of rock mass (Emass)

Reliable estimate of the deformation modulus of rock masses
are required for almost any form of analysis used for the design
of slopes, foundations and underground excavations. In situ deter-
mination of the deformation modulus of rock mass (Emass) is costly
and often very difficult (Hoek, 2007). Using back analysis methods
is not possible in the design stage and before the construction of
tunnel. Furthermore, there were no similar projects in the near site
of Qazvin–Rasht railway tunnel for estimation of Em. Thus, empir-
ical methods are generally used in estimating Emass. By means of
the empirical methods, Emass can be easily acquired. The proposed
equations by different researchers and the deformation modulus of
rock masses values are given in Table 9. In this case, statistical
analysis was used for determining deformation modulus of rock
masses mass such as rock mass strength. Results of statistical anal-
ysis for the two states (first step for all data and second step with-
tions (Sari and Pasamehmetoglu, 2004; Basarir, 2006; Genis et al., 2007; Palmstrom,

Equation number Ta (MPa) Tb (MPa) Tc (MPa)

(4) 1.4 1.8 2.4
(5) 12.60 16.40 18.2

(6) 0.7 1.3 1.6

(7) 0.3 0.4 0.5

(8) 10.2 14.2 16.3

(9) 1.2 1.4 1.8

(10) – – –

(11) 17.1 17.7 24.7

(12) 2.5 2.8 3.3

0 (13) – – –

(14) 1.4 1.7 2.1
(15) 1 1.7 2.1

(16) 5.5 6.6 8.4
(17) 1.9 3.4 3.9

(18) 5.3 7.8 8.7

(19) – – –
(20) 5.2 6.3 7.9

(21) 6 8.9 9.9



Table 8
Statistical analysis results obtained from estimated rock mass strength (rcmass) along the tunnel.

Parts of
tunnel

Minimum Maximum Average Standard
deviation

Average with 95% confidence
level

rci
rcmass

First step: considering all data Ta 0.3 17.10 4.82 4.96 4.82 ± 2.95 4.15
Tb 0.4 17.70 6.16 5.8 6.16 ± 3 4.87
Tc 0.5 24.7 7.45 7.21 7.45 ± 3.72 4.03

Second step: without considering of equation values 5,
8 and 11

Ta 0.3 6 2.7 2.15 2.7 ± 1.24 7.41
Tb 0.4 8.9 3.68 2.91 3.68 ± 1.68 8.15
Tc 0.5 9.9 4.38 3.34 4.38 ± 1.93 6.85

Table 9
Estimation of rock mass deformation modulus (Emass) along tunnel using the proposed empirical equations (Sari and Pasamehmetoglu, 2004; Hoek, 2007; Barton, 2002; Basarir
et al., 2005).

Researcher (year) Equation Equation number Ta (GPa) Tb (GPa) Tc (GPa)

Bieniawski (1978) Emass ¼ 2RMR � 100ðGPaÞ;RMR > 50 (22) – – –
Serafim and Pereira (1983) Emass ¼ 10

RMR�10
40ð ÞðGPaÞ;RMR < 50 (23) 5.6 6.7 8.4

Grimstad and Barton (1993) Emass ¼ 25 log QðGPaÞ;Q > 1 (24) – 2.1 5.4
Verman (1993) Emass ¼ 0:3Ha10

RMR1979�20
38

� �
ðGPaÞ;H > 50m (25) – – –

Mitri et al. (1994) Emass ¼ Ei 0:5 1� fcosp RMR
100g

� �� �
ðGPaÞ (26) 5.2 7.8 9.1

Palmstrom (1995) Emass ¼ 5:6RMi0:375ðGPaÞ;RMi > 0:1 (27) – – –

Singh et al. (1997) Emass ¼ EiðsmÞ1=1:4ðGPaÞ (28) 0.3 0.3 0.4

Hoek and Brown (1998) Emass ¼
ffiffiffiffiffiffi
rci
100

q
10

GSI�10
40ð ÞðGPaÞ;rci < 100MPaÞ (29) 5.3 5.5 7.3

Read et al. (1999) Emass ¼ 0:1ðRMR
10 Þ

3ðGPaÞ (30) 6.4 8 10.4

Ramamurthy (2001) Emass ¼ Ei exp½ðRMR�100Þ�
17:4 ðGPaÞ (31) 0.48 0.76 0.95

Ramamurthy (2001) Emass ¼ Ei expð0=8625logQ � 2=875ÞðGPaÞ (32) – 1.21 1.54
Hoek et al. (2002) Emass ¼ 1� D

2

� � ffiffiffiffiffiffi
rci
100

q
10

GSI�10
40ð ÞðGPaÞ (33) 5.3 5.5 7.3

Barton (2002) Emass ¼ 10Q1=3
c ðGPaÞ;Q c ¼ Q rc

100
(34) 4.8 7.1 7.9

Barton (2002) Emass ¼ 10
15 log Qþ40

40ð ÞðGPaÞ;Q < 1;RMR < 50 (35) 8 10.7 11.8

Ramamurthy (2004) Emass ¼ Ei exp�00035½5ð100� RMRÞ�ðGPaÞ (36) 5.3 7.4 7.9
Ramamurthy (2004) Emass ¼ Ei exp�0:0035½250ð1� 0:3logQÞ�ðGPaÞ (37) 5.8 8.5 8.8
Hoek and Diederichs (2006) Emass ¼ Ei 0:02þ 1

1þeð60þ15D�GSIÞ=11

� �
ðGPaÞ (38) 5.5 6.1 8.2

rci: Uniaxial compressive strength of intact rock (MPa).
Ei: deformation modulus of intact rock (GPa).
GSi: ground strength index.
D: disturbance degree factor.
mm: Hoek and Brown constant.
a: 0.16 for hard rocks and 0.35 for weak rocks.

Table 10
Statistical analysis results for determination of deformation modulus of rock mass (Emass) in the tunnel.

Parts of
tunnel

Minimum Maximum Average Standard
deviation

Standard
deviation

Average with 95%
confidence level

Ei
Emass

First step: considering all data Ta 0.30 8.00 4.83 4.98 2.23 4.83 ± 1.28 3.10
Tb 0.30 10.70 5.55 10.38 3.22 5.55 ± 1.72 3.60
Tc 0.40 11.80 6.81 12.27 3.5 6.81 ± 1.87 2.94

Second step: without considering of equation
values 28, 31 and 32

Ta 4.80 8.00 5.72 0.82 0.91 5.72 ± 0.58 2.62
Tb 2.10 10.70 6.85 4.69 2.17 6.85 ± 1.3 2.92
Tc 5.40 11.80 8.41 2.82 1.68 8.41 ± 1.00 2.38
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out equation values 28, 31 and 32) are summarized in Table 10.
Standard deviation without considering of equation values 28, 31
and 32 is obtained less than all data.

6.3. Hoek–Brown and Mohr–Coulomb constants of rock mass

Hoek–Brown and Mohr–Coulomb failure criterions are used for
estimating the rock mass properties from geological data, such as
rock mass strength and deformation modulus of rock mass, and
rock mechanics analysis. Most of the analyses which are currently
used for the evaluation of the stability of underground excavations
or for slope stability calculations are formulated in terms of the
Hoek–Brown and Mohr–Coulomb failure criterions. Consequently,
it is necessary to determine equivalent Hoek–Brown constants
(mm, sm, a) and Mohr–Coulomb constants (c, u) for each rock mass.
Several empirical equations have been suggested by different
researchers for estimating these constants. The proposed equations
by different researchers are presented in Table 11. The calculated
Hoek–Brown and Mohr–Coulomb constants are listed in Table 12.
According to the Table 12, estimation of Hook–Brown and Mohr–
Coulomb constants is used by three methods: empirical equations,
rock mass rating classification system (RMR) and Rock-lab soft-
ware. The averages of these parameters are calculated as the esti-
mation of Hoek–Brown and Mohr–Coulomb parameters value.



Table 11
The proposed empirical equations for calculation of Hoek–Brown constants of rock
mass (Sari and Pasamehmetoglu, 2004; Genis et al., 2007; Basarir et al., 2005; Zulfu
et al., 2007).

Researcher
(year)

Equation Equation
number

Singh et al.
(1997)

sm ¼ 0:002QN ;QN ¼ RQD
Jn

� �
Jr
Ja

� �
Jw

(39)

mm
mi
¼ 0:135Q1=3

N
(40)

mm ¼ miexp GSI�100
28�14D

� �
(41)

Hoek et al.
(2002)

sm ¼ exp GSI�100
9�3D

� �
(42)

a ¼ 1
2þ 1

6 e�
GSI
15 � e�

20
3

� �
(43)

mm
mi
¼ s1=3

m ;GSI > 25 (44)

Singh et al.
(1997)

sn
m ¼

7cQ1=3

rci
;Q < 10; Jw ¼ 1;rci < 100MPa (45)

n ¼ 0:5 ; if GSI P 25
n ¼ 0:65� GSI

200 6 0:6 ; if GSI < 25

8<
:

Ramamurthy
(1985)

sm ¼ e
1

40ð0:0564RMR�5:64Þð Þ (46)

Palmstrom
(1995)

sm ¼ J2
p

(47)

mm ¼ miJ
0:64
p

(48)

GSi: ground strength index.
D: disturbance degree factor of rock mass the amount of which is between zero for
intact rocks and is variable for different types of rock mass.
a, sm and mm: Hoek and Brown constant.
mi: Hoek and Brown constant for intact rock.
Jp: coefficient of strength decrease in RMi.
c: rock mass density (t/m3).

Table 12
Calculated Hoek–Brown and Mohr–Coulomb parameters values.

Method Parameter Ta Tb Tc

(1) empirical equations (based on
Table 10)

mm 4.6 2.73 3.90
sm 0.0047 0.0034 0.0048
a 0.505 0.506 0.504

(2) rock mass rating classification
(RMR)

c(MPa) 0.2–
0.3

0.2–
0.3

0.2–
0.3

u
(degree)

25–35 25–35 25–35

(3) Rock-lab software mm 3.733 2.515 4.009
sm 0.0054 0.0039 0.0067
a 0.505 0.506 0.504
c(MPa) 0.31 0.41 0.39
u
(degree)

55 52 58

Estimation of Hoek–Brown and
Mohr–Coulomb parameters
values

mm 4.17 2.62 3.95
sm 0.0051 0.0037 0.0058
a 0.505 0.506 0.504
c(MPa) 0.28 0.33 0.32
u
(degree)

43 41 44

Table 13
Calculated in situ stress (rh, rv and K).

Ta Tb Tc

rv (MPa) 1.06 1.56 0.99
rh (MPa) 1.52 1.91 1.65
K 1.43 1.22 1.67
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7. Determination in situ stresses

In situ stresses in rock have an important role in the design and
construction of underground excavation. Any attempt to design
engineering structures in rock mass requires knowledge of the
common in situ stress field. It is always desirable to measure it,
in whatever best way possible. There are various methods of deter-
mination of in situ stresses in rock mass (Kumar et al., 2004).
Determination of in situ stresses is very difficult and expensive,
for this reason, many projects are carried out in which the stress
field has been estimated using compilations of measurement data
from nearby or regional tunnels. In addition, typically the empirical
methods are used to estimate for in situ stress. Several empirical
equations have been suggested by researchers for estimating
in situ stresses. The following equations, which are more relevant
to tunnel design, have been selected for this study.
The most widely accepted concept is that the vertical stress (rv)
at any point in the rock mass is due to the weight of the overlying
rock strata, i.e. rv = cH where c is the unit weight of the overlying
rock strata and H is the depth below surface. The horizontal stres-
ses (rh) acting at a depth H below the surface are much more dif-
ficult to estimate than the vertical stress.

Normally the ratio of the average horizontal stress to the verti-
cal stress is denoted by K so that rh = Krv = KcH (Ghosh, 2008). To
take into account actions of tectonic forces, Sheorey (1994) devel-
oped an elasto-static thermal model which accounted for the crust
curvature, changes in density, elastic constants and coefficients of
thermal expansion. He suggested the following relationship for
horizontal to vertical stress ratio K (Hoek, 2007):

K ¼ 0:25þ 7Eh 0:001þ 1
H

	 

ð49Þ

where H is depth at the point of interest (m), Eh is Young’s modulus
of the rock mass measured in a horizontally (GPa).

Stephensson (1993) has suggested the following relation be-
tween horizontal stress and vertical stress based on hydraulic frac-
turing tests.

rh ¼ 2:8þ 1:48rv ðH < 1000 mÞ ð50Þ

Sengupta (1998) used rv in his equation to calculate horizontal
stress as follows.

rh ¼ 1:5þ 1:2rv ð51Þ

The horizontal stress was determined from the following equa-
tion based on results of in situ tests in Canada, Australia, USA, Scan-
dinavia, South Africa and other regions in the world (Rahimi,
2008).

rh ¼
12:60ffiffiffi

z3
p rv ð52Þ

Sheorey et al. (2001) proposed the below equation for calculat-
ing rh:

rh ¼
m

1� m
rv þ

bEmassG
1� m

ðH þ 100Þ ð53Þ

where b = 8 � 10�6/�C is the coefficient of linear thermal,
G = 0.024 �C/m that is geothermal gradient, m is Poisson’s ratio and
Emass deformation modulus of rock mass (MPa).

The calculated rh, rv and K values from the above equations are
presented in Table 13.

8. Selection suitable rock engineering and design tools for the
tunnel

In the previous parts, the general, structural and engineering
geological information was expressed for the tunnel. According
to this information, different rock mass classification systems were
used and rock mass properties and in situ stresses estimated to all
three parts of tunnel.

Rock mass in the tunnel are frequently weathered near the
earth’s surface, and are sometimes altered by hydrothermal pro-
cesses (Fig. 7). Both processes generally first affect the walls of dis-
continuities. Weathering is the natural process of disintegration



Fig. 7. Highly weathered rock mass near at the tunnel site.
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and decomposition of the materials according with changing envi-
ronments. The weathering is the major factors which decreased the
strength and stiffness of the rock mass. The quality of rock mass in
the tunnel is poor and somewhere is observed large joints with
(a)

Fig. 8. Rock mass condition in the tunnel: (a) th

Fig. 9. (a) Wedge failure in the tunnel due to intersection of joints (approximately 2 cubi
initially wedge failure and then has continued irregular due to the intense fractures, wea
fall.
several centimeters disruption and minor faults with crushed
zoned around them (Fig. 8).

Falling of blocks or wedges occurs due to discontinuities, highly
alteration and low strength of the rock mass in the tunnel. An
example of a wedge failure and collapse is shown in Fig. 9.

In this figure, collapse in the tunnel roof is shown. First, discon-
tinuous surfaces were visible. However, falling continued as irreg-
ular due to being located in a fault zone, intense fracturing and
weathering and also the presence moisture and humidity of the
rock mass. Lithology, weathering of rock mass in the tunnel and
influence of surface water in deep cause gradually changing from
rock to form plastic and rock mass can easily be bent with hand
force. It should be mentioned, the similar events along the first
100 m of tunnel construction has occurred seven times with
approximately 1–5 cubic meters extension.

The ground water flow is very important factors which cause
the underground structure unstable by decreasing the effective
stress, by swelling and reveling of the ground, settlements of the
ground surface due to consolidation from lowered ground water
(c)

(b)

e fault zone, (b) bedding, and (c) joint sets.

c meters), (b) Collapse in the tunnel roof (approximately 4 cubic meters), which was
thering and the presence moisture and humidity of the rock mass as a result of rain
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level, drainage of existing wells, corrosion and deterioration of
installation and rock support, toxic gases from ingress water. The
groundwater pressure is generally reduced in the rock masses
adjacent to the excavation caused by drainage along the joints. Rel-
atively few block failures are clearly related to joint water pressure
(Palmstrom and Stille, 2007).

The water in the tunnel is as humidity, moisture, or dripping
(Fig. 10). The water flows is variable with rainfall and climate
condition.

Therefore, types of ground behavior in the tunnel is stable
with the potential of discontinuity controlled wedge failure,
wedge failure(s) of several blocks, shallow shear failure, plastic
behavior (initial), swelling of certain rocks and water ingress.
At this stage, suitable design tools are selected for the tunnel
support design based on ground behavior and according to
Table 1.
Fig. 10. The water inflow to tunnel.

Table 14
Empirical support recommendations for the tunnel.

Empirical methods Ta Tb

RMR Excavation: 1.0–1.5 m advance in top
heading, install support concurrently with
excavation 10 m from the face

Excavation
3.0 m adv
support af
10 m from

Support: Systematic bolts, 4–5 m long,
spaced 1.0–1.5 m in crown and walls with
wire mesh and light ribs steel sets spaced
1.5 m where required, Shotcrete 0.1–0.15 m
in crown and 0.1 m in sides

Support: S
1.5–2.0 m
mesh, Sho
0.03 m in

Q Fibre reinforced Shotcrete 9–12 cm. Fibre reinf
Bolt, 3–5 m long and spaced 1.5–1.7 m. Bolt, 3–5 m

Support weight Bolts + shotcrete 15 cm Bolts + sho
SRC Excavation: 1.0–1.5 m advance in top

heading, install support concurrently with
excavation 10 m from the face

Excavation
heading, i
excavation

Support: Systematic bolts, 4–5 m long,
spaced 1.0–1.5 m in crown and walls with
wire mesh and light ribs steel sets spaced
1.5 m where required, Shotcrete 0.1–0.15 m
in crown and 0.1 m in sides.

Support: S
spaced 1.0
wire mesh
1.5 m whe
in crown a

Support proposed for the
tunnel based on
empirical methods
and engineering
judgment

Excavation: Top & bench excavation method Excavation
Support: Shotcrete 0.15–0.2 m with wire
mesh and light ribs steel sets spaced 1–2 m

Support: S
mesh and
For stable with the potential of wedge failure(s) types of rock
mass behavior in the tunnel, all of methods (classification systems,
NATM, numerical modelling, observational methods and
engineering judgment) are suitable tools except for analytical cal-
culations. Numerical modelling, analytical calculation and engi-
neering judgment methods can be used as design tools for
shallow shear failure and plastic behaviors in the tunnel. In the
case of swelling ground and water ingress, design tools for the tun-
nel can be analytical calculations, observational methods and engi-
neering judgments, while fitness rating of these is poor. For all
types of rock mass behavior, numerical modelling used in the de-
sign should be supported by engineering judgment. This requires
experience, skill and understanding by those involved in the works.
The classification systems work best in jointed rock where the
behavior is dominated by wedge failure.

Therefore, classification systems, numerical modeling, engi-
neering judgments and observational methods are suitable design
tools for the tunnel support design. In this paper, classification sys-
tems and numerical modelling are used for design support tunnel,
and engineering judgments and observational methods will be
used during construction.

The tunnel of 12 m span is cut by many joints in roof, the prop-
erties of the joints mainly determine the stable and wedge failure
(ground behavior). The risk for block fall due to deep reaching dis-
continuous and create a wedge, gravity induced falling and sliding
of blocks, occasional local shear failure is obvious. In this case the
continuity factor is more than 15. Therefore, the design has to be
based on an analysis of continual blocks (a continuum mechanical
approach).

8.1. Empirical support design

During initial design stages of a tunnel, when very few detailed
information is available on the rock mass properties and its stress,
the use of a rock mass classification system can be of important
benefit. Empirical design method relates field experience gained
on previous projects to the conditions predicted at a proposed site
and requires experience as well as engineering judgment. Rock
Tc

: top heading and bench 1.5–
ance in top heading, commence
ter each blast, complete support
face

Excavation: top heading and bench 1.5–
3.0 m advance in top heading, commence
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Support: Systematic bolt 4 m long, spaced
1.5–2.0 m in crown and walls with wire
mesh, Shotcrete 0.05–0.1 m in crown and
0.03 m in sides

orced Shotcrete 5–9 cm. Fibre reinforced Shotcrete 5–9 cm.
long and spaced 1.7–2.1 m. Bolt, 3–5 m long and spaced 1.7–2.1 m.

tcrete 10 cm Bolts + shotcrete 15 cm
: 1.0–1.5 m advance in top

nstall support concurrently with
10 m from the face

Excavation: 1.0–1.5 m advance in top
heading, install support concurrently with
excavation 10 m from the face

ystematic bolts, 4–5 m long,
–1.5 m in crown and walls with
and light ribs steel sets spaced

re required, Shotcrete 0.1–0.15 m
nd 0.1 m in sides.

Support: Systematic bolts, 4–5 m long,
spaced 1.0–1.5 m in crown and walls with
wire mesh and light ribs steel sets spaced
1.5 m where required, Shotcrete 0.1–0.15 m
in crown and 0.1 m in sides

: Top & bench excavation method Excavation: Top & bench excavation method
hortcrete 0.15–0.2 m with wire
light ribs steel sets spaced 1–2 m

Support: Shotcrete 0.15–0.2 m with wire
mesh and light ribs steel sets spaced 1–2 m



B. Rahimi et al. / Tunnelling and Underground Space Technology 41 (2014) 206–222 219
mass classification systems are an integral of empirical tunneling
design and have been successfully applied throughout the world
(Zulfu et al., 2007). In order to empirical support design of the tun-
nel was used to RMR, Q, support weight and SRC and the support
recommendations for their are given in Table 14. According to
empirical results and engineering judgment, shotcrete 0.15–0.2 m
with wire mesh and light ribs steel sets spaced 1–2 m are proposed
for support design for the tunnel propose for the tunnel prelimin-
ary support and excavation method suggests top heading and
bench.
8.2. Numerical modeling

Although empirical methods are generally applied to carry out
the support design of tunnels, they cannot give a quantitative
description to a specific rock mass and they fail to predict interac-
tion between the surrounding rock mass and supporting system,
thus fail to give descriptions on the developments of the support
and behavior of supported structures such as tunnel deformation
and stress redistribution. The objective of using numerical model-
ing method is to verify and fortify stability and support recommen-
dations from rock mass classification systems.
Model I:  

Ta part 

Model II: 

 Tb part 

Model III:  

Tc part 

(a) before support 

Fig. 11. The extent of plastic zone around
The computer software FLAC, an explicit 2D finite difference
program suited to the modelling of geomechanical continuum
problems that consist of several stages, such as sequential
excavations, backfilling and loading, was used for calculating the
stresses, the deformations and the thickness of the developed plas-
tic zone around tunnel. In order to analyze tunnel stability and
deformations in different rock masses and to explore the concept
of rock support interaction, three models were generated using
mesh and tunnel geometry and different material properties. These
models are as follows:

Model I: tunnel runs through Ta part.
Model II: tunnel runs through Tb part.
Model III: tunnel runs through Tc part.

The rock mass properties assumed in this analysis were ob-
tained from the estimated values presented in Section 4. The anal-
ysis includes two models; the first model was used to examine the
conditions excavation without any support and the second model
consist of support application to the excavation boundary. Hoek–
Brown failure criterion was used to estimate yielded elements
and plastic zone of rock masses in the vicinity of tunnel. According
(b) after support 

the tunnel before and after support.



(a) before support 

Model I:  

Ta part 

Model II: 

 Tb part 

Model III:  

Tc part 

(b) after support 

Fig. 12. The displacement behavior around the tunnel before and after support.
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to plasticity theory, a plastic zone occurs around a tunnel after
excavation when induced stresses exceed the rock mass strength.

The displacement behavior and extent of plastic zone before
and after support for Ta, Tb and Tc are given in Figs. 11 and 12,
respectively.

It can be seen from Figs. 11 and 12 that the extent of plastic
zone and yielded elements suggest that there would be stability
problem for the tunnel. The maximum displacement values for
unsupported tunnel in Ta, Tb and Tc and are 8 cm, 7.5 cm and
7.5 cm, respectively. Support elements used are composed of shot-
crete with wire mesh and light ribs steel sets as proposed by the
empirical methods. The properties of support elements, such as
thickness of shotcrete are similar to those proposed by the empir-
ical methods. For tunnel in Ta, Tb and Tc parts, 0.15–0.2 m thick
shotcrete with mess and light ribs steel sets spaced 1–2 m are pro-
posed as support elements. After considering support measures in
the numerical model, not only the number of yielded elements but
also the extent of plastic zone decreased substantially, as shown in
Fig. 11. The maximum displacement values for Ta, Tb and Tc parts
decreased to 5 cm, 3 cm and 3 cm, respectively, as shown in Fig. 11.
This indicates that the applied support systems were adequate to
obtain tunnel stability.
8.3. Optimum support design of the tunnel

Rock mass classification systems indicate that stability prob-
lems exists for the rock mass along tunnel route and support
measures are necessary. By considering the support recommenda-
tions of the empirical methods, support systems and excavation
methods were proposed for the rock masses. Numerical modeling
was utilized to evaluate the performance of recommended support
system. The results obtained from the empirical and numerical ap-
proaches were fairly comparable. According to results of empirical
and numerical methods and engineering judgment, shotcrete
0.15–0.2 m with wire mesh and light ribs steel sets (IPE160) are
proposed as support elements for the tunnel. However, the mea-
surements carried out during construction can be used to check
the validity of the proposed support system or to adapt the design
of support system.

9. Conclusions

An essential step in the tunnel design procedure is to assess the
ground behavior and continuity factor. The ground behavior is re-
lated to mode of failure and continuity factor is one of the most
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important factors to consider for design is the relative degree of
jointing. To help in selecting appropriate design methods of tunnel,
a methodology based on ground behavior and continuity factor has
been presented as a guide in the paper. Furthermore, statistical
analysis methods, in order to obtain rational and reasonable results
and decrease uncertainties, have been used to estimation of rock
mass properties in the tunnel.

The behavior types assessed as stable with the potential of dis-
continuity controlled block fall, block fall(s) of several blocks, shal-
low shear failure, plastic behavior (initial), swelling of certain rocks
and water ingress in the design tunnel. Prediction of the behavior
types in the Qazvin–Rasht railway tunnel and comparison with
the real conditions was compatible in the first 30 m length of stage
tunnel construction. According to the ground behavior and conti-
nuity factor, appropriate design methods have been selected
empirical methods, numerical modelling, observation methods,
and engineering judgment.

Based on the collected information in the field and determina-
tion of rock material properties in the laboratory, rock masses were
characterized by means of RMR, Q, support weight, SRC and GSI
rock mass classification systems. The quality of rock mass in the
tunnel has been classified in the weak category based on rock mass
classification systems.

Rock mass properties and in situ stresses for each parts of the
tunnel estimated from the empirical methods and carried out by
using of statistical analysis. For statistical analysis, minimum, max-
imum, average, standard deviation of data calculated for all three
parts of tunnel and their results used as input data for numerical
modeling. The empirical methods and engineering judgments rec-
ommend the utilization of shotcrete 0.15–0.2 m with wire mesh
and light ribs steel sets spaced 1–2 m as support elements for
the tunnel.

The results proved that the empirical and numerical methods
agree with each other. However, the validity of the proposed sup-
port system, obtained from combination of empirical and numeri-
cal modeling, should be verified by comparing predictions with
actual monitoring results during construction, taking into account
that technological aspects act also to spread the behavior of the
first phase support, excavation duration, damage of surrounding
rock, change of field stress due to particular rock behavior. We
found that using proposed methodology the optimum support sys-
tem could be designed.
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Frog’s Leg Gold Mine, operated by Evolution 
Mining Western Australia (600m)

world largest 
open pit gold 
mine (Super pit)  
in WA

5
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Underground excavation Lifetime classification

 Short‐term excavations (less than 1 year to 

3 year), such as: crosscuts, ore drive, 

temporary openings, and exploration 

galleries.

 Medium‐term excavations (more that 3–10 

years), e.g. level accesses, ventilation drifts.

 Long‐term excavations (Life of the mine) 

(more than 10 years), e.g. main accesses, 

decline, ramps, shaft.

• Civil projects could be categorised in long 

term excavations.

6
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Simplified 
geotechnical 

Design 
methodology for 

deep 
underground 

mine excavation 

Rahimi, Sharifzadeh, Feng, 2019

1 2

3 4

5 6
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Benefits of understanding design methodology:
Geomechanics Design tools considers the benefits of systematic utilization of

Principles and Methodology in mining and underground construction
Design. Understanding design methodology leads us to select correct
analyses tools to solve engineering problems.

8
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Rahimi B., Sharifzadeh M., Feng X‐T., (2019) Ground Behaviour Analysis,
Support System Design and Construction Strategies in Deep Hard Rock Mining–
Justified in Western Australian’s Mines, Journal of Rock Mechanics and
Geotechnical Engineering,

9
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Presentation Outline

1) Introduction

2) Ground Characterization

3) Diagnosis of Ground Behavior and Failure Mechanism

4) Ground Control and management strategies

5) Summary 

6) References
10
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Rock Mass Composition

• Rock mass characterisation is used to specify the inherent 
properties of the rock mass that involved measurement 
the intact rock strength, natural fracture and 
discontinuities and their condition to provide a context 
for rock mass classification and design procedure.

•

• Rock mass characterisation provide estimation of ore 
body geometry, rock mass properties which play key role 
to stope design, stope dilution and requirements of 
ground support.

• Data collection techniques with geological and 
geotechnical mapping core logging methods can be used

10

11

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

Data processing procedure for ground characteristics

Rahimi, Sharifzadeh, Feng, 2019 12
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The main features for characterising rock mass structure    

(Modified after Palmstrom and Stille (2015))

7 8

9 10

11 12
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Characterisation of Rock Mass Structure

14
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Geotechnical Model

15
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Levels of geotechnical investigation effort by mining project Stages

(M
o
d
if
ie
d
 a
ft
e
r 
St
ac
y,
 2
0
0
9
)
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Geotechnical model components and minimum contents at each 
component and target level of data confidence by mining project Stages

17
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The process of characterization in

veined rock mass structure:

(1) characterize joint condition and

non‐veined strength in rock mass,

(2) define vein conditions such as

infilling material, mineral types,

thickness and density (number/meter),

(3) determine vein impact on rock mass

strength ( i, ii and iii are examples of

veining affecting on rock strength), and

(4) combine description of joint

conditions and veins on the rock mass

structure

(Bewick & Kaiser, 2016)
18
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Rock mass composition classes and its attributed characteristics 
in deep underground mining 

Rahimi, Sharifzadeh, Feng, 2019

13 14

15 16

17 18
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Factors influencing rockburst damage at deep 
underground excavtions

Seismic event

• Event magnitude

• Rate of seismic 
energy release 

• Distance to 
seismic source

• Fault mechanism

• Slip direction

• Blasts 

Geology

• In situ stress

• Rock type

• Beddings

• Geological 
structures (dykes, 
faults and shears)

Geotechnical

• Rock strength

• Joint fabric

• Rock brittleness

• Rock properties

Mining

• Mining induced 
static stresses

• Excavation span

• Extraction ratio

• Mine stiffness

• Excavation 
sequence 
(stress‐path)

• Production rate, 
blasting

• seismically 
induced dynamic 
stresses

• installed rock 
support

• Backfill

(Modified after Cai and Kaiser, 2014) 20
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Presentation Outline

1) Introduction

2) Ground Characterization

3) Diagnosis of Ground Behavior and Failure Mechanism

4) Ground Control and management strategies

5) Summary 

6) References

21
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Expected Ground Behaviour Modes

 Ground behaviour modes not only depends on rock mass structures, but

also depend on excavation geometry and construction methods.

 There are different modes of ground behaviour such as block falls,

buckling, plastic behaviour and rockburst. Identification of main reasons

of ground behaviour assist to distinguish types of rock failure.

 At great depth, when failure in ground conditions is not predicted or

distinguished, rock mass may behave in unforeseen ways and

sometimes the condition of good ground decreases in quality due to a

variety of factors such as blasting quality.

22
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Diagnosis of Ground Behaviour

 Making precise observation and careful interpretation of

existence evidence in rock mass structures and environmental

condition is first principal in diagnosis of ground behaviour.

 In great deep when the brittle failure in ground condition is not

predicted or distinguished, rock mass may behave unforeseen

mode and sometimes the good ground condition become bad

ground due to variety of factors such as blasting quality.

23
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ROCK MASS BEHAVIOUR (RMB) IN MACRO‐SCALE

   𝑹𝒐𝒄𝒌 𝑴𝒂𝒔𝒔 𝑪𝒐𝒎𝒑𝒐𝒔𝒊𝒕𝒊𝒐𝒏 𝑹𝑴𝑪
൅ 𝑨𝒄𝒕𝒊𝒗𝒆 𝑺𝒕𝒓𝒆𝒔𝒔 𝑪𝒐𝒏𝒅𝒊𝒕𝒊𝒐𝒏 𝑨𝑺𝑪
൅ 𝑬𝒙𝒄𝒂𝒗𝒂𝒕𝒊𝒐𝒏 𝑴𝒆𝒕𝒉𝒐𝒅,𝑺𝒊𝒛𝒆 𝒂𝒏𝒅 
𝑶𝒓𝒊𝒆𝒏𝒕𝒂𝒕𝒊𝒐𝒏 ሺ𝑬𝑴𝑺𝑶ሻ

Rock mass physical conditions such
as; rock type, intact rock and
discontinuities characteristics and
geological structures, faults, folds
and weak zones.

classify rock masses to:
massive, blocky, heavily
jointed, and special
minerals.

RMC

Principle stresses resultant from:
in‐situ stresses, groundwater
pressure, induced stresses, and
seismic events.

Vertical stress:
overburden, horizontal to
vertical stress ratio: 0.5‐
4.Block interlocking

ASC

underground opening:
excavation method,
sequence and
orientation to rock mass condition

scale dependent rock mass
behaviour (RMB)
considering block and
excavation size

EMSO

More flexibility to input engineering experience and judgement using verbal equation rather
than quantitative analysis

Sh
a
ri
fz
a
d
eh
, 
2
0
1
7

𝑹𝒐𝒄𝒌 𝑴𝒂𝒔𝒔 𝑩𝒆𝒉𝒂𝒗𝒊𝒐𝒖𝒓 𝑹𝑴𝑩 ൌ

24
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Geotechnical input to determine rock mass response

Szwedzicki, 2018

19 20

21 22
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Mining factors affecting rock mass response 
(Szwedzicki et al., 2007)

Szwedzicki, 2018 26
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Ground behaviour modes in deep underground excavations

27
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Sequences of geotechnical failures at great depth

 The responses of the ground in the excavation is derived from

change in loading, drawback natural support, and fluid flow.

 Sequences of geotechnical failures at great depth includes :

1) Stable

2) Failure indicators like faults, shear zones and moisture

3) Ground movement such as crack opening, shear movement

4) Failure precursors for example roof lowering and spalling

5) Damage/collapse like cave in and rock burst

28
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SEQUENCE OF FIALURE

(S
zw

ed
zi
ck
i, 
2
0
0
3
)

29
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Rock mass – Excavation characteristics interaction: 
Scale – Construction dependent behaviour

The relation between excavation size, sequence and shape 
with respect to the rock mass (Scale dependent behaviour) 30
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Failure type modes 

in underground 

excavation

P.K. Kaiser & Kim, 2008

25 26
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29 30



CEME Workshop ‐ Shahrood University of 
Technology

CEME ‐15 Dec. 2019

© Mostafa Sharifzadeh 6

31

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

Some failure modes in deep underground mining in 
Western Australia

Blocky 
undercutting

Blocky jointing 
(Wedge failure) 

Blocky 
undercutting

Vertical loading and 
squeezing 

32
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Hard Rock Sudden Failure Process

33
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d) Instability in back due to loosening 
and /or a seismic event

a) Induced stress Rock burst
b) Buckling and Spalling caused by 
induced stress

c) Rock ejection caused by a seismic 
event

Underground deep and high stress excavations failure 
mechanisms due to induced stress and seismic events

R. Masoudi & M. Sharifzadeh, 2018 34
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Index
Severity of potential Rockburst

Low
Stron
g

Violen
t

Index of strain energy* 
(Kwasniewski et al., 1994)

F= Фsp / Фst 2 5

Potential energy of elastic strain
(kJ/m3)(Kwasniewski, 2000)

PES= σ2C/2Es 50 100 150 200 250

Rock brittleness
(Qiao and Tian, 1998)

B = σC / σT 40 26.7 14.5

Ratio of tangential stress to 
compressive
strength (Wang et al., 1998)

Ts = σθ / σC 0.3 0.5 0.7

* It has been done based on tests on coal specimen to provide the 
intensity of shocks or coal bombs

Rockburst expectation based on intact rock property

R. Masoudi & M. Sharifzadeh, 2018

35
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Rockburst analysis methods

Rockburst 
Problem

Analytical 
method

Catastrophe 
theory

Energy balance  
concept

Fracture 
mechanics

Empirical 
method

Data‐based 
method

Statistical 
technique

Artificial 
intelligent 
method

Numerical 
method

Continuum

Discontinuum

Hybrid

Experimental 
method

Physical 
simulation

Lab test

In situ test

Manouchehrial, 2016 36
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EXAMPLE: Sudden failure in deep underground Nickel 
mine in WA

• Seismic sensor locations around mine excavations

31 32

33 34

35 36
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EXAMPLE: Sudden failure in deep underground Nickel 
mine in WA

St
re
ss
 R
e
gi
m
e Principal

Stress
Magnitude at
800m depth
(MPa)

Magnitude
relationship to
true depth
(h in metres)

Bearing Dip Description

Major (σ1) 56 0.058(h) + 10 150º 00º Flat NNW-SSE
Intermediate
(σ2)

36 0.037(h) + 6 060º 15º Shallow dip to ENE

Minor (σ3) 22 0.020(h) + 6 240º 75º Steep dip to WSW

Geological 
Structural model of 
the mine

38
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EXAMPLE: Sudden failure in deep underground Nickel 
mine in WA

Block ejection, overbreak, and dilution in narrow vein 
stope (Depth about 700m)

39
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EXAMPLE : Sudden failure in deep underground Nickel 
mine in WA

Low energy rock burst, in pillar at depth of 850m.

40
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EXAMPLE : Sudden failure in deep underground Nickel 
mine in WA

Low energy rock burst, in pillar at depth of 850m.

41
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EXAMPLE: Sudden failure in deep underground Nickel 
mine in WA

Low energy rock burst, in pillar at depth of 850m.

Chipping, Spalling

42
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EXAMPLE: Sudden failure in deep underground Nickel 
mine in WA

Floor cracking and heave at the depth of 850m ore 
drives (Excavations).

37 38

39 40
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Summary of mechanisms associated with large 
deformation

M
o
d
if
ie
d
 a
ft
e
r 
B
e
ck
 a
n
d
 S
an

d
y,
 2
0
0
3

44
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EXAMPLE : LARGE DEFORMATION IN DEEP 
UNDERGROUND MINE IN WESTERN AUSTRALIA 

Main geological structures and principal stress magnitude

45
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Case Example : Large Deformation In Deep 
Underground Mine In Western Australia 

46
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Case Example : Large Deformation In Deep 
Underground Mine In Western Australia 

47
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Examples Deep Underground Mine failure 
mechanisms

Foliated basaltic rocks bulking from side views (left) and 
front view (right)

48
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Interaction of multiple sequences of matrix 
deformation in rocks

43 44

45 46
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Rock Mass Condition at Macro‐scale

• Geological structure at transition of surface to 
underground gold mine with mainly basaltic rocks

50

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

Rock Mass Condition at Macro‐scale

• Geological structure at transition of surface to 
underground gold mine with mainly basaltic rocks

51
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TYPICAL FAILURE MECHANISMS IN UNDERGROUND 
MINES

– Failure modes involving only intact rock

• Rockburst

• Squeezing

• Spalling

– Failure modes involving only discontinuity

• Sliding 

• Rockfall

• Sliding and Rockfall

– Failure modes involving intact  rock and discontinuity

• Bending 

• Bucking

• Flexural topping

52
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The main principle types of Ground Behaviour (Palmstrom, 

2000).

53
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Identification of rockmass behaviour in underground excavations

(Stille and Palmstrom, 2008) 54
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Identification of rockmass behaviour in underground excavations

(Stille and Palmstrom, 2008)

49 50
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Identification of rockmass behaviour in underground excavations

(Stille and Palmstrom, 2008) 56
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TYPICAL FAILURE MECHANISMS IN UNDERGROUND 
MINES

57
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Behaviour type, based on Austrian guidelines for geomechanical planning(1)

Basic behaviour type Description of potential failure modes/mechanics during 

excavation of the tunnel
1. Stable Stable rockmass with the potential of small local gravity- induced

falling or sliding of blocks

2. Stable discontinuity-

controlled block fall

Deep-reaching, discontinuity-controlled, gravity-induced falling and 

sliding of blocks, occasional local shear failure
3. Shallow shear failure Shallow stress-induced shear failures in combination with 

discontinuity- and gravity-controlled failure of the rockmass
4. Deep-seated shear 
failure

Deep-seated stress-induced shear failures and large deformation

5. Rock burst Sudden and violent failure of the rockmass, caused by highly 

stressed, brittle rocks and the rapid release of accumulated strain

energy

6. Buckling failure Buckling of rocks with a narrowly spaced discontinuity set, 

frequently associated with shear failure

58

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

Behaviour type, based on Austrian guidelines for geomechanical planning(2)

Basic behaviour type Description of potential failure modes/mechanics during 

excavation of the tunnel

7. Shear failure under 

low confining 

pressure

Potential for excessive overbreak and progressive shear failure with

the development of chimney-type failure, caused mainly by a

deficiency of side pressure
8. Ravelling ground Flow of cohesionless dry or moist, intensely fractured rocks or soil

9. Flowing ground Flow of intensely fractured rocks or soil with high water content

10. Swelling Time-dependent volume increase of the rockmass caused by physico-

chemical reaction of rock and water in combination with stress relief,

leading to inward movement of the tunnel perimeter

11. Frequently 

changing 

behaviour

Rapid variation of stresses and deformations, caused by 

heterogeneous rockmass conditions or the block-in-matrix rock 

situation of a tectonic melange (brittle fault zone)
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Behaviour types in underground excavations (Palmstrom&Stille,2015)

Behaviour type Definition Comments
Group 1. Gravity driven
a. Stable The surrounding ground will stand unsupported 

for several days or longer

Massive, durable rocks at 

low and moderate depths

b. Block 
fall(s)

of single 

blocks

Stable, with the potential fall of individual blocks Discontinuity-controlled failure

of 

several 

blocks

Stable, with the potential fall of several blocks 
(slide volume ,10 m3)

c. Cave-in Inward, quick movement of larger volumes (.10
m3) of rock fragments or pieces

Encountered in highly jointed 

or crushed rock

d. Running ground A particulate material quickly invades the tunnel 

until a stable slope is formed at the face. The 

stand-up time is zero or nearly zero

Examples are clean medium

to coarse sands and gravels

above the groundwater level
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Behaviour types in underground excavations (Palmstrom&Stille,2015)

Behaviour type Definition Comments

j. Squeezing Time-dependent deformation, 

essentially associated with creep 

caused by overstressing Deformations 

may terminate during construction or 

continue over a long period

Overstressed plastic, massive rocks and materials with a

high percentage of micaceous minerals or of clay

minerals with a low swelling capacity

Group 2. Stress induced

e. Buckling Breaking out of fragments in tunnel 

surface

Occurs in anisotropic, hard, brittle rock under sufficiently 

high load due to deflection of the rock structure

f. Rupturing from 

stresses

Gradually breaking up into pieces, 

flakes or fragments in the tunnel surface

The time-dependent effect of slabbing or rock burst from 

redistribution of stresses
g. Slabbing Sudden, violent detachment of thin rock 

slabs from the sides or roof

Moderate to high overstressing of massive hard, brittle 

rock. Includes popping or spallinga
h. Rock burst Much more violent than slabbing, and 

involves considerably larger volumes

Very high overstressing of massive hard, brittle rock 

(heavy rock bursting often registers as a seismic event)

i. Plastic 

behaviour 

(initial)

Initial deformations caused by shear 

failures in combination with discontinuity 

and gravity- controlled failure

Takes place in plastic (deformable) rock from 

overstressing. Often the start of squeezing
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Behaviour types in underground excavations (Palmstrom&Stille,2015)

Behaviour type Definition Comments
Group 3. Water influenced
k. Ravelling from 
slaking

Ground gradually breaks up into 

pieces, flakes or fragments

Disintegration (slaking) of some moderately coherent and

friable materials

Examples: mudstones and stiff, fissured clays
l. 
Swelling

of certain 

rocks

Advance of surrounding ground into 

the tunnel due to expansion caused 

by water adsorption. The process 

may sometimes be mistaken for 

squeezing

Occurs in swelling of rocks, in which anhydrite, halite (rock 

salt) and swelling clay minerals, such as smectite

(montmorillonite), constitute a significant portion

of certain 

clay seams 

or fillings

Swelling of clay seams caused by 

adsorption of water. This leads to

loosening of blocks and reduced shear 

strength of clay

The swelling takes place in seams having fillings of swelling 

clay minerals (smectite, montmorillonite)

m. Flowing ground A mixture of water and solids 

quickly invades the tunnel from all 

sides, including the invert

May occur in tunnels below the groundwater table in

particulate materials with little or no coherence

n. Water ingress Pressurisedwater invadesthe 

excavation through channels or

openings in rocks

May occur in porous and soluble rocks, or along significant 

openings or channels in fractures or joints
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Variable Ground Response (Hoek et al., 2007).

63

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

Detection of failure mechanisms through physical modelling

Classification of failure 
mechanisms

• Based on stress arch

• 0 <dip < Ф

• Ф <dip < (∅∕2)+(  𝜋∕4)
• ((∅∕2)+(  𝜋∕4))<dip

• Dimensional ratio 

• Low jointing

• Medium jointing

• High jointing
64
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4) Ground Control and management strategies
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6) References
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Design analysis methods in deep underground mines

• Strategic design: This is a type of primary design and preparing broad 

plan for the mines site such as the location of access and underground 

stopes,

• Tactical design: Tactical object is to provide the detail design of 

projects for example stability analysis of rock mass in underground 

excavations and selecting ground support system before operational 

stage at the mines, and

• Operational design: This is related to monitoring and updated design 

parameters through observational methods and monitoring system.

66

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

Ground management 

strategies in deep 

underground excavations.

Rahimi, Sharifzadeh, Feng, 2019
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The major steps for ground control and management 
at great depth

 Collect data from available evidences, observed features and 
seismic events,

 Identify potential geotechnical hazards,

 Analyse the hazards for ground management, and determine 
appropriate strategies such as smooth blasting method and install 
ground support system,

 Evaluate the effectiveness of multi‐factor on ground conditions, 
especially time,

 Implement ground management strategies in hazardous areas,

 Conduct geotechnical monitoring and review the ground responses, 
and

 Update the strategies.
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Ground control and management   

• During the design phase of ground control and management, three 

following approaches significantly affect the type of ground 

behaviours and failure mechanisms in underground excavations. 

1. Project location and orientation, 

2. Sequential excavation/excavation method/extraction rate, and 

3. Ground support selection method.
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Project location and orientation

The angle between the

orientation of an opening

and major structures of rock

masses influences the type

of failure and mechanisms in

underground mining

activities.

Rahimi, Sharifzadeh, Feng, 2019
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Excavation method, sequences and extraction rate

 Excavation method has a significant influence on the engineering 

behaviour of rock masses. 

 Sequences in underground operations can be divided into primary, 

secondary and tertiary priorities. The first priority of sequential 

panels or stopes is usually designed and extracted in high‐grade

regions of the orebody in consideration of target products in mine 

planning, field stresses, stability of rock masses, dimension of 

stopes, and backfilling methods. The primary panels or stopes are 

excavated and then filled with backfill materials for two vertical lifts 

before extracting secondary and tertiary priorities of stopes.
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Sequential excavation in (a) a tunnel, (b) an underground mine with 
bottom‐up and centre‐out method, and (c) an underground mine with 
bottom‐up sequences method (The number shows the sequences of 

excavations).

Rahimi, Sharifzadeh, Feng, 2019 72
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Mining Sequences

Generally, the excavation sequence dimension varies 

between 5–30 m width, 15–50 m length and 15–100 m 

height in Australia. Sequential excavation in mining 

operations can be developed as top–down, bottom–up, 

centre–out and abutment–centre. The dimension of stopes 

in sequential excavation affects mining operation costs, 

stability of rock masses and failure mechanisms.
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Ground supports in underground mines

• Determine project conditions and purposes,

• Identify major geotechnical defects and failure mechanisms in 
rocks,

• Identify main types of loading (static/dynamic) surrounding 
excavations and estimate their intensities,

• Analyse ground condition and estimate rock mass deformations,

• Select the type of ground support approaches: natural ground 
support and/or artificial ground support systems,

• Select the types of surface and reinforcement support devices, and

• Control the ground–support performance.
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Different types of ground support devices in a failure 
zone: 

(a) Rock bolting in 
small damaged 
zone; 

(Li, 2017)

(a) Large damaged zone with (1) rock 
bolting, (2) retaining by inner surface 
support devices, (3) cable bolting, 
and (4) surface support devices
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Application of 

typical ground 

support system to 

control rock 

failure

Hoek, Kaiser, & Bawden, 1995 76
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Ground support design procedure in 
deep underground mines
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Design principles for deep hard rock conditions under 
static loading
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Design principles for deep hard rock conditions under 
static loading
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Countermeasures to eliminate or reduce sudden 
failure risk 

(i) Optimization of the 

project layout scheme,

(ii) Pre‐conditioning of the 

rock mass, 

(iii)Rock mass reinforcement 

and support.
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Countermeasures to eliminate or reduce sudden 
failure risk 

Mazaira A. and Konicek P., 2015 
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Mine Sequencing and backfilling
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Mine Sequencing and backfilling

FERGUSON G. A. 1993 
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Mine Sequencing and backfilling

FERGUSON G. A. 1993 
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Conclusion

 A developed design methodology based on ground behaviour and
failure mechanism proposed for underground excavations.

 Rock mass structure, stress concentration and construction condition
are main parameters to diagnose ground behaviour modes.

 The sequences of failure process at great depth specified as stable,
indicator warnings, ground movement, failure precursors, and
damage/collapse.

 In high stress situation, determination of energy absorption, cost,
compatibility of external and internal support tools, efficiency, easy
production and installation, and adaptable are assessed for design of
ground support systems.

 Severe damage in rock mass structures and ground support systems 
may occur due to large magnitude seismic events, defects in rock mass 
structures, stress concentration, blasting damage and tectonic 
activities such as strike‐slip faults. 
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Conclusion

• Utilisation of proper ground control and management strategy 
can avoid the risk of failure. A ground control and amendment 
strategy of deep hard rock was proposed in regard to the 
design, construction and serviceability stages of works. 

• Collecting comprehensive data, diagnosis of hazard conditions 
and failure mechanisms, design analysis, and selecting 
stabilization methods were conducted in the design phase. 

• Determination of safe work procedures, training personnel, 
identification of hazard conditions, quality control and quality 
assurance of materials, and safety analysis before ground 
failure are essential in construction stage. 
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Conclusion

 Control of the ground condition during serviceability (short‐, 
medium‐ and long‐term) is focused on monitoring (seismic events 
and load–deformations), maintenance, rehabilitation, seismic 
monitoring, and contingency planning.  

 The critical factors in the design stage of deep underground mining 
projects are to establish suitable location and layout of openings; 
determination of suitable excavation method, sequential excavation 
and extraction ratio; and selection of proper ground support 
equipment for small‐ and/or large‐scale deformation. 

 Field observational methods utilise instrumentation, monitoring 
and back analysis to control the performance of the ground–
support system in rock underground projects. The typical 
monitoring system in deep underground mining methods is seismic 
monitoring and measurement of rock deformation surrounding 
excavations.  88
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Abstract: Development of deep underground mining projects is crucial for optimum extraction of mineral deposits. The main challenges at great depth are high 

rock stress levels, seismic events, large-scale deformation, sudden failures and high temperatures that may cause abrupt and unpredictable instability and collapse 

over a large scale. In this paper, a ground control and management strategy was presented corresponding to the three stages of projects: strategic design, tactical 

design and operational design. Strategic design is results in preparing a broad plan and primary design for mining excavations. The tactical design is to provide 

detail design such as stabilisation methods. Operational design stage is related to monitoring and updating design parameters. The most effective ground control 

strategies in this stage are maintenance, rehabilitation, monitoring and contingency plan. Additionally, a new procedure for design of ground support systems for 

deep and hard rock was proposed. The main principles are: static and/or dynamic loading types, determination of loading sources, characterisation of geological 

conditions and the effects of orientation of major structures with openings, estimation of ground loading factor, identification of potential primary and secondary 

failures, utilisation of appropriate design analysis methods, estimation of depth failure, calculation of the static and/or dynamic demand ground support capacity, 

and selection of surface and reinforcement elements. Gravitational force is the dominant loading force in low-level stresses. In high stress level, failure 

mechanism becomes more complex in rock mass structures. In this condition, a variety of factors such as release of stored energy due to seismic events, stress 

concentration, and major structures influence on ground behaviour and judgement are very complicated. The key rock engineering schemes to minimise the risk 

of failures in high-stress levels at great depth involve depressurisation and quality control of materials. Microseismic and blast monitoring throughout the mining 

operations are required to control sudden failures. Proper excavation sequences in underground stopes based on top-down, bottom-up, centre-out and abutment-

centre were discussed. Also, the performance of a ground support system was examined by field observation monitoring systems for controlling and modifying 

ground support elements. The important outcome of the research is that the proposed procedure of selecting ground support systems for static and dynamic 

situations was applied in several deep underground mines in Western Australia. Ground behaviour modes and failure mechanism were identified and assessed. 

Ground demand for static and dynamic conditions was estimated and an appropriate ground support system was selected and evaluated in site-specific conditions 

according to proposed method for ground support design at great depth. The stability of rock masses was confirmed, and the reliability of the design methodology 

for great depth and hard rock conditions was also justified.  

Keywords: ground management; support system design; sequential excavation; stress management; geotechnical monitoring; deep underground mines 

 

 Introduction      1.

 

Underground mine development in a cost-effective manner at great depth 

poses some challenges for ground control and maintenance of stability of 

excavations. Distribution of field stresses and forces (static and dynamic) 

causes critically stressed rock, deformations and failures in the vicinity of the 

openings. The strength of rocks increases at great depth due to high 

confinement and it is removed with underground excavation, resulting in a 

considerable reduction in rock strength. Rapid change in rock strength, high 

field stress conditions, sources of static and dynamic loads and defects in 

geological structures can cause complex ground behaviours from the 

microscale, such as microcracks in rocks, to the large scale like a sudden 

failure (Sharifzadeh et al., 2017a). Deep mining is associated with geotechnical 

challenges related to sudden failure and large deformation in rock mass 

structures. The dominant factor of failure mechanism in deep mining is high 

induced stress/seismic events. Generally, depths more than 600 m are referred 

to as deep mining. 

Stress concentration, seismicity, water pressure and temperature are the 

main hazards of fracturing in deep underground mines. These parameters can 
                                                                            
 *Corresponding author. E-mail address: behrooz.rahimi@postgrad.curtin.edu.au 

have influences on the behaviour of hard rock and cause violent failures such 

as rockburst, brittle failure, fault burst and spalling. Hazardous condition in the 

ground may lead to a delay in production, high-cost in rehabilitation, damage 

support and mining equipment, loss of ore reserves, and injury and fatalities of 

personnel. 

The geotechnical challenges in underground excavations can be evaluated 

by collecting rock engineering data, considering site-specific conditions and 

determining uncertainty in parameters. Application of appropriate mining 

methods, sequential excavation and ground support system is needed in 

underground engineering projects (Morissette et al., 2014).  

Designs of ground support systems using traditional methods are mostly 

based on restraining the gravity of rock blocks surrounding excavation face, 

but in modern design, support elements should endure static and/or dynamic 

loading and large deformations in rock mass structures during the whole life of 

excavations (Rahimi and Sharifzadeh, 2017). Ground support demand for 

stabilising rock mass structures in hard rock and high stresses requires an 

estimate of energy demand of the rock and energy dissipation of support 

elements, especially in dynamic loading conditions (Feng and Hudson, 2011). 

Ground control and management deal with all geotechnical activities related to 

hazard recognition, understanding of failure mechanisms, and design of ground 
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support systems to provide a safe environment economically in rock 

underground engineering projects.  

Serviceability is utilised for underground openings where are used for 

service purposes such as mine access, ore drives and ventilation, and usually 

have medium-long term life. The most effective ground control strategy in this 

stage is maintenance, rehabilitation and monitoring. 

The purpose of this article is to propose a practical geotechnical strategy 

for ground management in deep and hard rock conditions during the design, 

construction and serviceability stages of underground mining projects. Critical 

geotechnical steps for mitigation of risks and stabilisation of rock masses in 

deep underground excavations are as follows:  

 

(1) Optimise layout of openings based on major geological structures and 

orientation of the principal stresses; 

(2) Modify sequential excavation and extraction rate; 

(3) Define ground control and management strategies for small/large 

deformation based on potential failure modes; 

(4) Design natural ground as a local support system, such as pillars in 

underground mining methods; 

(5) Design and utilise backfilling methods as a regional support system in 

mines; and 

(6) Design and apply surface and reinforcement support devices for unstable 

rocks. 

 

Additionally, a practical methodology for the design of ground support 

systems in deep, hard rock and high-stress conditions was proposed with 

regard to geological structural conditions, loading conditions (static and/or 

dynamic), loading factor (the ratio of rock mass strength to major field stress), 

and primary/secondary failure modes. Several deep underground mines in 

Western Australia were used as case studies and some results were presented 

in this paper. 

 

 Governing factors in ground behaviour and its management strategy  2.

 

Ground control and management deal with techniques to solve 

geotechnical problems of instability in underground mining operations. The 

techniques include plan, design and method of operations to avoid workplace 

injuries and equipment damage due to the risk of rock failure. The 

geotechnical aims of a ground control and management plan in underground 

mining stopes are listed below: 

 

(1) To define a hazard control program by evaluating, designing and 

monitoring rock mass structures; 

(2) To extract mineral resources in a safe and economical manner; and  

(3) To develop a process for hazard identification and failure mechanism 

diagnosis supported by a training program for personnel.  

 

Diagnosis of failure modes and their mechanism is fundamental in ground 

control planning. Collected data from site investigations, engineering 

geological survey and laboratory/field tests are used for characterisation of 

rock mass structures and then the failure mechanism is diagnosed based on in 

situ rock stresses, hydrological and project conditions. 

Fig. 1 presents a ground management strategy in deep underground 

mining projects. The main steps of the scheme are design, construction and 

serviceability. The design step of ground management is associated with input 

geological and geotechnical data from site investigations, engineering 

geological mapping and results of laboratory/field tests. Design analysis of an 

underground excavation is carried out based on ground behaviour, failure 

mechanisms and project conditions, and results in location and project 

orientation, excavation method, sequential excavation, extraction rate, and 

selecting ground support systems. The practical approach of ground control 

and management during the construction stage is determination of standard 

procedures for geotechnical activities, provision of required equipment with 

competent personnel, quality control of materials, identification of 

geotechnical hazards, safety analysis before ground failure occurs, and 

inspection/monitoring of ground support performance. The appropriate 

approach for the projects during serviceability is conducted by maintenance 

and rehabilitation of ground support failure, load deformation measurements 

and preparation of a contingency plan. 

Deep underground mining projects are designed and developed in the 

following stages: 

 

(1) Strategic design: This is a type of primary design and preparing broad 

plan for the mines site such as the location of access and underground 

stopes; 

(2) Tactical design: Tactical object is to provide the detail design of projects 

for example stability analysis of rock mass in underground excavations 

and selecting ground support system before operational stage at the 

mines; and 

(3) Operational design: This is related to monitoring and updated design 

parameters through observational methods and monitoring system.  

 

A wide range of parameters in rock mass compositions, ground 

behaviours modes, failure mechanisms and in situ stresses make it complex 

and uncertain in estimation of rock engineering properties, especially in 

seismically-active mines at great depth. In design phase, visualisation, 

interpretation, assessment of the real orientation and geometry of rock mass 

structures are difficult from direct observations to prepare geological and 

geotechnical model. Therefore, uncertainty and confidence in characterising 

rock mass structures, diagnosis of ground behaviour, failure mechanism, and 

ground support design are assumed. The possible engineering disasters from 

design phase encountered in construction stage could be a complex failure 

mechanism such as sudden failure and large deformation, inadequate and 

inappropriate ground support systems. Hence, ground control and management 

strategies should be accomplished in accordance with knowledge, experience 

and management to address the problems in mining operations. In 

serviceability stage, seismic events, stress concentration and corrosion of 

ground support systems may lead to damage to support devices and rock 

failures. A contingency plan with a monitoring system is required for 

evaluation of ground problems. 



M
ANUSCRIP

T

 

ACCEPTE
D

ACCEPTED MANUSCRIPT

 
Fig. 1. Ground management strategies in deep underground excavations. 

 

The major steps for ground control and management at great depth are 

listed as follows: 

 

(1) Collect data from available evidences, observed features and seismic 

events; 

(2) Identify potential geotechnical hazards; 

(3) Analyse the hazards for ground management, and determine appropriate 

strategies such as smooth blasting method and install ground support 

system; 
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(4) Evaluate the effectiveness of multi-factor on ground conditions, 

especially time; 

(5) Implement ground management strategies in hazard area; 

(6) Conduct geotechnical monitoring and review the ground responses; and 

(7) Update the strategies. 

 

Geotechnical issues and ground control management should be 

considered during the whole lifetime of underground opening projects from the 

feasibility study stage to the final closure of a mine. 

During the design phase of ground control and management, three 

approaches, i.e. project location and orientation, sequential 

excavation/excavation method/extraction rate, and ground support selection 

method, can significantly affect the type of ground behaviours and failure 

mechanisms in underground excavations. For example, suitable drill-and-blast 

design parameters can reduce damaged zones in rocks and result in satisfactory 

size fragmentation, cost-reduction in production and ground support equipment 

(Szwedzicki, 2003). These approaches will be briefly discussed in the 

following sections.  

 

2.1. Project location and orientation 

The layout of project location and orientation is situated based on the 

principal stress orientations, major structural defects in rock masses, 

excavation geometry, location of mineral resources, availability and 

accessibility of equipment, objective and purpose of projects, and location of 

mineral resources in mining projects. The angle between the orientation of an 

opening and major structures of rock masses influences the type of failure and 

mechanisms in underground mining activities (see Fig. 2). Theoretical results 

and practical implementations indicate that the perpendicular and parallel 

orientations of an opening with major structures are the most favourable and 

unfavourable in underground mining projects, respectively. Simple failure 

mechanisms, like tensile fracturing and shear failure, may combine and 

produce complex ground behaviours at different orientations of excavations, 

and the unfavourable orientation of discontinuities surrounds openings to 

reduce the bearing capacity of rock blocks and may lead to ground fall or 

sliding failure (Sharifzadeh et al., 2017a).  

The axis of underground excavations also has influence on discontinuities 

inside rock masses and may affect fluid channels and flow rates in openings. 

Fluid flow can cause different types of ground behaviours and failure modes, 

for example, flowing and swelling phenomena.  

The appropriate layout of location and orientation of excavations with 

regard to the orientation of dominant structures and principal stresses can 

reduce structural failure modes and consequently, the required ground support 

system for stabilising. As a result, an underground mining project is forecast to 

run at a low cost and have a high performance in such a situation. 

 

 
Fig. 2. The influence of discontinuity orientations and dips with the axis of 

excavations.  

 

2.2. Excavation method, sequences and extraction ratio 

 

Excavation method has a significant influence on the engineering 

behaviour of rock masses. For example, drill-and-blast methods can provide 

safe environments compared to mechanical excavation methods at great depth 

and in hard rock conditions, because of a destressing effect and dissipation of 

stress concentrations in a fractured rock mass following blasting (Mazaira and 

Konicek, 2015). Strain energy accumulation in rock masses can be released by 

blasting method in excavation boundaries, which assist to diminish occurrence 

of sudden failure in hard rock.  

Underground works require some access for stopes, extraction of mineral 

resources, transport of ore and waste materials, water/power supply, 

ventilation of main and temporary accesses, drainage, transport of personnel 

and equipment. Typical underground mining access is shown in Fig. 3. 

Excavations in underground mining projects are divided into the following two 

parts (Brady and Brown, 2006): 

 

� Underground excavations for service purposes include mine access, ore 

drives, ventilation, crusher chambers and spaces for underground 

workshops. These types of openings have mostly a medium- to long-term 

life; and 

� Underground excavations for production purposes such as underground 

stopes, stop access, and service ways. They have mostly a short-term life 

and are temporary.  

 

Mining projects at great depth are developed using various excavations 

such as vertical shafts, inclined ramps, horizontal drifts, fuel stores, explosive 

magazines, mining stopes, fuel stores and pump houses. The type and 

geometry of mining excavations have influences on the method and sequences 

of openings. The excavations for production purposes are usually in highly 

stress concentration areas, and they are typically a type of large span with 

short-term lifetime. Excavations for service purposes are usually small-

medium span with medium- to long-term life. For example, the dimensions of 

drifts and ramps are selected based on equipment, ventilation, walkways and 

other facilities. The dimension can change from 2.2 m to 6 m, or 5 m2 to 25 m2 

(Atlas Copco, 2007). These excavations are generally far from mining-induced 

zones. The challenges of excavation phase in openings for service purposes are 

generally less than production purposes. 
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Excavation sequence in a mining operation is described by the extraction 

of the orebody in an underground mining operation in order to achieve a high 

extraction rate of the orebody with minimal ground problems. Post-excavation 

stress can be reduced by applying an appropriate excavation method, sequence 

and extraction rate in underground openings (Sharifzadeh et al., 2013). A 

series of individual stopes is excavated in a safe and economical manner. 

Sequences in underground operations can be divided into primary, secondary 

and third priorities. The first priority of sequential panels or stopes is usually 

designed and extracted in high-grade regions of the orebody in consideration 

of target products in mine planning, field stresses, stability of rock masses, 

dimension of stopes, and backfilling methods. The primary panels or stopes are 

excavated and then filled with backfill materials for two vertical lifts before 

extracting secondary and third priorities of stopes. Fig. 4 shows a schematic of 

sequential excavations in underground stopping. The numbers on Fig. 4b and c 

show the sequences of excavations. According to the figure, sequential 

excavations are used in sublevel stopping mining method as vertical mining in 

steeply inclined deposits. The method is more common in deep underground 

mines in Western Australia.  

 

 
Fig. 3. Typical underground mine infrastructures and accesses (Atlas Copco, 

2007).  
Generally, the excavation sequence dimension varies between 5–30 m 

width, 15–50 m length and 15–100 m height in Australia. Sequential 

excavation in mining operations can be developed as top-down, bottom-up, 

centre-out and abutment-centre (Ghasemi, 2012). The dimension of stopes in 

sequential excavation affects mining operation costs, stability of rock masses 

and failure mechanisms. 

 

2.3. Ground supports in underground mines 

 

Ground supports provide a strong zone in unstable rocks and reduce a 

certain amount of rock deformation to avoid immature failure. Stabilisation of 

the ground in underground works can be accomplished by natural or artificial 

ground support methods. Natural ground support approaches like room-and-

pillar methods are useful in medium-hard rock conditions, low-medium stress 

levels and short-medium term life in excavations. Artificial ground support 

devices are mainly divided into surface rock support and rock reinforcement 

elements. Surface support tools are applied on the surface and external parts of 

rock mass structures. Rock reinforcements are installed in the internal part of 

rock masses. The usual surface and reinforcement devices used in underground 

mining projects are rock bolts, cable bolts, shotcrete, concrete lining, 

strapping, mesh, timber sets, steel sets, hydraulic props, yielding sets and mesh 

(MOSHAB, 1999). Backfilling material method is a practical technique for 

sublevel stopping as a local support system in large-scale openings in mining 

projects. Stress level, density, particle size, porosity, strain level and 

proportion of cementation are assessed to design backfill materials. 

Instability of rock masses is derived from geotechnical structural defects 

in rocks and static/dynamic loading conditions due to stress concentration, 

seismic events and released energy, drilling and blasting, gravitation, 

groundwater and temperature. The stabilisation process for rock mass 

structures in underground openings is as follows: 

 

• Determine project conditions and purposes; 

• Identify major geotechnical defects and failure mechanisms in rocks; 

• Identify main types of loading (static/dynamic) surrounding excavations 

and estimate their intensities; 

• Analyse ground condition and estimate rock mass deformations; 

• Select the type of ground support approaches: natural ground support 

and/or artificial ground support systems; 

• Select the types of surface and reinforcement support devices; and 

• Control the ground–support performance. 

 

 
Fig. 4. Sequential excavation in (a) a tunnel, (b) an underground mine with 

bottom-up and centre-out method, and (c) an underground mine with bottom-

up sequences method (The number shows the sequences of excavations). 

 

 
Fig. 5. Different types of ground support devices in a failure zone: (a) rock 

bolting in small damaged zone; and (b) large damaged zone with (1) rock 

bolting, (2) retaining by inner surface support devices, (3) cable bolting, and 

(4) outer surface support devices (Li, 2017). 
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The application of ground support and reinforcement systems has to 

provide stable conditions in rock mass structures through reinforcing, holding 

and retaining functions (Kaiser et al., 1996). Fig. 5 shows the use of support 

devices in different parts when encountering failure zones in an underground 

excavation. Installing rock bolts in a small damaged zone may provide stability 

in excavation. Large-scale damaged zones require the use of different layers of 

support systems as described below (dependent on the loading condition and 

failure modes) (Li, 2017):  

 

• Part 1: installing rock bolts to reinforce and strengthen fractured rock 

by forcing rock blocks together; 

• Part 2: using inner support systems (shotcrete, mesh, etc.) for retaining 

function; 

• Part 3: cable bolting to provide an effective holding function in 

loosened blocks; and 

• Part 4: implementation of outer surface support devices like steel sets 

and casting concrete, which is more applicable for long-term life 

excavations. 

 

Ground support systems at great depth and high-stress conditions are 

evaluated and designed by practical, numerical and observational methods.  

 

 Ground support analyses and design strategies 3.

 

The techniques for ground improvement by support elements are sewing 

rock blocks together, unifying the zone of failure, avoiding fracturing 

progression, controlling deformation and strengthening rock mass structures. A 

number of factors including availability, capacity, simplicity, cost-

effectiveness, installation method, and energy absorption should be considered 

in the design. 

Different loading conditions surrounding an excavation require different 

types of ground support systems (Rahimi et al., 2014). In general, the effective 

loads on an excavation surface are static, dynamic and a combination of them. 

The origins of static loading are gravity, in situ/induced stress, tectonic 

activities, groundwater, residual stresses, and temperature. Seismic events, 

strain burst, fault slip, pillar slip, gravity collapse, loading/unloading rate, and 

blasting are the main sources of dynamic loading in underground openings.  

At great depth and high stress conditions, seismic hazard changes with 

mining and excavation sequence. Assessment of seismic events and risks can 

be carried out by collecting data from spatial seismic event clusters, 

magnitude–frequency of events, history of apparent stress–time, focal 

mechanism, estimating peak particle velocity, and decay rates of post firing 

event methods (Knobben, 2017). These methods need plenty of knowledge, 

experience and training in the seismic field. Table 1 presents a seismic hazard 

scale (SHS) for mines of Western Australia. This parameter considers 

quantification of seismic events recorded in geological structures, underground 

stopes and mining operations like blasting, based on the rate of magnitude 

events and b-value parameter from the Gutenburg–Richter relation (Hudyma, 

2004). SHS is applicable for reflected seismic events, up to about Richter 

magnitude +3, from failures of rock structures at the mine site.  

Support capacity depends on loading mode, loading rate, share of loads 

between different support elements, displacement of support system, and 

energy absorbing capacity (Kaiser and Cai, 2012). The capacity of ground 

support system is evaluated with regard to availability and combination of 

support elements to act as an integrated system, including the type and amount 

of loads, displacements and energy demand, especially in dynamic loading 

conditions (Cai and Kaiser, 2018). Fig. 6 shows the design procedure of 

ground support system in deep underground mining projects. The main factors 

in the design are an estimation of depth failure and fracturing, demand ground 

support in static and dynamic conditions, and evaluation of rock support 

system capacity based on the load, displacement and energy absorption factors. 

Ground support design based on static loading conditions is used in 

underground mining projects where the risk of seismic events is low. The 

typical ground support devices for static loading conditions are fibre-

reinforced shotcrete, rock bolts and cable bolts (Jacobsson et al., 2013). 

Ground support design in a ground with dynamic loading conditions should 

include an absorbing kinetic energy factor derived from seismic events (Kaiser 

et al., 1996). The results of drop-weight tests indicate that about 25% and 75% 

of absorption of energy demand, respectively, belong to surface support and 

rock bolt devices in hard rock conditions. In soft rock conditions, this 

proportion is divided into 30% for rock bolts and 70% for surface support 

systems (Louchnikov and Sandy, 2017). Transferring the load from the surface 

to reinforcement ground devices is not critical in static conditions, whilst this 

point is a fundamental requirement in dynamic conditions to ensure the 

performance of ground support systems. 

 

3.1. Ground demand in static conditions 

 

Ground support demand in static conditions is determined based on dead-

weight and stress concentration in rock masses surrounding excavations and is 

estimated by Eq. (1) (Cai and Kaiser, 2018). Support elements increase the 

frictional forces of rock blocks, resistance to deformation of the fractured rock 

mass, and the support of the dead-weight surrounding an excavation. 

 Ground demand �static condition� �  ����                                                       �1� 
 

where � is the density of rock (t/m3), g is the gravitational acceleration (m/s2), 

and df is the displacement of rock/depth of failure (m). 
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Table 1. Seismic hazard scale (SHS) in the mines of Western Australia (Hudyma, 2004). 

Mine seismicity frequency per day 

Qualitative description Felt locally 
Felt in a few parts of a mine, like 

a secondary blast 

Often felt on surface, or like a 

development blast 
Felt like a production mass blast 

Detected by regional earthquake 

network 

Approx. Richter 

magnitude 
ML ≥ -2 ML ≥ -1 ML ≥ 0 ML ≥ +1 ML ≥ +2 

Seismic hazard scale and qualitative description 

-2 Nil 
>0.001 

(once every few years) 

0 

(has never occurred) 

0 

(has never occurred) 

0 

(has never occurred) 

0 

(has never occurred) 

-1 Very low 
>0.01 

(a few times per year) 

>0.001 

(once every few years) 

0 

(has never occurred) 

0 

(has never occurred) 

0 

(has never occurred) 

0 Low 
>0.1 

(at least weekly) 

>0.01 

(a few times per year) 

>0.001 

(once every few years) 

0 

(has never occurred) 

0 

(has never occurred) 

0.5 Low to moderate 
>0.3 

(a few times per week) 

>0.03 

(monthly) 

>0.003 

(yearly) 

<0.001 

(may have happened once) 

0 

(has never occurred) 

1 Moderate 
>1 

(at least daily) 

>0.1 

(at least weekly) 

>0.01 

(a few times a year) 

>0.001 

(once every few years) 

0 

(has never occurred) 

1.5 Moderate to high 
>3 

(a few a day) 

>0.3 

(a few times a week) 

>0.03 

(monthly) 

>0.003 

(yearly) 

<0.001 

(may have happened once) 

2 High 
> 10 

(more than 30 a day) 

>1 

(at least daily) 

>0.1 

(at least weekly) 

>0.01 

(a few times a year) 

>0.001 

(once every few years) 

2.5 High to very high 
>30 

(more than 30 a day) 

>3 

(a few a day) 

>0.3 

(a few times a week) 

>0.03 

(monthly) 

>0.003 

(yearly) 

3 Very high 
>100 

(more than 100 a day) 

>10 

(more than 10 a day) 

>1 

(at least daily) 

>0.1 

(at least weekly) 

>0.01 

(a few times a year) 

3.5 Very high to extreme 
>300 

(more than 300 a day) 

>30 

(more than 30 a day) 

>3 

(a few a day) 

>0.3 

(a few times a week) 

>0.03 

(monthly) 

4 Extreme 
>1000 

(more than 1000 a day) 

>100 

(more than 100 a day) 

>10 

(more than 10 a day) 

>1 

(at least daily) 

>0.1 

(at least weekly) 

 

 

 
Fig. 6. Ground support design in deep underground mines. 
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3.2. Ground demand in dynamic conditions 

 

Dynamic support demand stabilises a rock mass under dynamic loading 

conditions and dynamic failure mechanisms, and is estimated by (Kaiser et al., 

1996): 

 Ground demand �dynamic condition� �  �
� ���  � ����                          (2) 

 

where m is the mass of ejected rock materials (t), v is the velocity (m/s), q is 

the constant factor for the effect of gravity on the ejected rock materials (m/s) 

(-1: floor, 0: wall, and 1: back), and d is the distance of ejected rock blocks 

(m). 

The velocity v (peak particle velocity, PPV) can be estimated from 

numerical modelling or seismicity event data using Eq. (3) (Potvin et al., 

2010): 

 

� �PPV� �  �!"#$%&'".)*
+,+-                                                                                                 �3� 

 

where C is the parameter with value about 0.2–0.3 for design purposes, R is the 

distance to the source, /! � 0 10"2�3&,�.4�, �5 is the magnitude event, and 0 is 

the parameter with value of 0.53–1.14.  

Fig. 7 shows an estimation of failure depth in the dynamic rupture 

mechanism based on empirical data from previous projects. In Fig. 7, CI is the 

crack initiation threshold stress in rocks and is determined from laboratory 

tests. CI is about 0.4–0.5 UCS for crystalline rocks (Diederichs, 2017), and 

UCS is the uniaxial compressive stress. 

The depth of failure where there is spalling behaviour and for a circular 

tunnel is estimated by (Diederichs, 2017): 

 

Depth of failure �;�� � <1 � 0.4>?!.�@�AB"?C2DE F 1�!.G4H-."IJ /K                 (4) 

 

where K is the stress ratio; CI is the crack initiation stress (for the case where 

there is no data available, and CI = 0.5UCS); and Rs is the radius or half-span 

of an underground excavation.  

The capacity of energy absorption of various surfaces and reinforcement 

support devices is shown in Table 2 and Fig. 8, respectively. The implication is 

that yielding support devices such as Durbar, Cone bolt, Garford bolt and D-

bolt are effective in dynamic and tensile loading, rockburst, and squeezing 

behaviour. Installing further rock bolts at an acute angle (less than 30°) to the 

orientation of discontinuities is a solution to reducing shear failure (Stacey, 

2016). 

The factor of safety is a key for stability analysis and design of a ground 

support surrounding a rock mass in underground structures. This parameter 

estimates the load capacity of support devices under static and dynamic 

loading conditions. The factor of safety (Fs) is estimated by 

 

LK �
MNN
O
NNP

5QRSTUV WRXRWTYZ Q� V[Q\US K\XXQ[Y KZKY]^
_QYR` ]��]WYTa] KYRYTW `QRSK QU Yb] V[Q\US K\[[Q\USTUV ]cWRaRYTQUorD[TYTWR` STKWX`RW]^]UY �de�

fQWg STKX`RW]^]UY RY ]h\T`Ti[T\^$djk*or
min lmnop 

njq , dsot 
djk , duvw 

djk  x yNN
z
NN{ | 1               (5) 

 
where }Ri � �

� ���; n is the number of rock bolts; Eej is the kinetic energy 

from ejected rocks; ueq is the rock displacement at equilibrium; umax is the 
maximum allowable displacement; and uult is the ultimate displacement. 
 

 
Fig. 7. The estimation of depth failure in a dynamic loading condition 

(Diederichs and Martin, 2010).  

 

Table 2. The capacity for energy absorption of different surface support 

elements (Louchnikov and Sandy, 2017). 

Surface support 
Energy absorption 
(kJ/m2) 

Maximum displacement at 
failure (mm) 

FRS 60 mm, synthetic fibre 0.8 60 

FRS 80 mm, synthetic fibre 2.2 80 

FRS 110 mm, steel fibre and weld mesh 
embedded 

7.0 120 

Weld mesh 100 × 100 mm 
(5.6 mm wire) 

1.3 210 

FRS 60 mm + weld mesh over 2.1 210 

FRS 80 mm + weld mesh over 3.5 210 

M85/2.7 mesh (Minax high-tensile 
chain-link) 

2.4 200 

G80/4 mesh (Tecco high-tensile chain-
link) 

6.5 300 

FRS 60 mm + M85/2.7 3.2 200 

FRS 60 mm + G80/4 7.3 300 

FRS 80 mm + M85/2.7 4.6 200 

FRS 80 mm + G80/4 8.7 300 

Woven mesh (6 mm wire) with welded 
double-wire on perimeter 

2.0 300 

HEA mesh 11.8 800 

Woven mesh (10 mm wire) 22.5 600 

Note: FRS = fibre reinforced shotcrete; HEA = high energy absorption. 

 

 
Fig. 8. Energy absorption capacity of various reinforcement devices (Masoudi 

and Sharifzadeh, 2018).  

 

The required long-term factor of safety is between 1.5 and 3. At high-

stress levels and soft-medium rock strength conditions, squeezing behaviour 

may occur with high-stress deformation. Critical displacement (ur) is a suitable 

parameter to calculate the factor of safety where there is a squeezing 

behaviour. In addition, under dynamic loading conditions, the capacity of 
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ground support devices for absorbing energy should be higher than the ejected 

kinetic energy of rock masses. The ratio of energy absorption capacity by 

ground support devices to the kinetic energy of ejected rocks in a dynamic 

loading condition is used as the factor of safety in burst-prone rocks (Li, 2017). 

A factor of safety of more than one may provide stability under dynamic 

loading conditions. However, ground control and management should be 

accompanied with field measurements to update ground support systems with 

any significant changes in the ground condition like the rate of seismic events.  

Table 3 presents the design principles and a procedure for ground support 

and reinforcement in deep and hard rock conditions. The most effective steps 

in the design of ground support systems are as follows: 

 

(1) Identification of the loading types: 

� Static loading, and 

� Dynamic loading. 

(2) Determination of the main source of loading: 

� Origin of static loading: Gravity, in situ/induced stress, tectonic 

activities, groundwater, residual stresses and temperature; and 

� Origin of dynamic loading: Seismic events, strain burst, fault slip, pillar 

burst, gravity collapse, loading/unloading rate, blasting and earthquake. 

(3) Geological structural condition: 

� Description of the majority of the geological structure: Massive rock, 

moderately jointed/blocky/folded rock, highly jointed/disintegrated rock; 

� Favourability and unfavourability of major structures in openings; 

� Estimation of the block size surrounding openings; and 

� Determination of continuity factor (CF) in the ground. 

(4) Estimation of the loading factor �~L � fQWg ^RKK KY[]UVYb �B�s�
�R�Q[ X[TUWTXR` KY[]KK �B"��: 

� ~L | 2 (Low level), 

� 1 � ~L � 2 (Medium level), and 

� ~L � 1 (High level). 

(5) Identification of potential failure based on loading type, loading source, 

major geological structural condition and loading factor: 

� Primary failures, and 

� Secondary failures. 

(6) Use of appropriate analysis and design methods based on failure modes 

in static and/or dynamic conditions. 

(7) Selection of ground support systems (natural ground and/or artificial 

devices) in accordance with the required life term of excavations. 

 

The lifespan of underground openings can be divided into three groups 

based on their service purposes and uses: 

 

(1) Short-service life (less than 6 months), for example, mine stopes and 

temporary access; 

(2) Medium-service life (more than 6 months and less than 3 years), such as 

ore drive access and exploration tunnel; and 

(3) Long-service life (more than 3 years) like decline, road tunnel and 

underground cavern. 

 

The ground support and reinforcement system should be selected with 

regard to durability and service life of underground excavations. Temporary 

support systems or natural ground are suitable for short-term service lifetime, 

and permanent support systems are used in medium- or long-term. 

In deep and hard rock conditions where there is frequently changing 

behaviour, rapid variations of stress and deformation, energy accumulation in 

rock masses, and application of fibrecrete, yielding rock bolts, cable bolts and 

mesh are necessary to stabilise openings. Seismic and deformation monitoring 

could be a useful strategy to control ground behaviour during mining 

operations.  

It should be mentioned that the proposed method in Table 3 is more 

applicable for strategic and tactical design of underground mine projects. 

Verification and optimisation of design parameters should be accomplished in 

operational design stage.  

 

 Underground mining and construction strategies 4.

 

Underground mining excavations entail excavation methods, sequential 

excavation/extraction ratio, depressurisation, quality control of material, and 

installation of ground support systems. The main principles involved in the 

excavation or extraction phase are construction time, project conditions such as 

the geometry of stopes, and geological factors like faults and shear zones. 

Stress management and quality control of support elements considerably 

influence mining operations at great depth, which will be discussed in the 

following sections.  

 

4.1. Stress management 

 

Depressurisation or destressing is a typical method to control rock failures 

in deep and high-stress conditions. Ground stress and seismic events are 

inevitable in underground mining operations and may cause various failures at 

great depth, such as rockburst (Rahimi and Sharifzadeh, 2017). Fig. 9 shows 

different methods for reduction of rock failure due to excessive stresses. 

Destress blasting is used for fracturing rock zones to dissipate stored strain 

energy from rock masses in mining operations and underground constructions. 

The method is used to reduce the level of stress concentration, by creating 

fractures in the rock mass that cause a reduction in the elastic modulus of the 

rock mass, and enable the rock to carry high-stress conditions. Fig. 10 shows a 

relocation of stress concentration level by destress blasting method 

surrounding an excavation. The effect of the destress blasting method can be 

evaluated by measuring some rock engineering parameters such as 

deformation of rock mass, stress magnitude changes, seismic effects, and 

changes in the elastic modulus (Mazaira and Konicek, 2015). The technique is 

applied to manage rock hazards derived from high-stress conditions such as 

strain burst and rock ejection. 
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Table 3. Design principles and procedure of ground support and reinforcement systems in deep and hard rock conditions. 

Loading 
types Origin of loading Geological structural 

condition Load factor 
Potential failures 

Appropriate analysis and design methods Suggested ground support system 
Preliminary Secondary 

Static 

• Gravitation 

• In situ/induced stress 

• Tectonic activities 

• Groundwater 

• Residual 

• Temperature 

 

Massive rock 
 
GSI > 70 
 
Q ′ > 40 
 
Bs (block size) > 10 m3 
 
CF < 3 
 

�W^ ��⁄ | 2 Stable Local block fall, sliding fall 
Rigid limit equilibrium method, key block 
theory 

Stable, sealing surface with spot bolting and mesh, if needed 

1 � �W^ ��⁄ � 2 
Stress induced failure, 
progressive failure 

Block fall, minor slabbing, 
spalling, bulking failure, 
popping/shucking small rock 
fragments, strain burst 

Analytical methods, tensile cracking analysis, 
combination of limit equilibrium and energy 
release method, continuity deformation 
analysis, failure approach index analysis, 
energy release rate analysis, observational 
method 

Unify zones of failure with mesh and bolting in appropriate 
spacing and length (at least 1/3 the span of excavation), 
deformation control with pre-tensioned rockbolts and retained 
with shotcrete, use D-bolts/Cone bolt/Garford dynamic bolt, 
face and pillars in ore drives retained with mesh 

�W^ ��⁄ � 1 
Stress induced failure, fracturing 
and brittle failure, severity 
sudden failure 

Damage microseismic, block 
fall, brittle failure, tensile failure, 
popping/shucking rock 
fragments, strain burst, pillar 
burst 

Energy release rate analysis, deformation 
analysis, rock burst tendency index, local 
energy release rate analysis, continuity 
deformation analysis, observational methods, 
expert system, integrated systems approaches 

Reduce stress concentration, using back fill as a regional 
support in mining sequences, Adjustment of pillar size in 
underground mining methods, scale first and then install 
support elements, retain ejected rock with fibrecrete and mesh, 
using yielding devices to absorb released energy, yielding steel 
sets, flexible devices to absorb shocks from seismic events,  
split sets are good which are be able to slip under dynamic 
loading, use D-bolt/Garford dynamic bolt/Kinloc bolt/Cone 
bolt/cable bolts, using steel sets, seismic monitoring 

Moderated 

jointed/blocky/folded rock 

 

Favourability and 

unfavourability of major 

structures (Fig. 2) 

 

45 < GSI < 70 

 

4 < Q′ < 40 

 

100 dm3 < Bs < 10 m3 

 

3 < CF < 35 

 

�W^ ��⁄ | 2 
Structure induced failure, block 
fall 

Toppling, block fall, sliding 
failure, wedge failure  

Continuity–discontinuity deformation 
analysis, key block theory, rigid limit 
equilibrium method, analytical methods, 
bending analysis, fracture mechanics analysis, 
finite element methods, failure approach index 
analysis 

Flexible support, sewing layers to each other, pre-tensile rock 
bolts, application of split sets for small scale of failure, holding 
rock mass with mechanical rock bolts, seal surface with 
shotcrete to prevent failure, support devices should be installed 
before ground movement, fibrecrete and rockbolts/cable bolts, 
the length of rockbolts should be at least 1/3 of the span, using 
cement rebar/resin rebar/split set/swellex/friction bolt with 2 m 
or less spacing with mesh and straps for unify zone of failure, 
face bolted and meshed  
 

1 � �W^ ��⁄ � 2 
Stress/structure induced failure, 
block fall, shear failure,  
tensile failure  

Block fall, progressive shear 
failure, shallow stress induced 
brittle and shear failure, flaking 
rock mass/splitting failure, 
tensile failure, buckling failure, 
toppling failure, bending failure 

Analytical methods, observational methods, 
shear stress analysis, expert system, failure 
approach index analysis, discontinuity 
deformation analysis, finite element analysis, 
distinct element methods, soft computation, 
neural networks, integrated approach systems, 
fracture mechanics analysis 

Prestressed reinforced devices, unify zone of failure, scale rock 
mass surrounding excavation before installing support tools to 
unify rock zone, use straps and wire mesh across bedding 
planes and joints to prevent skin failure between rockbolts, 
reinforce rock mass with rockbolts to limit displacement and 
buckling, grouted rock anchors, pre-tensioned rockbolts, 
sometimes need to use steel support to control shear 
failure/plastic behaviour/large deformation, shotcrete with 
mesh and straps for permanent support system, stabilizing 
pillars with mesh and rock bolts, leaving extra pillars, friction 
bolt/cemented/grouted bolt/resin bolts/split sets/cable bolts 
with spacing less than 1.5 m, survive large rock deformations,  
using back fill as regional support  in mining sequences 

�W^ ��⁄ � 1 

Stress/structure induced failure, 
shear failure, large deformation, 
block fall 
 

Crushing and splitting of rock 
blocks, tensile failure, strain 
burst, pillar burst, buckling 
failure 

Discontinuity deformation analysis, analytical 
methods, bending analysis, finite element 
analysis, fracture mechanics analysis, failure 
approach index analysis, expert system, 
observational methods, observation methods 

Stiff support, unify zone of failure, scaling well and then install 
support devices, stiff support, full column ground rock 
anchors, thick steel fibre reinforced shotcrete, yielding steel 
ribs, cable bolts, provide maximum holding capacity,  split 
sets,  using back fill as regional support in mining sequences, 
expansion rebar/split set/Roofex/Yield-Lok/D-bolt with 
spacing less than 1 m with mesh and straps, flexible steel sets, 
survive ground movement and large deformation 

Highly 
jointed/disintegrated rock 
 
GSI < 45 
 
Q′ < 4 
 
Bs < 100 dm3 
 

�W^ ��⁄ | 2 
Structure induced failure, ground 
fall, wedge failure,  
 

Cave in, block fall, wedge 
failure, chimney failure, notch 
failure, cave in 

Discontinuity deformation analysis, shear 
stress analysis, failure approach index 
analysis, finite element analysis, distinct 
element analysis, bending analysis, neural 
networks 

Unify zone of failure, grouted ground for unify zone of failure, 
pattern support with grouted rock bolts such as split sets, 
retaining rock mass with shotcrete and mesh, steel support with 
struts, swellex/roofex/d-bolt/hybrid bolts/friction bolts with 
spacing about 2 m, survive ground movements  

1 � �W^ ��⁄ � 2 
Structure/stress induced failure, 
large deformation failure, shear 
failure 

Ground fall, plastic failure, 
chimney type failure, ground 
movement, shear failure, 
buckling, tensile failure, 
ravelling, flowing  

Discontinuity deformation analysis, shear 
stress analysis, expert system, observation 
methods, failure approach index analysis, soft 
computing, finite element analysis, distinct 
element analysis, integrated approach systems 

Grouted ground for unify zone of failure, steel support with 
pre-tensioned rock bolts, rockbolts or cable to control a 
separation, flexible steel sets, survive large scale displacements 
in rock masses, fibrecrete plus mesh and straps, friction 
bolt/hybrid bolts/grouted bolts with spacing less than 2 m, 
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CF > 35  approaches, expert system reinforced pillars with fibrecrete and mesh, monitoring ground 
deformation 

�W^ ��⁄ � 1 

Stress/structure induced failure, 
large deformation failure, 
ravelling and flowing ground in 
brecciated and disintegrated 
ground 

Chimney type failure, ground 
fall, buckling failure, splitting 
failure, shear failure,  large 
strains, floor heave and sidewall 
closure 

Discontinuity deformation analysis, shear 
stress analysis, expert system, observation 
methods, failure approach index analysis, soft 
computing, finite element analysis, distinct 
element analysis, local energy release rate, 
integrated approach systems approaches 

Grouted rock anchor, steel support with pre-tensioned rock 
bolts, grouted highly ductile rock anchor and steel fiber 
reinforced shotcrete, for swelling condition: full-column 
grouted rock anchors with fibre reinforced shotcrete, 
For ravelling condition: steel support with struts, pre tensioned 
rock bolts with fiber reinforced shotcrete, steel sets are 
required for long-term support,  using back fill as regional 
support in mining sequences, reinforced pillars with fibrecrete 
and mesh, resin bolt/expansion shell/split sets/swellex/grouted 
cable bolts with spacing about 1 m, monitoring rock mass 
deformation 

Dynamic 

• Seismic events 

• Strain burst 

• Fault slip 

• Pillar burst 

• Gravity collapse 

• Loading/unloading rate 

• Blasting 

• Earthquake 

Massive rock 
 
GSI > 70 
 
Q′ > 40 
 
Bs > 10 m3 
 
CF < 3 
 

�W^ ��⁄ | 2 
Seismicity damage, strain burst, 
tensile failure,  

Block fall, sliding failure, brittle 
failure, blast damage, rock 
ejection, shear failure, 
pooping/shucking rock, sudden 
failure, pillar burst 

Observational methods, engineering 
judgment, finite element methods, distinct 
element methods, fuzzy logic, energy release 
rate analysis, rock burst tendency index, local 
energy release rate, integrate system 
approaches, soft computations 

Retaining rock mass with wire mesh, reinforced with strong 
yielding rockbolts and grouted rebar, steel fibre reinforced 
shotcrete, split sets in minor dynamic loading, high density 
cable bolting in high level of seismic events, flexible steel sets 
to absorb released energy, stabilizing pillars with dynamic 
bolts and mesh, leaving extra pillars, fibrecrete plus multi-layer 
mesh and dynamic bolts (D-bolt/Garfod bolt/Cone bolt with 
spacing less than 1-2 m), face and ore-drive meshed and used 
bolts/cable bolts, survive seismic and displacement monitoring 

1 � �W^ ��⁄ � 2 

Seismicity damage, brittle 
failure, spalling, slabbing 
popping/shucking rock, sudden 
failure  

Block fall, sliding failure, 
bulking failure, blast damage, 
splitting failure, tensile failure, 
strain burst, pillar burst 

�W^ ��⁄ � 1 
Seismicity damage, brittle 
failure, server rock burst, rock 
ejection 

Block fall, brittle failure, shear 
failure, blast damage,  splitting, 
pillar burst, strain burst 

Moderated 
jointed/blocky/folded rock 
 
Favourability and 
unfavourability of major 
structures (Fig. 2) 
 
45 < GSI < 70 
 
4 < Q′ < 40 
 
100 dm3 < Bs < 10 m3 
 
3 < CF < 35 
 
 

�W^ ��⁄ | 2 
Structure/seismicity induced 
failure, block fall, shear failure 

Toppling, block fall,  sliding 
failure, wedge failure, blast 
damage, shear failure, splitting 
failure, large deformation, pillar 
failure 

Observational methods, engineering 
judgement, finite element methods, distinct 
element methods, fuzzy logic,  failure 
approach index analysis , local energy release 
rate, integrate system approaches, soft 
computations, discontinuities deformation 
analysis, distinct elements methods  

Retaining rock mass with fibrecrete plus chain link mesh, 
reinforced with strong yielding rockbolts and grouted rebar, 
split sets in minor dynamic loading, high density cable bolting 
in high level of seismic events, flexible steel sets to absorb 
released energy and control deformation, using back fill as 
regional support, grouted rock bolts and cable bolts, Seismic 
monitoring and deformation control, reinforced pillars with 
fibrecrete and mesh 

1 � �W^ ��⁄ � 2 
Stress/structure/seismicity 
induced failure, block fall, shear 
failure, tensile failure 

Block fall, progressive shear 
failure, brittle and shear failure, 
tensile failure, buckling failure, 
toppling failure, bending failure, 
pillar failure, cave in, large 
deformation 

�W^ ��⁄ � 1 
Stress/structure/seismicity 
induced failure, shear failure, 
large deformation, block fall 

Crushing and splitting of rock 
blocks, tensile failure, blast 
damage, , strain burst, pillar 
burst, buckling failure, cave in, 
ravelling, flowing, pillar failure, 
large scale collapse 

Highly 

jointed/disintegrated rock 

GSI < 45 

Q′ < 4 

Bs < 100 dm3  

CF > 35 

 �W^ ��⁄ | 2 
 Structure/stress/seismicity 

induced failure, ground fall 
large deformation failure, shear 
failure 
ravelling, flowing 

Cave in, ground fall, chimney 
failure, notch failure, blast 
damage 
ground movement, shear failure 
splitting failure, shear failure, 
large strains, floor heave and 
sidewall closure, ravelling, 
flowing 

Observational methods, engineering 
judgment, finite element methods, distinct 
element methods, energy integrate system 
approaches, soft computations, discontinuity 
deformation analysis, shear stress analysis, 
finite element methods, soft computing, 
failure approach index analysis  

Reinforced rock mass with resin bolt/expansion shell/split 
sets/swellex/grouted cable bolts with spacing about 1 m, steel 
support with pre-tensioned rock bolts, for swelling condition: 
full-column grouted rock anchors with fibre reinforced 
shotcrete, for ravelling condition: steel support with struts, pre 
tensioned rock bolts with fiber reinforced shotcrete, steel sets 
are required for long-term support,  using back fill as regional 
support in mining sequences, reinforced pillars with fibrecrete 
and mesh,  monitoring rock mass deformation 

 1 � �W^ ��⁄ � 2 
 

�W^ ��⁄ � 1 

Note: GSI: geological strength index; �� � +��
�� × �e�o; Continuity factor  ��L� � �T^]UKTQU Q� \US][V[Q\US ]cWRaRYTQU�^� 

�T^]UKTQU Q� [QWg i`QWg�^� . 
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4.2. Support elements quality control  

 

Quality control and assessment of materials are determined by the 

necessary quality level and quality grade. The quality level is described as the 

difference between the required geotechnical techniques including 

specifications and actual implanting work. Quality grade is the difference 

between standards and specifications required of companies and the quality of 

manufactured products. Quality control is assessed through a systematic 

examination and quality assurance from geotechnical activities to achieve 

planned objectives. Quality assurance of ground control management in 

underground mining projects includes verifying that the construction is being 

done in accordance with the design, checking the availability of equipment, 

personnel facilities and general resources, which can be summarised by the 

following tasks (Szwedzicki, 2003): 

 

(1) Discussion with managers about related activities for ground control; 

(2) Inspection of geotechnical activities in underground mines; 

(3) Review of procedures of operational activities, standards, documents and 

critical tasks; 

(4) Consideration, discussion and review of geotechnical record and input 

data on the design; 

(5) Observation and monitoring of drilling, blasting, rock mass behaviour 

and failure modes; and 

(6) Discussion with supervisors and operators about the identified issues and 

development activities. 

 

The common problems during the shotcreting process in underground 

mining projects are difficulty in achieving correct consistency (especially 

water/cement ratio, W/C), sprayability, proper storage and utilisation of 

admixtures, and use of the correct nozzle distance by operators (Talbot and 

Burke, 2013). Training of operators and supervisors is required to address 

these problems in projects. Also, there is a concern in using grouted rock bolts 

to fill pores in rock zones where there is groundwater which would lower the 

rock bolts’ performance in the ground. Using recent technology, reflected 

ultrasonic wave signals can indicate any voids, and the quality of rock bolt 

installations can be improved (Yokota et al., 2013). Geotechnical quality 

control should be undertaken before installation to ensure that they are in 

accordance with the design parameters.  

 

 
Fig.... 9. Excessive stress management methods in rock damaged zone around excavation (Modified after Saharan and Mitri, 2011). 

 

 

 

Fig. 10. The effect of destress blasting method on rock zone surrounding an 

excavation (Mazaira and Konicek, 2015). 

 
 Monitoring ground-support system performance 5.

 
Rock mass structures in deep underground mines have conditions that 

range from stabilisation to collapse in the following four steps: 

 

(1) Stabilisation; 

(2) Failure warnings, such as major joints, weakness zones, blasting damage 

zones, noise in rocks, seismic events and tectonised structures in ground; 

(3) Ground movements, for example, fracturing, cracking, opening rock 

bolts, and sliding rock blocks; and 

(4) Rock failure, such as sudden failure, ground fall and spalling. 

 

Rock mass behaviour and its change are not always recognisable as 

warnings of failure. A procedure to recognise pre-failure of a rock mass can be 

useful for rock engineers in prediction of geotechnical failure and collapse, in 

order to avoid a fundamental loss. Geotechnical indicators such as faults and 

folds show that a rock mass has a potential for failure. Observational methods 

and monitoring system at great depth should be accomplished by collection, 

interpretation and analysis of this information to evaluate ground-support 

performance.  

The performances of the ground support system under static and dynamic 

loadings, field stress conditions and seismic events are assessed by monitoring 

systems. A good monitoring system is using all available information from 

seismic event sources, seismic loading, and available data in rock mass 

structures and induced stress in field measurements. Installing of different 

types of instruments at great depth and high-stress levels, where there is a great 

potential for damage of the devices due to seismic events, allows different 

measurements like excavation deformation and seismic events, in order to 

evaluate ground support performance (Zhang et al., 2016). The main 

components of geotechnical observational methods are instrumentation, 

monitoring and back analysis, as shown in Fig. 11. There are various types of 
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instrument devices, like extensometer, pressure cell and electrical piezometer, 

which can be used to measure the performances of support devices and ground 

parameters. Measurement of deformations and forces are most common in 

monitoring systems.  

The design of monitoring plan deals with project conditions and 

geotechnical objectives. The mechanism of behaviour control of support 

elements and ground conditions determines the type of instrument devices and 

the location of their installation. The monitoring is performed by collecting 

data, processing, interpretation and analysis. Collected data from monitoring 

are used in two ways. In the first way, for abnormal status, for example, an 

excessive deformation, an immediate action may be required to prevent failure. 

Secondly, data analysis and interpretation are undertaken to find reliable 

values of design parameters.  

Back analysis methods are used for confirmation of field stress and rock 

engineering parameters. Generally, back analysis techniques use two 

approaches: deterministic and non-deterministic. Deterministic methods such 

as the direct approach, inverse approach and graphic method, are based on the 

difference between system and model to minimise variability of the 

(deterministic) signal between them. Non-deterministic methods, like 

probabilistic methods and genetic algorithms, are based on the discrepancy 

between model and systems, which is considered as a non-deterministic signal 

(Sharifzadeh et al., 2017b). 

Observation and monitoring methods can be used during the early stages 

of development of underground mining projects to acquire real ground 

behaviour and modify design parameters. Some of the benefits of monitoring 

and site observations are control of design uncertainties, achieving value–

cost/time, reducing hazard failure in rock mass structures, and improving 

ground support systems. 

 

 
Fig. 11. Geotechnical monitoring and design update procedure in underground excavations (Modified after Sharifzadeh et al., 2017b). 

 

 

 Case examples from deep underground mines in Western Australia  6.

 

6.1. Mine A 

 

The Mine A geology consists of mafic to volcanic and volcanoclastic 

sedimentary, shale and conglomerate rocks. Major geological structures are 

western shear zone and eastern, horizontal fault and thrust fault. Sublevel 

stopping method is used for the extraction of mineral resources. Stope 

dimensions in the mine site are typically 30 m long and 20 m high. Pillars as 

natural ground support are implemented in low grade and uneconomic zones. 

Typical failure modes in the mine site are structural failures (ground fall and 

wedge failure) and stress-induced failure types (slabbing, pillar failure and 

squeezing failure).  

 

6.2. Mine B 

 

The gold mine is hosted in Devonian carbonaceous metasediment units. 

The mineralisation consists of pyrrhotite, arsenopyrite and chalcopyrite. The 

orebody is mined using the underground long-hole open stoping method. The 

main challenges associated with the mining operations are a high degree of 

jointing in the rock mass, several existing shear zones, instability of the rock 

mass and dilution of the ore body in stopes. The record of seismic events 

indicates that the mine area is in low to moderate levels of seismicity. The 

most failure modes are structural and induced stress failure modes. 

 

6.3. Mine C 

 

The gold mine deposit is hosted in mafic stratigraphical units, which are 

coarse grain and massive basalt units. Gold mineralisation is related to 
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sphalerite, galena and scheelite mineralisation, and it is mostly hosted in 

laminated quartz veins. Three geotechnical domains at the mine site are 

hanging wall basalt, the ore body (dolerite, basalts and shear zones) and 

footwall basalts. The Q-value of the rock masses was estimated to be in the 

range of 4 to 30. Failure mechanisms in the rock masses include mining 

induced stress, gravity and blasting, and cause wedge failure, ground fall, 

slabbing, shear slip and pillar failure. The seismicity of the mine site is low to 

moderate.  

 

6.4. Mine D 

 

Nickel ore as the main resource is hosted in nickel-rich lava rivers and 

nickel placer deposits. The nickel ore contains a band of massive sulphide, 

overlain by matrix ore and disseminated ore. The main rock types are basalt, 

talc-chlorite ultramafic, antigorite ultramafic, porphyry-felsic and porphyry-

intermediate. Mineral resources at the mine site are extracted by the long hole 

and cut-and-fill mining methods. There are several faults, shear zones and 

porphyry dykes in the mine area. There is a low rate of groundwater inflow (3-

5 m3/d) from the ore surface and hanging walls during the rainy seasons. 

Seismic events caused a sudden fracture, creating new joints and failures in 

rock zones surrounding excavations. Strain burst, pillar burst, fault slip, shear 

failure, floor heave, stress-induced failure and squeezing failure occurred 

during engineering operations.  

 

6.5. Mine E 

 

The gold deposit consists of multiple shallow dipping ore zones of gold 

mineralisation and is hosted by mafic and conglomerate. The main rock types 

are basalt, conglomerate, siltstone, sandstone and shale. Major structures at the 

mine site are discontinuity sets, fault zones and weakness zones. The quality of 

rock mass, based on the Q-system, was estimated to be between 2 and 19. 

Rock noise was recorded in underground stopes in some cases before the 

occurrence of rock failure. During mining operation, several rockfalls and 

rockbursts occurred. Failure modes at the mine site were classified into 

gravity, induced stress, and seismicity types. In some cases, unravelling 

occurred in rock zones with high degrees of jointing. Also, seismic events 

caused slabbing, strain bursts, rockbursts and ground falls.  

The summary of geological information and geotechnical properties in the 

mines sites are presented in Tables 4 and 5. Also, some typical failure modes 

that occurred in deep underground mines in Western Australia are shown in 

Fig. 12. Typically, failure mechanisms at great depth could be classified into 

three groups: structural failure, induced stress/seismic failure, and operational 

failure mechanism. Ground fall (Fig. 12a) and wedge failure (Fig. 12c) are a 

type of structural failure mechanism that is associated with existence of 

structures in rock masses. The failure occurs due to gravity and sliding rock 

blocks between discontinuities surfaces. Rockburst failure (Fig. 12b), blocky 

undercutting failure (Fig. 12d), bulking failure (Fig. 12e), and pillar burst 

failure (Fig. 12f) are a type of induced stress/seismic failure mechanism. High 

stress concentration, seismic events and released stored energy from seismic 

events lead to rockburst failure. High stress level in ground condition results in 

occurrence of buckling failure. 

The design of ground support systems for the case studies is evaluated 

based on the proposed method in Table 3. The main source of loading at the 

mine site was identified as gravity, tectonic activities, seismic events, fault 

slip, strain burst and blasting damage. The geological structural condition was 

mainly of moderately jointed/blocky rocks, and the GSI and Q-value were 

estimated in the range of 30–80 and 1–48, respectively. The results of the 

design of ground support system at some deep underground mines in Western 

Australia are summarised in Table 6. The loading factor (�W^ ��⁄ ), where  �W^ 

is between 50 MPa and 120 MPa, and �� is about 40-70 MPa, is between 0.9 

and 2.3. Therefore, the rock mass structures have the potential to suddenly fail. 

Site investigations and observations indicate that the primary failure modes are 

mostly of block fall, wedge failure, induced stress failure, shear failure, 

slabbing and rockburst failure modes. In addition, during mining operation, 

secondary failure modes like squeezing failure and pillar failure occurred due 

to seismic events, induced stresses and blasting damage in rock zones 

surrounding excavations. Ground support elements were selected based on the 

estimation of static and dynamic ground support demands in each mine site. 

Fibrecrete with mesh as a surface support system, friction bolt, split sets, and 

grouted rebars and cable bolts as reinforcement tools, were selected as ground 

support systems for stabilising rock mass structures. Fig. 13 shows the results 

of numerical modelling of the main decline access with 5.2 m width and 5.7 m 

height in Mine C. Fig. 13b is the estimation of plastic zone (failure zone) 

surrounding excavation, which is about 1.5 m. The numerical results 

demonstrate the reliability of failure depth estimation compared with empirical 

methods (1–1.5 m) and observational methods (0.5–1.2 m). Also, the ratio of 

safety factor/loading factor (�W^ ��⁄ ) is presented in Fig. 13c. The maximum 

displacement of rocks surrounding excavation was estimated 2.2 cm after 

installing ground support system (Fig. 13d). The numerical results demonstrate 

stability of rock masses surrounding excavation after installation of ground 

support systems.  

 

Table 4. The summary of geological information of mine case studies. 
Mine site Mineral resources Lithology Mining method Major geological structures 

Mine A Nickel 
Mafic to felsic volcanic rocks, volcanoclastic sedimentary 
rocks, conglomerate, ultramafic rocks, massive sulphide 
mineralization 

Downhole bench stopping method Fault, shear zone, discontinuity sets 

Mine B Gold 
Pyrite, arsenopyrite, chalcopyrite, coarse crystalline 
arsenopyrite 

Long hole open stopping method 
Discrete striking and dipping fault 
structures, shear zones 

Mine C Gold Basalt, laminated quartz, sphalerite, galena, Sublevel stop mining method 
Anticline, faults, ductile structures, foliated 
zones 

Mine D Nickel 
Basalt, talc-chlorite, ultramafic, antigorite, porphyry-felsic, and 
porphyry intermediate 

Long hole and cut and fill mining 
method 

Fault, shear zone, porphyry dykes, joint sets 

Mine E Gold Basalt, conglomerate, siltstone, sandstone, and shale Long hole open stopping method Discontinuity sets, faults, shear zones, 

 

Table 5. Rock engineering properties at deep underground mine case studies in Western Australia. 

Mine site Depth (m)  UCS (MPa) E (GPa) ν Dip/dip direction (°/°) σ1 (MPa) σ2 (MPa) σ3 (MPa) 

Joint set 1 Joint set 2 Joint set 3 

Mine A 650 120-160 50-70 0.3 65/85 80/175 51/263 40 32 7 

Mine B 950 70-100 30-40 0.28 49/50 55/001 82/182 55 39 18 

Mine C 1300 135-170 55-75 0.32 35/37 13/339 48/225 70 56 25 

Mine D 800 130-220 45-80 0.34 67/304 74/140 83/86 56 37 21 
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Mine E 780 160-240 63-80 0.33 49/350 4/57 81/109 51 31 19 

 

Table. 6. The results of design of ground support system in five deep underground mines in Western Australia. 

Mine site Source of 
loading 

Geological structural 
condition 

Load factor Potential failures Depth of failure/fracturing 
(m) 

PPV 
(m/s) 

Estimation of 
ground support 
demand  

Ground support System 

Primary Secondary Estimation Observation Static 
(kN/m2) 

Dynamic 
(kJ/m2) 

Mine A Gravitation, 
field stress, 
tectonic 
activities, 
seismic 
events, pillar 
burst, blasting 

Moderated 
jointed/blocky/folde
d rock 
53 < GSI < 77 
4.5 < Q′* < 27 
0.5 < Bs

* <9 
4 < CF < 10 

1 � �W^ �� � 1.3⁄  Wedge failure, 
block fall, induced 
stress failure, 
tensile failure 

Pillar failure, 
slabbing, brittle 
failure, unravelling, 
squeezing failure 

0.6-0.9 0.5-1.5 1.1 41 11 50 mm fibrecrete with 
mesh, 2.4 m Friction 
bolts (1.2 m × 1.2 m), 
2.4 Resin bolts (1 m × 1 m), 6-9 m Cable 
bolts (2 m × 2 m) 
(where required), face 
meshed for drives 

Mine B Gravitation, 
induced 
stress, 
tectonic 
activities, 
fault slip, 
pillar burst, 
blasting 

Moderated–Highly 
jointed 
30 < GSI < 77 
1 < Q′ < 10 
0.1 < Bs < 7 
6 < CF < 19 

0.6 � �W^ �� � 1⁄  Shear failure, block 
fall, tensile failure, 
large deformation 
failure, unravelling, 
pillar failure 

Plastic failure, 
squeezing failure, 
splitting failure, 
chimney failure 

0.8-1.3 0.5-1.7 0.7 47 10.6 75-100 mm fibrecrete 
with mesh, 3 m Resin 
bolts (1.3 m × 1.3 m), 
2.4 m D-bolts (1.3 m × 1.3 m), 8 m Cable 
bolts (where required), 
applied mesh and 
fibrecrete for pillars 

Mine C Gravitation, 
induced 
stress, 
tectonic 
activities, 
fault slip, 
blasting 
damage, 
strain burst 

Massive–Moderated 
jointed/blocky rock 
58 < GSI < 83 
14 < Q’ < 48 
3.7 < Bs < 12.5 
2 < CF < 6 

0.9 � �W^ �� � 1.2⁄  Large wedge 
failure, shear slip, 
slabbing, rock burst 

Pillar burst, brittle 
failure, ground fall, 
popping rock 
fragments, strain 
burst 

1-1.5 0.5-1.2 1.5 36 11.5 2.4 m galvanised 
friction bolt (1.2 m × 1.2 m), 2.4 m grouted 
split sets (1-1.3 m × 1-
1.3 m), 9 m Garford 
cable (2 m × 2 m) and 
mesh, face bolted and 
mesh 

Mine D Strain burst, 
pillar burst, 
seismic 
events, 
gravitation, 
stress 
induced, 
ground water 

Moderated 
jointed/blocky rock 
47 < GSI < 75 
3 < Q′ < 27 
1 < Bs < 9 
5 < CF < 17 

1.1 � �W^ �� � 2⁄  Stress induced 
failure, wedge 
gravity failure, 
strain burst, shear 
failure, ground 
movement, 

Floor heave failure, 
squeezing failure, 
crown pillar failure, 
blast damage rock, 
fault slip 

0.7-1.1 0.3-1.4 1.8 39 14.4  2.4 m Grouted rebar 
(1.5 m × 1.5 m), 50 
mm fibrecrete with 
mesh, 3 m and 2.4 m 
Grouted Split sets (1.5 
m × 1.5 m), 6 m Cable 
bolts (1.5 m ×1.5 m), 
mesh 

Mine E Seismic 
events, stress 
induced, 
gravitation, 
tectonic 
activities 

Moderated 
jointed/blocky rock 
43 < GSI < 65 
13 < Q′ < 35 
2 < Bs < 12 
3 < CF < 14 

1.5 � �W^ �� � 2.3⁄  Gravity driven 
large wedge failure, 
shallow dipping 
wedge failure, 
slabbing, rock 
burst, 

Ground fall, 
unravelling, strain 
burst cracking, 
seismically induced 
wedge failure, 
buckling, blast 
damage 

0.5-0.9 0.4-1.3 1.4 37 11.2  50-100mm fibrecrete, 
mesh, 2.4 m Resin 
bolts (1.1 m × 1.1 m), 
2.4 m Friction bolt (1.5 
m × 1.5 m), 2.4 m split 
set (1.4 m × 1.4 m) 
where required, 5-8m 
Cable bolt (2 m × 2 m) 
where required) 
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Fig. 12. Some typical failures in deep underground mines in Western Australia: (a) ground fall, (b) rockburst, (c) wedge failure, (d) blocky undercutting, (e) 

bulking, and (f) pillar burst. 

 

 

Fig. 13. Numerical modelling of main decline of Mine C: (a) main decline access, (b) plastic zone, (c)loading factor (��� ��⁄ ), and (d) total displacement after 

installing ground support system. 
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 Discussion and conclusions 7.

 

Deep rock underground excavations are usually associated with high-

stress environments and seismic events. Severe damage in rock mass structures 

and ground support systems may occur due to large magnitude seismic events, 

defects in rock mass structures, stress concentration, blasting damage and 

tectonic activities such as strike-slip faults. Utilisation of proper ground control 

and management strategy can avoid the risk of failure. A ground control and 

amendment strategy of deep hard rock was proposed in regard to the design, 

construction and serviceability stages of works. Collecting comprehensive 

data, diagnosis of hazard conditions and failure mechanisms, design analysis, 

and selecting stabilisation methods were conducted in the design phase. 

Determination of safe work procedures, training personnel, identification of 

hazard conditions, quality control and quality assurance of materials, and 

safety analysis before ground failure are essential in construction stage. 

Control of the ground condition during serviceability (short-, medium- and 

long-term) is focused on monitoring (seismic events and load-deformations), 

maintenance, rehabilitation, seismic monitoring, and contingency planning.   

The critical factors in the design stage of deep underground mining 

projects are to establish suitable location and layout of openings; determination 

of suitable excavation method, sequential excavation and extraction ratio; and 

selection of proper ground support equipment for small- and/or large-scale 

deformation. Microseismic and blast monitoring throughout the mining 

operations are required to control sudden failures. Sequential excavation for 

mining purposes utilises the top-down, bottom-up, centre-out and abutment-

centre methods to deal with stress concentration and instability in large-scale 

mine stopes.  

In addition, a procedure for ground support design in deep and hard rock 

is presented. The main principles in the proposed method are as follows: 

 

(1) Ground loading types and sources, 

(2) Characterisation of the major geological structural condition, 

(3) Determination of ground load factor,  

(4) Identification of primary and secondary potential failure, 

(5) Selection of appropriate design analysis for static and/or dynamic 

loading conditions,  

(6) Estimation of static and/or dynamic support demand, and 

(7) Selection of surface and reinforcement support elements based on their 

capacity for energy absorption and safety factor.  

 

At low-stress levels, the dominant loading source is the gravitational force, 

and ground support elements should be selected based on their capacity for 

energy dissipation. The behaviour of rock masses and failure mechanism are 

complex in high rock stresses and dynamic loading conditions due to the 

released strain energy from seismic events, strain burst, fault slip and pillar 

burst. The support elements are selected on the basis of their capacity for 

energy absorption factor in rock mass structures.  

Furthermore, field observational methods utilise instrumentation, 

monitoring and back analysis to control the performance of the ground–

support system in rock underground projects. The typical monitoring system in 

deep underground mining methods is seismic monitoring and measurement of 

rock deformation surrounding excavations.  

A number of deep underground mining projects in Western Australia 

were studied in this context. The mine sites have hard rock and high field 

stress. For ground support design, the geological structures were characterised 

and the potential failure modes were identified. Wedge failure, block fall, 

squeezing, rockburst, ravelling, pillar burst, slabbing and blast damage are the 

common types of failure at the mine sites. Also, the depth of failure based on 

observational methods, empirical methods and numerical methods were 

estimated in the range of 0.3-1.7 m in the main decline access with 5.2 m 

width and 5.7 m height. Static and dynamic ground support demands were 

calculated to be about 40 kN/m2 and 11 kJ/m2, respectively. Fibrecrete with 

mesh was selected as a surface support system, and cable bolt, split sets, 

friction bolt and D-bolt were selected as reinforcement systems in the rock 

masses. The applied ground support systems at the mine sites provide stable 

rock mass structures and a safe environment during mining operations. 
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• Proposed an innovative analysis of ground behaviour and ground management strategies in 

deep underground mining 

• Developed ground support system design in static and dynamic conditions 

• Evaluation of stress management and quality control and support elements during mining 

operations 

• Analysis of ground – support system performance by geotechnical monitoring and design 

update 

• Justified proposed approaches in Western Australian’s mines   
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Simplified 

geotechnical 

Design 

methodology for 

deep underground 

mine excavation 
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Main Failure mechanisms
1. Stress controlled failure in continuum medium:

Failure Mechanisms Spalling, popping and rock bursts
of rock caused by high in situ stresses. This type of
failure is stress induced failure, occur in highly
stressed brittle rock.

2. Structure controlled failure in discontinuum
medium:

Failure Mechanisms Falling or sliding of wedges or
blocks released by intersecting discontinuities. This
type of failure is structurally controlled failure,
generally occur in hard rock at relatively shallow
depth.

6
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Structure controlled failure

After Villaescusa 2014
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Stress controlled failures

After Villaescusa 2014 8
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Stress controlled failures

After Hoek et al. 1996
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Massive Rock

After Villaescusa 2014 10
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Layered Rock

After Villaescusa 2014
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After Villaescusa 2014

Jointed Rock
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After Villaescusa 2014
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After Villaescusa 2014 14
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Rock Reinforcement and Support
Two distinct techniques

Both can be used to control rock behaviour by

minimizing displacements at the excavated walls

Reinforcement is used to improve the overall

stability of the rock mass adjacent to an

excavation

– E.g. Rock bolts, cable bolts, ground

anchors

Support is used to provide a restraint at the

excavation surface

– E.g. Timber, fill, shotcrete, mesh or steel

or concrete sets or liners
(After Kaiser et al, 2000)

15
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How to prevent failure?

1. Prevent stress concentration by suitable design of excavation size and

orientation,

2. Grouting in rock mass to increase cohesion between blocks,

3. Rock anchor installation to increase frictional strength between blocks,

4. Installing support system (steel arc, shotcrete, faceplate) to increase

confining stresses of rock mass,

5. Sealing, drainage, controlling water content and pressure,

6. Installing energy absorbing rock bolt to damp the dynamic loading,

7. Combination of above methods.
16
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Underground excavation Lifetime classification

 Short‐term excavations (less than 1 year to 3 

year), such as: crosscuts, ore drive, temporary 

openings, and exploration galleries.

 Medium‐term excavations (more that 3–10 

years), e.g. level accesses, ventilation drifts.

 Long‐term excavations (Life of the mine) (more 

than 10 years), e.g. main accesses, decline, 

ramps, shaft.

• Civil projects could be categorised in long term 

excavations.

Therefore, support and reinforcement system design must be consistent with 
excavation service life and utilisation 

17
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3) Ground stabilization (Treatment) Design Fundamentals

4) Mine Opening Support Design Methods

5) Summary

6) References
18

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

Ground Control
 Internal Reinforcement

• Rock Bolts (typically less than 3 meters long)
• Cable Bolts (typically greater than 5 meters 

long)
 Surface Support

• Plates
• Straps
• Mesh
• Sprayed Coatings

– Concrete (Shotcrete)
– Thin Sprayed Liners

13 14

15 16

17 18
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(b) rock support.(a) rock reinforcement

Principles of (a) rock reinforcement and (b) rock 
support

20

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

Load Transfer Mechanisms

• Rock – Internal Fixture

• Internal Fixture – Element

• Element – External 

Fixture

• External Fixture - Rock 0 – Rock 
1 – Element
2 – Internal Fixture
3 – External Fixture

After Villaescusa 2014

21
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Types of ground treatment systems:

1. Bolts reinforcement:

1. Rock bolts
2. Cable bolts

2. Concrete support:

1. Shotcrete
2. Concrete in place 

casting
3. Precast concrete 

segments
3. Steel arc support:

1. Rigid steel arc
2. Flexible steel arc
3. Lattice girder

23
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The three primary effects of excavation on the rock mass environment

1. Displacement and rock 

failure

2. Stress rotation such that 

normal and shear stress 

are zero at surface.

3. Water may cause failure 

or increased weathering 

or surface deterioration
24
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The stabilization strategy: Basic categorization of rock reinforcement 
and support.

Rock Stabilization

Rock Support
Structural elements are introduced into the 

excavation to inhibit rock mass displacement 
at the excavation boundaries e.g. steel arches 

Rock Reinforcement
Bars, rods or cables are inserted into the rock 

mass, such that the mass is stiffened and 
strengthened, with the result that it can 

‘support itself’

Discontinuous 
medium

Behaves as a  discontinuous 
medium that is stiffer and 

stronger, because displacement 
on discontinuities is inhibited

Continuous 
medium

Behaves as a reinforced 
composite material, 

analogous to reinforced 
concrete or glass fibre 

reinforced plastics

Continuous medium
Boundary conditions altered –

structural elements apply 
forces or stresses which inhibit 

displacements of the 
continuum

Discontinuous 
medium

Boundary conditions altered –
structural elements apply forces 

or stresses inhibiting 
displacements of individual 

blocks

(After Hudson & Harrison, 1997)

19 20

21 22

23 24
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Reinforcement system

(after Stillborg, 1994)

Friction Anchor (Split set): CFC / CMC

CT Bolt: DMFC / CMC

(after Windsor & Thompson, 1998) 26
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Rock bolt Function

27

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

Cable bolt

 Used to stabilize large single blocks or wedges 

formed in the (Roof) back and walls of the 

excavations

 Provide effective reinforcement of very large 

spans where rock bolts geometrically inadequate

 Have a very high load bearing capacity (25 

t/strand) as well as moderate corrosion 

resistance 

 Plain and modified geometry twin or single 

installations

 Plated provides a high retention capacity

 Rely on good grouting practices
28
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Cable Bolting

• Cables provide an alternative to leaving ore in 
pillars

• Twin cables that have an ultimate capacity of 50 
tonnes are recommended for permanent back 
reinforcement

• Single strand can be used for hanginwall
reinforcement

• Hole size (post grouted ): single (57mm), double 
(64mm) strand

• Critical embedment length (bulbed) ranges from 
1.0 to 2m

• Capacity partially depends on rock mass 
confinement (stress changes)

29
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Cable Bolts

Barrel and 
Wedges

Cable bolts

30
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Cablebolt Function

25 26

27 28

29 30
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Common Cablebolt Applications

32
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(a) ejection of unstable rock

Schematic of dynamic loading due to seismic event

[Player et al., 2008] 

(b) pre‐existing fracture opening

33
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Year Bolts type/specification

Static Dynamic

(kN) (mm) (kN)
(m
m)

1987 Cone bolt(22mm) 200 200 196 118
2001 Durabar(16mm) 120 600 80 600
2008 Garford bolt(21.7mm) 215 500 100‐125 400

2009 MCB38(17.2mm) 110
300‐
900

150 250

2009 D‐bolt(22mm1500mm) 240 169 280 227

2010 Yield‐Loc(17.2mm) 110 200 102 177

2010 Roofex(R20D,20mm) 200
150‐
800

80 275

2010 He‐bolt(22mm) 160 00 168 925

2013 MP1 bolt(20mm2700mm) 229 170 285 174

2014 PA1 bolt(20mm2400mm) 210 185 225 230

2005 BHRB400(22mm2400mm) 207 369 220 378

2005 BHRB500(22mm2400mm) 270 308 N A N A

2005 BHRB600(22mm2400mm) 285 255 N A N A

Table   Evolution of energy‐absorbing bolts

34
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The existing bolts 

accommodate rock dilation and 

absorb energies via either 

utilizing plastic deformation of 

the shank(modeⅠ) in response to 

dynamic load or ploughing 

(slippage) through the 

encapsulation medium at 

predefined load levels (mode Ⅱ). 

Categorization of energy‐absorbing rockbolts

35
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Rebar Frictional bolt (Split set and Swellex)

Reinforcement

36
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Cone bolt D‐Bolt

Wiggle anchor 

Paddle anchor 

Reinforcement

31 32

33 34

35 36
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Duraset Roofex

YIELD‐LOK

Garford bolt

Reinforcement

He bolt 
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New Concept Mining (NCM) Yielding Rock Bolts

Yielding Roofbolts: Hybrid

‐ Vulcan

Yielding Roofbolts: Spin in Resin

‐ Par1 Resin and Helix Yielding

Yielding Roofbolts: Pre‐tensioned, post‐grouted

‐MP1 (mechanised & handheld) and Par1 (handheld)

39
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Surface Support

 Plates

• Flat, domed

 Straps

• Flat, W‐Section

 Steel Wire Mesh

• Welded grid, woven

 Sprayed Coatings

• Shotcrete (sprayed concrete)

• Liners (sprayed thin coatings)

 Other support

• Props, fill

40
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Surface Support
Plates

• Flat, domed
Straps

• Flat, W-Section
Steel Wire Mesh

• Welded grid, woven
Sprayed Coatings

• Shotcrete (sprayed concrete)
• Liners (sprayed thin coatings)

Other support
• Props, fill

41
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How Surface Support Works

Retains rock by transferring loads to the  reinforcement or 
surrounding rock

Unstable Block

Mesh, Strap or
Sprayed Layer or 
Coating

Restraint Restraint

Adhesion 
Required

Adhesion 
Required

Unstable Block

Sprayed Layer 
or Coating

42
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Objectives of support system design

1. To estimate energy accumulation in deep underground excavations

2. To assess the sudden failure potential, examine the critical energy,

rock failure depth using suitable rock behaviour models and

available analytical, numerical, and empirical methods

3. To determine ground energy demand

4. To select the suitable Rock support system to absorb ground energy.

37 38

39 40
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Design Fundamentals

1. Failure Mechanisms / Depth of Damage

2. Ground Deformation – Ground Reaction

3. Dynamic Loading

45
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Stress path: changes of stress at different parts of 
tunnel

46
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Deformation  ‐ Ground Reaction Curves

Step 1: Pre-mining state – rock provides support pressure

47
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Deformation  ‐ Ground Reaction Curves

Step 2: Heading excavated

48
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Deformation  ‐ Ground Reaction Curves

Step 3: Support Installed – no load on support.

43 44
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Deformation  ‐ Ground Reaction Curves

Step 4: Support Installed – headin advanced – support loaded

50
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Deformation  ‐ Ground Reaction Curves

Step 4: Support Installed – more supported added - heading advanced – support loaded.

51

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

Load – Deformation Characteristics
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Recommendati
on of 

reinforcement 
and support 
for different 

ground 
conditions
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1. In non‐seismic support design

Static loading components must

be considered such as :

• Force / Weight

• Length of embedment,

• Yield / failure load

• shear

2. In seismically active support design

Static and Dynamic Loading factors

must be considered such as:

• Kinetic energy

• Peak Particle Velocity (PPV),

• Failure mode

• Support dissipation capacity

Ground support principle according to failure 
mechanisms

54
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Static Load Calculation approach for 
Underground Exc.

Static Load 

Case 

Calculation 

of Surface 

Support

49 50
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Ground support principle according to failure 
mechanisms

• Where:

• m = the mass of the ejected block (kg);

• ve= the ejection velocity of the block (m/s);

• g = acceleration due to gravity (m/s2);

• d = distance the ejected block has travelled (m); and

• q = 1, 0 or ‐1 for ejection from the back, wall or floor respectively.

56
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Procedure for ground energy demand 
calculation:1. Identify seismic sources

2. Assess seismic hazard of each source

3. Calculate velocity (near‐field & far‐field)

4. Calculate energy demand

1. Intact Rock Property Approach

2. Estimation of failure thickness and ejection velocity

3. Rockburst Damage Potential Method
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Surface Support Energy Absorption Capacities

Louchnikov and Sandy (2017) 
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Concept of the ideal bolt and definitions of strength, 
ductile, and energy‐ absorbing rockbolts
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Resin Grouted 22mm [5.7kJ]

Epansion shell 17.3mm rockbolt 
[3kJ]

Swellex dowel [15kJ]
Split set stabiliser [7kJ]

Resin grouted 20mm steel Rebar 
[4.5kJ]

Cenemt grouted 20mm steel 
Rebar [6.5kJ]

Conebolt [35kJ]

Conebolt [20kJ] Conebolt [60kJ]

Static Performance for D‐Bolt 
[20kJ]

Dynamic performance for D‐Bolt 
[40kJ]

Cement Encapsulated threaded 
bar [5kJ]

0, 0

Plain steel bar 20mm …
Garford Bolt [50kJ]

Roofex [20kJ]

Yield‐Lok [17kJ]

MP1‐20‐2.2m [52.6kJ]

PAR1‐R22‐2.4m [58.7kJ]

Vulcan‐20‐2m [48.1kJ]

Vulcan‐20‐2.4m[61.4kJ]
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DISPLACEMENT (MM)

Resin Grouted 22mm [5.7kJ] Epansion shell 17.3mm rockbolt [3kJ] Swellex dowel [15kJ]
Split set stabiliser [7kJ] Resin grouted 20mm steel Rebar [4.5kJ] Cenemt grouted 20mm steel Rebar [6.5kJ]
Conebolt [35kJ] Conebolt [20kJ] Conebolt [60kJ]
Static Performance for D-Bolt [20kJ] Dynamic performance for D-Bolt [40kJ] Cement Encapsulated threaded bar [5kJ]
Plain steel bar 20mm B500C [40kJ] Garford Bolt [50kJ] Roofex [20kJ]
Yield-Lok [17kJ] MP1 20 mm 2.2 m (52.6 kJ) PAR1 Resin 22 mm 2.4 m (58.7 kJ)
Vulcan 20 mm 2.0 m (48.1 kJ) Vulcan 20 mm 2.4 m (61.4 kJ)

St
iff 

Medium 
Yieling 

High Yieling Very High Yieling Extremely High Yieling

Load Displacement behaviour of different Rockbolt

R. Masoudi & M. Sharifzadeh, 2018
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Ground Demand Reinforcement Selection

Surface

Displacement (mm)
Energy (kJ/m2)

Recommended 
Reinforcement

Capacity Category

<50 <5
Expansion shell Rockbolt, 

Resin/Cement steel Rebar,
Low / Stiff

50–100 5–15
Split set, Swellex, Roofex, 

Yield‐Lok, Modified Rebar
Medium

100–200 15–25
Swellex, D‐Bolt, Conebolt, 
Roofex, Yield‐Lok, PAR1, 
Vulcan (20 mm, 2 m)

High

200–300 25–35
Roofex, Conebolt, Garford, 

Vulcan (20 mm, 2.4 m), MP1
Very high

>300 >35 Conebolt ,Garford Extremely high

Demand – Capacity based support 
selection

R. Masoudi & M. Sharifzadeh, 2018
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Energy dissipation capacity category of different types 
of reinforcement

R. Masoudi & M. Sharifzadeh, 2018
62
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Pull‐out test result of sample MG‐3‐9 (M HE, 2014)
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Interpreting results of dynamic tests

• Repeatability 

of results

New concept Mining,2018 64
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Role of surface support system

• A surface support with high energy absorption  
takes a portion of the load and ensure a good  load 
transfer to the reinforcing elements
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Potential savings in ground support costs 

• Mesh instead of shotcrete 

• Shorter rock bolts 

• Larger spacing between rock bolts 

• Rock bolts of lower capacity 

• Customised cablebolting patterns 
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Underground mining and construction strategies‐ Stress Management

Depressurisation or destressing is a typical method to
control rock failures in deep and high‐stress conditions.
Ground stress and seismic events are inevitable in
underground mining operations and may cause various
failures such as rockburst.

Destress blasting is used for fracturing rock zones to
dissipate stored strain energy from rock masses in mining
operations and underground constructions. The method is
used to reduce the level of stress concentration, by creating
fractures in the rock mass that cause a reduction in the
elastic modulus of the rock mass, and enable the rock to
carry high‐stress conditions.
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Excessive stress management methods in rock 
damaged zone around excavation 

(Modified after Saharan and Mitri (2011)) R
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Underground mining and construction strategies‐
Support elements quality control 

Quality control and assessment of materials are determined by the
necessary quality level and quality grade.

Quality assurance of ground control management are:

1. Discussion with managers about related activities for ground control,

2. Inspection of geotechnical activities in underground mines,

3. Review of procedures of operational activities, standards, documents and
critical tasks,

4. Consideration, discussion and review of geotechnical record and input
data on the design,

5. Observation and monitoring of drilling, blasting, rock mass behaviour and
failure modes, and

6. Discussion with supervisors and operators about the identified issues and
development activities.
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Presentation Outline

1) Introduction

2) Introducing Reinforcement Systems

3) Ground stabilization (Treatment) Design Fundamentals

4) Mine Opening Support Design Methods

5) Summary

6) References
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Ground Support Selection/ ‘Design’– Commonly used 
approaches

• Analytical Approach

• Empirical Schemes

• Block fall / slide analysis

• Numerical Approach
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1. Beam theory

2. Voussoir beam theory

3. Arching theory

4. Kirsch theory

Analytical Approach
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In rock mechanics, the
Kirsch equations are
the most widely used 
suite of equations
from the theory of
elasticity. They allow
the determination of
stresses and
displacements around
a circular excavation.

Stresses and displacements induced around a circular excavation in plane 
strain
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Stresses induced around a circular excavation

‐ With assuming r=a :

‐ Maximum tangential stress:

‐ Minimum tangential stress:

‐ If K=1 
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Stress concentration due to the excavation
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Empirical Systems

• Tunneling Index (Q or Q’ system)

• Geomechanics Classification or Rock Mass Rating

System (RMR) (or MRMR)

(Hoek, E (2000) Rock Engineering)
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Rock mass classification RMR system 
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Applications – Stand‐up Time

• Application of RMR 

for estimation of 

tunnel stand‐up time.

• Guidelines apply to a 

10m span horseshoe 

shaped tunnel, in a 

rock mass subjected 

to σv <25 MPa.
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Applications – Stand‐up Time RMR
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Updated Span Design Curve 
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Empirical Systems ‐ Rock Tunneling Quality 
Index, Q

• Q Index
– Barton et al (1974) (Updated by Potvin to include SRF)

– Via back analysis of large number of underground excavations

– RQD – Rock Quality designation  100%

– Jn – Joint set number  3 Sets Jn = 9

– Jr – Joint Roughness number  smooth Planar Jr =1.0

– Ja – Joint alteration number slightly altered Ja = 2

– Jw – Joint water reduction Number no water Jw = 1

– SRF – Stress reduction Factor SRF = 1

– Gives Q = 16

SRF

Jw
x

Ja

Jr
x

Jn

RQD
Q 
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E x c a v a t io n  C a te g o ry E S R

A T e m p o ra ry  m in e  o p e n in g s 3 -5

B P e r m a n e n t  m in e  o p e n in g s , w a te r  tu n n e ls  fo r
h y d ro  p o w e r  e x c lu d in g  h ig h  p re ssu re  p e n sto c k s ,
p ilo t  tu n n e ls ,  d r ift s  a n d  h e a d in g s  fo r  la rg e
e x c a v a t io n s

1 .6

C S to r a g e  ro o m s , w a te r  t re a t m e n t  p la n t s ,  m in o r
ro a d  a n d  ra i lw a y  tu n n e ls ,  su r g e  c h a m b e r s ,
a c c e ss  tu n n e ls

1 .3

D P o w e r  s ta t io n s ,  m a jo r  ro a d  a n d  ra i lw a y  tu n n e ls ,
c iv i l d e fe n c e  c h a m b e r s ,  p o r ta l e x c a v a t io n s

1 .0

E U n d e rg r o u n d  n u c le a r  p o w e r  s ta t io n s ,  ra ilw a y
sta t io n s ,  sp o rt s  a n d  p u b lic  fa c i li t ie s ,  fa c to r ie s

0 .8

Excavation Support Analysis

(ESR) Ratio Support Excavation

(m) Height or Diameter Span, Excavation
  eD
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Q Application
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Correlation between Q ‐ RMR
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Geological Strength Index: GSI

Hoek, 2000

Strength of jointed rockmass depends on:

• properties of intact rock pieces, and

• upon the freedom of these pieces to slide 

and rotate under different stress conditions, 

• controlled by the geometrical shape of the 

intact rock pieces as well as the condition of 

the discontinuities separating the pieces
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Hoek – Brown failure criterion
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Block fall/slide analysis (Structurally controlled)

Structurally‐controlled
instability means that blocks
formed by discontinuities
either fall or slide from the
excavation periphery as a
result of the body forces
(usually gravity) enabled by
the process of excavation. To
assess the likelihood of such
failures, an analysis of the
kinematic admissibility of
potential wedges or planes
that intersect the excavation
face(s) can be performed.

tannc   
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Block analysis using limit equilibrium method 
(Unwedge)
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Block analysis using limit equilibrium method 
(Unwedge)
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Numerical methods

• FEM (Finite Element Method)

• FDM (Finite Difference Method)

• BEM (Boundery Element Method)

• DEM (Distinct Element Method)

• Software:

• PHASE2 

• FLAC 2D and 3D 

• MAP 3D , Examine 

• UDEC

• 3DEC
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Numerical methods

• Continuum analysis

• Discontinuum analysis

• Phases, Examine, 

Map3d,…

• UDEC, 3DEC

Continuum ContinuumDiscontinuum
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Numerical methods
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Stress concentration due to excavation – Numerical 
analysis
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EMPIRICAL 

DESIGN METHOD

Rimas Pakalnis, 2014 102
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EMPIRICAL DESIGN METHOD

Fig.

Rimas Pakalnis, 2014
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Design Methodology  Pakalnis (2008)
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G, Capes 2009

Stope stability assessment methods
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Empirical Method of Design in Mining

A frequently used empirical method is one initially developed by

Mathews et al. to the. in 1981, later modified by Potvin (1988)

and Milne (1989).

The Mathews Stability Graph is a plot of Stability Number (N)

against Shape Factor or a Hydraulic Radius (RH).

The hydraulic RADIUS is equal to the ratio of the area of a

excavation face to the perimeter.
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The stability number :  N

The value of N is given by the following equation:

N = Q’ x A x B x C
Where:

Q' is themodified rock quality index where Jw/SRF = 1.

Q’ = (RQD/Jn)  (Jr/Ja)

– A is the rock stress factor. It replaces the SRF and varies from 0.1 and 1

– B is the joint orientation factor. Varies between 0.3 /0.2 up to 1

– C is the factor of gravity , is related to the failure process by the rock block
own weight. Varies from 2 to 8
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Hydraulic radius =  
area/perimeter:

XY/(2X+2Y)

Factor A, B, C
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Stability  
index (N’)  
versus the  
stope  

hydraulic  
radius.

Various  
authors,  
clock‐wise  
from top  
left:

Mathews et al.,  
1981, Potvin,
1988, Nickson,

1992 and  
Stewart and  
Forsyth, 1993,
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The Potvin, 1988 and Nickson, 1992 combined data base of unsupported  
case records. The ‘cubes’ correspond to caverns in civil works (added by  

NB). The red curve corresponds to an ESR of about 4.
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AN EXPLANATION OF ESR(see left axis)
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Note that the ESR = 1.6 line is closest to the ‘envelope’ drawn in the left‐
hand figure. This is too conservative for temporary‐stope mining use.
Some ‘cross‐plotting’ cubes are shown: civil contra mining.

113

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

An attempt to relate civil (ESR) to mining
(Left: combined Potvin, 1988 and Nickson, 1992 data: Capes)

The ‘cubes’ showing 10 m increasing to 20 m, and 20 m increasing to  
50 m span (approx.) in order to reach the red envelope.
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A simple  
definition of  
(average)  

dilution, beyond  
the planned and  

inevitable  
dilution.

Figure based on  
Scoble andMoss,  

1995, but  
reproduced from  

Capes, 2009
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The 255 cases assembled by Capes,  
2009, showing: a) the stable and  
caved Modified Stability Graph  
curves, and b) ELOS Dilution  
Graph curve.
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DESIGN REQUIRES INTERPOLATION NOT

EXTRAPOLATION!

• Use of empirical methods inherently made these
systems more reliable as they are 
refined/verified.

• Empirical methods are evolving and application a
t times confusing

• Methods in this talk have a strong analytical foun
dation coupled with extensive field 
observation to arrive at a calibrated empirical ap
proach towards the solution to a given problem.
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Three stability zones of original Mathews Stability graph.
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Database Potvin 1988 and 
Nickson 1992 Unsupported 
stopes

Design Zones for open stopes 
using Stability Graphs
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The Stability Graph Method
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1) STRENGTH R2 (25MPa) 4-2

2) RQD
3) SPACING
4) CONDITON
5) GRNWTR

25%
50mm

SLT OPN TO OPN

DRY

8
5

12-6
10

RATING 39-31%

STRUCTURE 
DESIGN 35%

RMR CHARACTERIZATION MUDSTONE

Rock mass condition at depth
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GENERALLY FOR OPEN STOPE WALL SURFACES THE RADIUS
FACTOR IS 1.1 TIMES THE HYDRAULIC RADIUS IN MAGNITUDE

FOR SPANS LESS THAN THREE TIMES THE HEIGHT.

SURFACE ASSESSMENT FOR IRREGULAR GEOMETRY
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13

STOPE DESIGN
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G. Capes, 2009 126
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EMPIRICAL ESTIMATION OF WALL SLOUGH (ELOS)
AFTER CLARK (1988).
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CRITICAL SPAN CURVE FOR MINE ENTRY METHODS EMPLOYING LOCAL SUPPORT ONLY

Stable Excavation
no uncontrolled falls of ground.
no movement of back observed
no extraordinary support measures have been implemented.

Potentially Unstable Excavation
extra ground support may have been installed to
prevent potential falls of ground
movement within back
increased frequency of ground working

Unstable Excavation
the area has collapsed
failure above the back is approximately 0.5 x span in the
absence of major structure

support was not effective to maintain stability.

16

SPAN DESIGN

Empirical methods of design support systems
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PILLAR DESIGN
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Graph for assessment of stability and geometry of pillars in mines 
(Pakalnis, 2014)
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Outline of support properties in underground excavation 
(Pakalnis, 2014)
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CONDITIONS FOR A) GRAVITY FALL AND B) SLIDING INSTABILITY FOR WEDGEWITHIN BACK OF TUNNEL

SUPPORT DESIGN
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Support design
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24

SUPPORT PROPERTIES
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FACTOR OF SAFETY ANALYSIS “DEAD WEIGHT”

21

SUPPORT PROPERTIES
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INTERSECTION SUPPORT “DEAD WEIGHT”

26

SUPPORT PROPERTIES
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SCHEMATIC SHOWING TRANSITION OF WEAK ROCK MASS TO STRONGER AND EXISTING DATABASE.

WALL STABILITY GRAPH AS DEVELOPED FOR
WEAK ROCK MASSES (PAKALNIS, 2007)
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Cable Bolt Design
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Presentation Outline

1) Introduction

2) Introducing Reinforcement Systems

3) Ground stabilization (Treatment) Design Fundamentals

4) Mine Opening Support Design Methods

5) Summary

6) References
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THE OBJECTIVES OF GROUND STABLIZATION IN MINING 

• Safe and economical excavation of ore

• Maximum recovery with minimum dilution

• For this purpose it is necessary to understand the:

• Ground condition consisting: Intact rock, discontinuities and rock

mass behavior, geological structure, seismicity,…

• Ground behavior and probable failure mechanisms due to mining

activities

• Reasonable countermeasure to control excavation instability and

failure.
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Introduction and motivation

Depleting surface resources and a tendency to use underground mines at

great depth,

Development of urbanization construction of utilities such as power plant,

gas storage and waste disposal in underground structures,

Great depth causes a growth potential of rock mass instabilities and risk of

failures,

Application of appropriate design methodology is critical to overcome

relevant challenges and problems and manage ground control.
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End of presentation:
Diagnosis of problem and selecting right tools to solve
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Underground mining is going to be deeper gradually because near surface resources are going to be
depleted. Therefore, risk of seismic events in underground mines is escalating. Additionally, existence
of the large ratio of horizontal to vertical stress, could be a potential reason for high-stress condition
and occurrence of dynamic activities. Depending on various parameters such as the level of induced
stress, rock properties, etc., ground demand changes and it is difficult to estimate. On the other hand,
under seismic condition, energy dissipation and deformation capacity of supports is the most important
factors, however, rock support performance factors in dynamic conditions are still under investigation.
Expanding the knowledge of reinforcement behaviour and capacity, specifically that of the rockbolt as
a primary element in seismic conditions, would help to develop a suitable, safe and economic support
design. This paper contains various methods to estimate ground demand including the intact rock prop-
erties approach, failure thickness and ejection velocity estimation, and rockburst damage potential
method. It also covers measurement methods of rockbolts energy dissipation capacities such as drop test,
blasting simulating, back calculation and momentum transfer measurement methods. A large-scale
dynamic test rig is also explained. Based on the findings, a table and a graph to show the applicable range
of each type of rockbolts were presented. Suitable rockbolt types for various ground energy demand and
deformation capacity range were categorised in the table and the graph. The presented support selection
method facilitates the selection of a suitable reinforcement system at the preliminary stages of design
and guides the designer to adjust the support reinforcement system based on observed ground and sup-
port reaction.
� 2018 Published by Elsevier B.V. on behalf of China University of Mining & Technology. This is an open

access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Deeper underground mining exploitation is increasing world-
wide because near surface mineral resources become gradually
depleted. In-situ stress increasing in rock is the main difference
between rock stresses at depth compared to the rock near the sur-
face, and dynamic activities are direct consequences of such a con-
dition. Seismic events such as the rockburst might occur below
600–800 m depth and more likely passing 1000 m depth. Such
phenomena are not limited only to deep mines as many shallow
mines in Australia experience such events due to the presence of
high horizontal to vertical stress ratios.

Hard rock mining is experienced at a depth of about 2 km in
Australia, more than 3 km in Canada, and a depth of about 4 km
in South Africa highlight the importance of ground stability at such
depths. Finding a practical support design requires determining the
rockmass energy demand and rock support energy dissipation
capacity. Numerous unknowns, uncertainties in geomechanical
parameters and randomness occurrence of seismic events increase
the complexity of the rock demand determination and conse-
quently extend the complication of an effective support design.

Though a significant amount of work has been done to estimate
energy dissipation capacity of support elements, this subject is not
much known. Additionally, the role played by other mechanisms of
loading, like dynamic shear loading, in the support system is also
not clearly understood.

To achieve stability and safety at deep and rockburst prone con-
ditions, appropriate support and reinforcement design is neces-
sary. The support system should not only be able to tolerate the
static rock load and potential dynamic load due to induced stress,
but it should also not lose strength over a wide range of deforma-
tion. It could be concluded that the energy dissipation capacity of
support elements individually, as well as the ground support as
an integrated system, needs to be found. Ground energy demand
cannot accurately be determined or calculated, but some
s using
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estimation might be achieved to help engineering judgment. Some
of the methods, based on intact rock properties, have attempted to
find a relationship between rockmass properties and their poten-
tial to burst, and the real condition of rockmass under stress
[1,2]. Some other methods are based on the estimation of probable
failure volume, ejection velocity and the travelling distance of
ejected materials [3]. Another recent method relies on the defini-
tion of the effective parameters on the potential of rockburst and
its likely damage [4]. On the other hand, some researchers believe
that there is not a precise method to determine rockmass demand
with any degree of confidence [5].

Along with ground demand during dynamic events, much effort
has been expended in determining the rock support energy dissi-
pation capacity. Rockbolt as the primary element to transfer the
energy of the displaced volume of surface rock to the ground in
depth has been the focus. Several approaches including the drop
test, blast simulation, back calculation and momentum transfer
method have been developed in order to examine rockbolt perfor-
mance [4,6–10]. Another so-called large-scale dynamic test rig has
been constructed in 2012 by Geobrugg in Switzerland in order to
investigate the whole support system as an integrated system
[11,12]. Despite several research studies on different ground types,
support systems in a wide range of loading, rockbolt types, etc.,
there are limited comprehensive studies on this subject.

In this research, at first, a short explanation of different mecha-
nisms of rockburst and rock ejection and various methods of
ground demand estimation and rockbolt energy dissipation capac-
ity, are illustrated. Then, suitable rockbolt type selection is recom-
mended for different ground demand levels. The method is simply
presented by table and graph which is easy to use in practice. The
presented methods can assist the selection of appropriate rockbolt
type at the preliminary stages of mine design. Additional to the
rockbolt selection, some further considerations for the selection
of other support elements is given as well.
2. Deep underground and high-stress mining

Seismically active underground mines are those which are
prone to dynamic rockmass failure. As mining progresses, the nat-
ural stress equilibrium of the rockmass is disturbed. Stresses con-
centrate around the edges of an excavation or in pillars of rock
between excavations left unmined for support, due to low grade
or other reasons. Stress may also be increased or relaxed on pre-
existing planes of weakness such as faults, shears or lithological
contacts. These stress changes cause the accumulation of potential
energy in the unmined rock. This energy may be gradually dissi-
pated, or it may be released suddenly during the process of inelas-
tic deformation and radiates detectable seismic waves.
2.1. Ground behaviour in seismic conditions

Rockmass varies from massive, layered and jointed to heavily
crushed conditions. In addition, dynamic loading has a broad range
of frequency, amplitude, and wavelength. Therefore, ground beha-
viour varies widely considering the rockmass and dynamic loading
conditions. The most common types of strain burst and seismic
failure mechanisms in different ground types are categorised into
four primary ejection types based on various factors as shown in
Fig. 1.

Fig. 1a shows the mechanism of strain burst during ejection of a
volume of rock due to stress concentrations or induced stresses. In
this condition, discontinuities have a minor effect on ejection, so it
is difficult to predict the volume of rock to be ejected and even
sometimes the likelihood of an ejection.
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Fig. 1b shows the ejection of a volume of rock by the mecha-
nism of sudden buckling or spalling of rock in the wall or even in
the face due to induced or concentrated stress on the boundaries
of the opening where foliation of the rockmass is nearby vertical.
This mechanism applies to strong to extremely strong rocks.

Fig. 1c shows the ejection of a volume of rock in the wall due to
a seismic event near the boundaries of a stope or a tunnel which is
due to slip or energy transfer on an adjacent discontinuity. Initial
or secondary discontinuities can bound the volume of ejection so
it can be estimated if the location of such an event is known.

Fig. 1d depicts the mechanism of instability in the back due to a
combination of the effect of loosening of discontinuous blocks,
gravity, and/or a seismic event. Loosening of the blocks in the back
could be a result of the lack of enough confining stress or previous
blasting. The seismic event can accelerate the phenomenon under
the effect of available gravity.

Therefore, considering the wide range of rockmass and dynamic
load conditions, various types of failures such as spalling, rock ejec-
tion and block fall can be expected.

2.2. Ground seismic energy demand

When a dynamic load propagates in the excavation, rock defor-
mation occurs and cause an energy release. Estimating the magni-
tude of released energy is important to design a suitable
reinforcement system. Although several methods have been devel-
oped to estimate the ground energy demand, they can be cate-
gorised into three groups namely, Intact rock property approach
(IRPA), Estimation of failure volume and ejection velocity, Rock-
burst damage potential. A brief illustration of each method is given
in the following subsections.

2.2.1. Intact rock property approach (IRPA)
When a volume of energy that should be tolerated within the

rockmass exceeds its capacity (Strength), sudden failure happens,
and energy is quickly released. Although all factors such as discon-
tinuities and their infilling material properties, and the presence of
underground water and its effects are important, intact rock prop-
erties have significant roles in this phenomenon. As a matter of
fact, the intact rock energy absorption capacity could determine
the upper limit of energy absorption capacity or in other words,
the potential releasable energy of the rockmass. Some criteria have
been defined to estimate the potential of rockburst based on intact
rock properties including Index of strain energy, Potential energy
of elastic strain [1,13], rock brittleness [14], and ratio of tangential
stress to compressive strength [15].

An excess of energy during the post-peak deformation stage
conclude in violent rock fracturing [16]. Energy release rate (ERR)
has been developed as a basis for mining exploitation pattern
design. Rock subjected to the compression process experiences
elastic and plastic deformation. Elastic deformation (strain) of the
rock can be recovered if unloading occurs before peak strength.
At brittle failure, the elastic strain releases suddenly and causes a
rockburst. Therefore, by applying a cyclic compressive strength
test, the energy storage capacity of rock can be estimated. As it is
shown in Fig. 2a, Uds is the portion of energy which is dissipated
due to initiation and propagation of micro-cracks in the rock sam-
ple (plastic deformation). Uel is the portion of energy which is con-
sumed for elastic deformation and stored in the rock. This portion
of energy stored during the loading process up to point A could be
released gradually by unloading or suddenly by failure. The ratio
between elastic strain energy and dissipated energy (index of
strain energy) could be used as a criterion or an indicator of rock-
burst potential.

F ¼ Uel=Uds ð1Þ
lection for deep and high-stress tunnels at preliminary design stages using
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Fig. 1. Failure mechanisms for underground deep and high-stress tunnels due to induced stress and seismic events.
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Fig. 2. Analytic calculation of energy in the rock sample cyclic loading of after
Kwasniewski, Szutkowski) (a) [13] and calculation of potential elastic strain energy
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Investigations demonstrate that the potential energy of elastic
strain (PES), in other words, the elastic strain energy which is
stored in a unit volume of rockmass, is another criterion that could
scale the shock and rockburst occurrence [13]. As it is depicted in
Fig. 2b, the maximum elastic strain energy which could be stored
in a sample of rock before the peak strength is given by:

PES ¼ Uelm ¼ r2
c=2Es ð2Þ

where rc is the uniaxial compressive strength (MPa), and Es is the
unloading tangential modulus (MPa).

The third criterion is the index of rock brittleness which is
defined as following:

B ¼ rc=rT ð3Þ

In which rc is the uniaxial compressive strength (MPa), and rT

is the tensile strength of the rock (MPa). Based on this criterion, the
lesser index indicates the probability of the more violent rockburst.
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The fourth criterion considers both the state of in-situ stress in
the rockmass and the mechanical property of rock is expressed by:

Ts ¼ rh=rc ð4Þ

In Eq. (4), rh is the tangential stress in the rockmass surround-
ing the openings or stopes (MPa), and rc is the uniaxial compres-
sive strength of rock (MPa). A larger Ts indicates a more violent
probable rockburst [14].

A summary of these criteria is shown in Table 1.
Four indexes are available in this table indicating whether a

rockburst event will be low, strong or violent based on estimated
or calculated amount of each index. The indexes on the left side
of the range indicate low potential, and on the right side of the
range indicate strong or violent potential of rockburst.
2.2.2. Estimation of failure volume and ejection velocity
Estimation of failure thickness and ejection velocity will allow

the estimation of ground demand by calculating the potential
energy release (stored energy in flying rock) by the prospective
volume of ejected rock and the estimated velocity of ejection.

The energy demand on ground support due to a block ejected
from the backs, wall or floor could be calculated by the following
Eq. [3]:

Energy Demand ¼ 1=2mv2
e þ qmgd ð5Þ

In this equation: m = the mass of the ejected block (kg); ve = the
ejection velocity of the block (m/s); g = acceleration due to gravity
(m/s2); d = distance the ejected block has travelled (m); and q = 1, 0
or �1 for ejection from the backs, wall or floor respectively.

The second term in Eq. (5) contributing to the energy demand
(qmgd) represents the influence of gravity. Gravity adds potential
energy to rocks ejected from the backs and reduces the energy of
a block ejected from the floor, while not contributing to ejection
from the wall [3].
lection for deep and high-stress tunnels at preliminary design stages using
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Table 1
Rockburst potential based on intact rock property.

Description Index Potential of rockburst

Low Strong Violent

1 Index of strain energya [13] F = Uel/Uds 2 5
2 Potential energy of elastic strain (kJ/m3) [13] PES = rC

2/2Es 50.0 100 150.0 200 250.0
3 Rock brittleness [14] B = rC/rT 40.0 26.7 14.5
4 Ratio of tangential to compressive strength [15] Ts = rh/rC 0.3 0.5 0.7

a Based on tests on coal specimens to provide the intensity of shocks or coal bombs.

4 R. Masoudi, M. Sharifzadeh / International Journal of Mining Science and Technology xxx (2018) xxx–xxx
If we consider the energy demand per square meter of excava-
tion surface and substituting tq for m, the equation becomes [3]:

Energy Demand per m2 ¼ 1
2
tqV2

e þ qtqgd ð6Þ

In which: t = thickness of failed rock at the excavation surface (m);
and q = rock density (kg/m3).

Therefore, the critical factors required for energy demand are:
peak particle velocity, which is assumed to equal the velocity of
ejection (Ve); excavation closure or ejection distance (d), and the
mass of ejected material, which is a function of the failure thick-
ness (t) and the rock density (q).

The excavation closure (or ejection distance) ‘‘d” is used in the
gravity component of the energy demand equation and is only
applicable when the design is being undertaken for the backs. It
represents the work done by the support system to halt the down-
ward movement of the rockmass. An approach is to use the dis-
placement capacity of the ground support elements in the backs
as a guide. In practice, the displacement capacities of the support
element that fails first in a rockburst can be used for ‘‘d”. The
results of drop weight dynamic testing of support elements can
be used to assist in determining appropriate ‘‘d” values.

The fracturing due to induced stress, blast damage, geological
structure or a combination of all these three factors can form the
failure volume or mass of ejected rock which loads the support sys-
tem. Failure volume can be estimated by various methods in an
excavation. A borehole camera survey can help to find the potential
discontinuities for ejection and hence the probable volume of rock.
Numerical modelling also can be used for the estimation of the fail-
ure mass by measuring the overstressed zone surrounding an exca-
vation, in other words, the zone around an excavation in which the
stress exceeds the rock strength. Empirical estimation methods are
also available.

Table 2 summarises the methods of estimating the failure vol-
ume for use in design calculations. The thickness should be calcu-
lated via as many possible as the mentioned methods in the table,
and the maximum thickness should be used in the calculation.

2.2.3. Rockburst damage potential
Heal [4] has established a method for assessing the likelihood of

rockburst damage occurring at particular excavations in seismi-
cally active underground mines. In this approach, five factors are
combined into a single index for determining the potential for
rockburst damage at a given location in an underground mine.

Excavation vulnerability potential (EVP) is proposed as an index
to empirically quantify the effect of local site conditions on rock-
burst damage. It makes use of four of the five mentioned factors,
those not related to the source of the seismic event:

� E1: The stress conditions (r1T/UCS);
� E2: The energy capacity of the installed ground support system
(in kJ/m2);
� E3: The excavation span (in m); and
� E4: The presence of seismically active major geological
structure.
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The empirical EVP index proposed makes use of these two
components:

EVP ¼ ðdamage initiation factorÞ
� ðdepth of failure factorÞ ¼ ðE1=E2Þ � ðE3=E4Þ ð10Þ

In order to consider the distance and magnitude of the seismic
event involved in each case history, the EVP data was compared to
the fifth factor, peak particle velocity (PPV) to create a single index
called rockburst damage potential (RDP), as shown here:

Rockburst damage potentialðRDPÞ ¼ EVP� PPV ð11Þ

The respective distributions of these factors show that, in gen-
eral, an increasing level of rockburst damage is associated with:

� Increasing stress conditions (E1);
� Decreasing ground support system capacity (E2);
� Increasing excavation span (E3);
� Decreasing geology factor (E4); and
� Increasing peak particle velocity (PPV).

The above-explained procedure can be used to predict the level
of rockburst potential. This method needs more experiments and
practical feedback to prove or modify.

In most cases, it is difficult to carry out a specific design because
the rockmass factors that define demand cannot be dependably
evaluated. Therefore, the rockmass demand can be described qual-
itatively. As explained in Table 3, qualitative demand categories of
rockmass could be defined in terms of low, medium, high, very
high, and extremely high energy demand per square meter as well
as surface displacement and reaction pressure. Similarly, such a
rating can classify the reinforcement system in order to satisfy
the rock demand [19].

3. Dynamic rock support and reinforcement classes and tests

The reinforcement and support system is a critical measure to
prepare a safe workplace as well as increase the longevity of a
stable opening. An effective support system influences the safety
of workforces and equipment along with the economical mine
extraction. Different sorts of reinforcement and support systems
are required for a particular application rely on a few elements
including: the geometry of the excavation, the strength of the rock-
mass, stresses present in the rock, corrosion and weathering pro-
cesses, and blasting practices.

The primary method to lighten the impacts of mine seismicity is
the design of a practical geometry and appropriate mining
sequence. A rock support plan would be a complementary step
intending to mitigate the rockburst impact. A ground demand-
energy dissipation capacity approach is a vital step in such circum-
stances. Therefore, acquiring the knowledge of energy dissipation
capabilities of elements of a support system including the rein-
forcement, surface support, connecting elements and faceplate &
nut is necessary as well as a whole support system as an integrated
system.
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Table 2
Failure thickness estimation [17,18] (after Heal [4]).

Table 3
Typical rockmass demand for ground support design [19].

Demand category Reaction pressure
(kPa)

Surface displacement
(mm)

Energy
(kJ/m2)

Low <100 <50 <5
Medium 100–150 50–100 5–15
High 150–200 100–200 15–25
Very high 200–400 200–300 25–35
Extremely high >400 >300 >35
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3.1. Dynamic capacity of rockbolts

Implementation of a dynamic resistance support system is the
most common method of stabilising an underground opening in
mines. Rockbolts along with surface support comprised of mesh
and shotcrete, play a crucial role as one of the main elements of
a support system. A tunnel that experiences seismic activities like
a rockburst needs to be supported by appropriate elements, cap-
able of tolerating dynamic loading. This area in geotechnical engi-
neering is still under development. In other words, the dynamic
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capacity or energy dissipation capacity of the rock support is under
investigation by researchers [20]. The primary challenge in mea-
suring the dynamic capacity of the ground support including the
rockbolt is to prepare repeatable loading conditions similar to
what is experienced at a supported face during a seismic event.
Providing a good monitoring system and qualified data acquisition
apparatus along with well-controlled equipment are requirements
of a dynamic testing facility in order to acquire reliable data and
meaningful analysis.

‘‘Drop testing” has been under the attention of researchers to
convey kinematic energy to ground support elements in order to
measure energy dissipation capacity [3,9,21–27]. The momentum
transfer concept has been utilised by some other researchers [6].
In this method, deceleration of a dropped reinforcement sample
attached to a mass is measured and the amount of energy con-
sumed particularly for deformation and failure of sample is calcu-
lated. Employing a simulated controlled blasting process as the
dynamic load applied on a completely supported area along with
a well-instrumented system is another category of measurement
of dynamic performance of a support system as an integrated sys-
tem [7,28]. In addition, back calculation of support capacity has
lection for deep and high-stress tunnels at preliminary design stages using
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also been performed by Heal [4] which can be assumed as another
method to estimate the dynamic support capacity.

3.1.1. The ‘drop test’
The drop test rig is a controlled laboratory facility to investigate

the dynamic behaviour of ground support elements submitted to a
seismic event simulated by sudden loading of a dropping mass
from a predetermined height [3,9,21–27,29,30]. This test has expe-
rienced numerous amendments and has turned into a standard
testing technique for laboratory assurance of rockbolt energy
absorption or dissipation capacity. There are also various difficul-
ties required with this test including slow instrumentation reac-
tion, uncontrolled vibrations in the loading system, and other
sources of unmeasured energy losses [31]. The advantage of this
test facility is its repeatability and cost effectiveness as soon as it
is assembled. A number of drop testing equipment has been con-
structed during the last twenty years in Canada, South Africa and
recently in Australia to be able to perform dynamic performance
assessment of ground support elements. Although a standard
method of testing has been available, these rigs have been con-
structed with considerable dissimilarities which make the exami-
nation of their outcomes to some degree complicated or not
comparable [20].

A rockbolt or cable bolt, cement or resin encapsulated in thick-
wall steel pipe to replicate the rockmass, is frequently used in the
drop testing experiments. Despite the fact that a specific thickness
and measurement of steel tube were given to provide similar con-
finement of the in-situ rockmass with the same magnitude, the
steel pipe cannot completely replicate the rockmass which may
introduce an error of some degree into the estimation [8].

In spite of the fact that there have been critical enhancements
made to the drop testing mechanical assembly, it is still not illus-
trative of in-situ conditions. The drop test technique has numerous
presumptions that would influence the performance of the support
elements contrasted with their genuine performance in the field.
Moreover, the drop tests deliver results of individual support ele-
ments that need to be compiled and consolidated to design the
support system. It is helpful to take the outcomes from the differ-
ent reinforcement elements and the surface support and assemble
them together. However, providing a cost effective, controlled and
repeatable procedure for estimating the support elements’ proper-
ties in a laboratory is its outstanding advantage.

3.1.2. Blast simulation
Blast simulation experiments have been performed in-situ try-

ing to recreate the seismic event via the blasting to measure the
consequences on most common ground support systems [7,32–
37]. In-situ simulated blasting testing to investigate the rock sup-
port behaviour and performance was innovated by Ortlepp [38].
In comparison to drop testing, the simulation of rockbursts by
blasting has a large level of difficulty. Performing such a destruc-
tive test in active mines during operation of other activities needs
sophisticated coordination with operative units while the logistic
of setting up and carrying out the tests is not straightforward,
and the cost is also high. The positive points of the method is the
testing of the support system as an integrated system which is
completely installed in place as opposed to individual support ele-
ments. Issues, for example, installation procedures and the interac-
tion with the rockmass were also investigated, and shortcomings
of the whole system were underscored [20].

It is worth mentioning that the movement of ground in blasting
is not similar to that of a rockburst because of seismic events. The
gas pressure is not available in the rockburst condition while in
blasting it is accompanied by the shock wave, as sometimes the
generated gases quickly expand and may conclude to unpre-
dictable results at the test location. On the other hand, the wave
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characteristics, including wavelength, amplitude and frequency
created by blasting are different to those produced by large seismic
events. Normally, the wavelengths in the seismic events are longer
and frequencies are lower in comparison to those in blasting.

Obviously, to investigate and understand the behaviour of rock-
mass and ground support elements, a reproducible or repeatable
simulated dynamic event would be a great success. Many research-
ers have tried to employ the blasting method for simulation of a
rockburst, but there are few or small number of successful exper-
iments. Distortion by gases and not enough generated energy to
produce premeditated destruction have been the main reasons of
ineffective experiments. Nevertheless, the behaviour of the whole
support system as an integrated system can be investigated with
this method.

3.1.3. Momentum transfer method
The momentum transfer concept has been employed by the

Western Australian School of Mines (WASM) via a dynamic loading
system in order to find out the energy dissipation capability of the
ground support elements or system. This equipment utilises a sam-
ple of reinforcement attached to a mass to apply a dynamic impact
to the sample by dropping them from a certain height and mea-
surement of deceleration after impact. The testing facility is cap-
able of testing different types of rockbolts, cable bolts, or
reinforcement systems, prepared sample of surface support or a
mixture of both, to be able to assess the mechanism of dissipation
of the energy by a ground support system and interaction between
the surface support and reinforcement and the mechanism of the
transfer of the dynamic load [6].

The concept of this facility is illustrated in Fig. 3. Using a
dropped mass of 2000 kg as the simulated ejected rock with an
impact velocity of 6 m/s is a standard arrangement for testing of
rock reinforcement. This arrangement provides a kinetic energy
of 36 kJ applied to the test sample and must be dissipated by the
support element. The buffers have to absorb the energy of the
beam as well as a portion of the energy of the dropping mass.
The excess energy is applied to the test sample following the
impact because of the change in potential energy of the dropping
mass. Making a radial cut artificially in steel pipe simulates the dis-
continuity in the rockmass typically situated 1.0 m beneath the
bearing plate [39].

Characteristically, the investigation of a sample of reinforce-
ment or support system has to be based on first impact loading
that can be a single large dynamic impact. Therefore, the testing
equipment has to have sufficient energy or enough capacity to be
able to exceed the strength of the sample with a single impact.
lection for deep and high-stress tunnels at preliminary design stages using
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Based on previous experiments, it has been proved that the multi-
ple loading cause the measured result to overestimate the capacity
in comparison to the results of a single large impact. The WASM
testing equipment is capable of applying 120 kJ of kinetic energy
to the sample [39] which is more than the capacity of most com-
mon rock bolts.

It is practical to calculate the dynamic force-displacement dia-
gram of the support element via a well instrumented and moni-
tored system. The portion of the applied kinetic energy, which is
dissipated by the prepared sample of support, would be deter-
mined by calculation of the area under the force-displacement
graph. Another portion of energy that is absorbed by buffers can
be calculated separately for every test. The accelerometers assist
in evaluating and computing the deceleration response of the sys-
tem. Alternatively, it can be calculated by a fast computerised
video camera, measuring the relative displacement of a target by
object tracking software.

Finally, the underground ejection velocity is considered as the
relative velocity between the loading mass and the dropping beam.
The ejection phenomenon happens and a block of rock, which was
at rest or stationary under the stress at the wall or vault of the tun-
nel, quickly accelerates and reaches a peak velocity. The velocity
returns to zero if the ground support system tolerates the dynamic
impact. Compared to a strong ground support system, a weak or
soft support system would be a reason for larger displacement
and greater ejection velocity. The most important aspects of the
ground support design that has to be considered in a mining oper-
ation is the maximum permissible deformation of the reinforce-
ment system and ensuring that the surface support has enough
toughness to tolerate the displacement [39].

3.1.4. Back-calculation
Back analyses of the actual rock ejection and the associated sup-

port system is potentially a way of estimation of the dynamic
capacity of the ground support. The problem is predicting the loca-
tion of an ejection due to its randomness and other uncertainties,
and consequently lack of sufficient monitoring to collect enough
data regarding the event, for example, velocity of the ejected mass.
Therefore, back analyses of driven events like blasting would be an
appropriate method to address this issue.

A comparison between the test results of simulated rockbursts
with back analyses of absorbed energy in some case studies has
been performed by Heal [4]. A correlation has been found between
the back calculation of case studies and the simulated rockburst
results, but the method has not been proved yet nor used by other
researchers. It seems that this method with some modification can
be an approach to calculating rock support dynamic dissipation
capacity at the real scale.
Fig. 4. The large-scale dynamic t
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3.1.5. Large-scale dynamic test rig for ground support
In order to examine the ground support as an integrated sys-

tem, Geobrugg Company has constructed a dynamic test rig. Using
this rig, it is possible to apply a dynamic load to a sample of a com-
plete support system containing a 3.6 m � 3.6 m sample of surface
support combined with four dynamic rockbolts. Because the large
sample includes all support elements, it is capable of demonstrat-
ing the performance of the surface support and the reinforcement
in combination together as well as the connecting and terminating
elements [11,12]. Fig. 4 shows the test setup.

As it can be seen in the figure, a horizontal chain link mesh is
connected to the main steel frame using lacing wire ropes, while
the mesh is held by four dynamic rockbolts. Surface support simu-
lated by shotcrete or concrete slab could be poured over the wire
mesh engaged with the four rockbolts via terminating and con-
necting elements. Some natural rock boulders and gravel are
placed on top of the slab sample to simulate broken rocks during
a rockburst event contained by surface support. An impact plat-
formmade of steel is placed over the gravel to distribute and trans-
fer the impact of a dropped block to the gravel layer, natural rock
boulders, and simulated surface support. The mass of the dropped
block is 6280 kg and it can be lifted and dropped from a maximum
height of 3.25 m limited by a guiding rail. One of the four bolts is
instrumented by two load cells at both ends. Two high-speed cam-
eras are installed in front of the main frame, the upper one for the
filming of the test block movement and impact and the lower one
to monitor the support with several measuring targets on the mesh
and bolts with a computer tracking program to evaluate the dis-
placement, velocity and acceleration of the targets. Dissipated
energy can be calculated by the difference in potential energy of
the test block before and after the impact [11,12].

Testing a large scale of the support sample as an integrated
system submitted to a dynamic impact is the strong point of this
testing rig. Engineers, to some extent, can evaluate energy dissi-
pation capability of a ground support system exposed to dynamic
impact and compare the compatibility of the elements in the pre-
pared sample. The result would help the designer to avoid leaving
a weak link in a support system because the weakest link in a
support system affects and limits the maximum capacity of the
whole system.

One weak point of the system is that a single drop would not
cause the support system to fail under test and multiple drops
can conclude in an overestimation of the energy dissipation capac-
ity of the rockbolts or even the whole support system.

There are not many published results of this testing facility
and perhaps this is due to a limited number of support systems
tested. Therefore, the performance of it can only be evaluated
after publication of more test results and comparison to real case
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esting rig of geobrugg [11].
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Table 4
Demand–capacity based support selection.

Ground demand Reinforcement selection

Surface
displacement
(mm)

Energy
(kJ/m2)

Recommended reinforcement Capacity
category

<50 <5 Expansion shell rockbolt, Resin/
cement steel rebar,

Low/stiff

50–100 5–15 Split set, Swellex, Roofex, Yield-
Lok

Medium

100–200 15–25 Swellex, D-Bolt, Conebolt, Roofex,
Yield-Lok

High

200–300 25–35 Roofex, Conebolt, Garford Very high
>300 >35 Conebolt, Garford Extremely

high
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studies. On the other hand, it seems that the monitoring data is
not enough to calculate the portion of energy dissipated by a sup-
port sample because the steel frame absorbs a part of the poten-
tial energy of the testing block by deflection and vibration that
cannot be measured or calculated by the predicted monitoring
system. It is also worth mentioning that the testing facility does
not completely replicate the seismic phenomenon that happens
in the ground.

3.2. Rockbolts energy dissipation capacity

In this part, the most common types of rockbolts are discussed
and divided into different capacity categories. It is assumed that
the surface support system (including shotcrete, mesh and nut)
are acting appropriately and transfer the load to the rockbolt. Then
the rockbolt would be the central element absorbing and dissipat-
ing energy.

Typical load–deformation behaviours of different rockbolts
under the loading test are collected and illustrated in Fig. 5.
According to the load-deformation capacity, the rockbolts are
classified into five groups namely, stiff, medium yielding, high
yielding, very high yielding, and extremely high yielding rock-
bolts. As shown in the figure, a category of rockbolts, such as
expansion shell and resin/grout encapsulated rebars, are concen-
trated on the left side of the plot and represent stiff rockbolts
with less than 50 mm deformation capacity and less than 5 kJ
energy absorption capacity. The second category such as Split
set, Swellex, Roofex and Yield-Lok are the rockbolts which can
tolerate deformations between 50 mm and 100 mm with an
energy absorption capacity between 5 kJ and 15 kJ. The D-Bolt,
Conebolt, Swellex, Roofex and Yield-Lok which are high yielding
rockbolts could lie in the next category. For deformation capacity
greater than 200 mm, Conebolt, Garford and Roofex (possibly
with small spacing) fall into the very high yielding category,
and just Conebolt and Garford are suitable for the extremely high
yielding category.

An important fact related to high yielding rockbolts is that they
show different behaviour depending on loading conditions and
other environmental circumstances. Loading velocity is one factor
that can change the load and deformation capacity of yielding bolts
Conebolt (20 kJ)

Yield-Lok (1

Resin grouted 22 mm (5.7 kJ)
Cement encapsulated threaded bar (5 kJ)

Cement grouted 20 mm steel Rebar (6.5 kJ)
Resin grouted 20 mm steel Rebar (4.5 kJ)

Static performance for D-bolt (20

Epansion shell 17.3 mm rockbolt (3 kJ)

Stiff Medium yielding High yielding

Swellex dowel (15 kJ)

Split set stabiliser (7 kJ)

2150100500
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Fig. 5. Load-deformation behaviour of differen
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and the quality of installation is another important factor. As it can
be seen in the graph, one of the Conebolts tolerates more than 300
mm deformation and absorbs or dissipates 60 kJ of the ground
released energy. In comparison, two other Conebolts tolerate less
than 150 mm and less than 300 mm and can dissipate 20 kJ and
35 kJ, respectively. Grout quality is a major factor for Conebolts
because a strong cement grout could lead to higher initial loading
and early rupture while soft cement grout leads the rockbolt to
early sliding and not reaching its maximum load capacity. In both
cases, energy absorption capacity of a rockbolt dramatically drops.
So before starting to implement a ground support scheme, it would
be necessary to plan a test program to determine the conditions for
optimum performance of the rockbolts. Examples of influencing
parameters include grout mix design, curing time and preloading.
The result of the test program should be used to develop a quality
control plan.

Considering rockbolts’ energy absorption as shown in Fig. 5 and
discussed above, suitable rockbolt type selection for various
ground demand categories are proposed in Table 4. This table could
be an initial guideline to narrow the choices, and it is evident that
complementary studies such as dynamic tests are required for
detail design. Although there are some newer types of rockbolt like
Dynamic Omega-Bolt which can absorb 22–35 kJ in static and
7 kJ)

 kJ)

Very high yielding

Roofex (20 kJ)

Conebolt (35 kJ)

Plain steel bar 20 mm B500C (40 kJ)
Garford bolt (50 kJ)

Extremely high yielding

40035030025000

Cement encapsulated 
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dynamic conditions [42], they need more laboratory and industrial
experimentation.

Fig. 6 shows the energy dissipation capacity of different types of
reinforcement. Choosing a specific type of rock reinforcement, the
figure shows the range of energy dissipation and deformation
capacity under each named capacity category.

Based on the expectation of the deformation and energy
demand of a location, the ground demand relates to the relevant
categories in this table. The range of suitable reinforcement for
the category is proposed in the ‘‘Rock Bolt Types” column. The
expected deformation and ground demand are complicated though
and come from the methods explained in Section 2.2 as well as pre-
vious experiences and engineering judgments.

3.3. Considerations of linking and terminating arrangements of
reinforcements

The reinforcement connects to the surface support by linking
and terminating arrangements like nuts and bearing plates, split
set rings, or the sealing weld and soft ferrule on Swellex. The
ejected mass applies the dynamic load to the surface support or
containment support. The load needs to be passed via the linking
and terminating arrangements and transferred to the ground
through the reinforcement. Everyone of these elements have to
be able to tolerate the applied dynamic load independently and if
any of them failed, the load would no longer transmit to the
ground and ejection would occur from in-between the rockbolts
[3,4].

Some experiments show that the capacity of the bearing plate
under a dynamic loading condition is much less than their nominal
load capacity [43,44]. Therefore, in designating each ground sup-
port system, it is critical to be sure that the linking and terminating
elements have adequate impact loading capacity to transfer the
load to the reinforcement and avoid of local failure of the surface
support.
4. Discussion

Ground support system design in a seismically active ground or
rockburst prone area needs specific consideration regarding evalu-
ation or estimation of the released or transferred energy to the sur-
face of the opening on one hand, and knowing the energy
absorption or dissipation capacity of the support system on the
other hand. Design of a support system at a certain location under-
ground requires an evaluation of both ground demand and support
capacity, in order to design a reliable support system. The pre-
sented methods in the evaluation of ground demand have a large
degree of uncertainty while the testing methods of the support sys-
Please cite this article in press as: Masoudi R, Sharifzadeh M. Reinforcement se
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tem are not entirely capable of simulating the real conditions
occurring in the ground.

Having an estimation of both factors, the ground demand and
the support capacity, is essential, therefore, even with a large
amount of uncertainty, designers can compare these two factors
to define a factor of safety. In addition, the methods could be mod-
ified and calibrated in a certain area by the probable occurrence of
seismic activities similar to observational methods. Comparison of
the support systems tested by multiple facilities assists with pro-
moting the design for the next step.
5. Conclusions

Under seismic conditions in mines, the idea of improving, con-
serving, and mobilising the inherent strength of the ground to be
self-supported is not valid enough while energy dissipation capa-
bility and large deformation capacity of support system is the pri-
mary objective. In this research, the ground demand and likelihood
of a dynamic event have been estimated using different methods.
Despite the low accuracy of these estimation methods due to many
assumptions, they can assist in the selection of a relatively appro-
priate support system at preliminary design stages. The design can
be modified with observations during construction progress.

Stiff behaviour at the beginning of the loading, along with high
strength and yielding capability by increasing deformation, are
essential qualities of the support components under dynamic load-
ing conditions in order to dissipate a sudden release of energy. To
estimate the capacity of rock support systems exposed to seismic
events, a number of estimation methods including laboratory drop
tests, simulated rockbursts, back calculation, momentum transfer
concept and large-scale dynamic test were discussed. Although
various assumptions and interpretations are needed to employ
the results of dynamic tests, more dynamic capacity measurement
of support elements is required to cover the wide range of possible
energy released and resulting deformation. On the other hand,
ground support reacts in different ways under different circum-
stances. The velocity of ejection (dynamic loading velocity), quality
of grouting of rockbolts and appropriate linking between all ele-
ments are some of the known factors that affect the performance
of the ground support system. The arrangement of a test program
before finalising the design is vital to ensure a successful design.

Ground demand is estimated using the methods discussed
along with an associated degree of uncertainty. However, to begin
with, the potential for rockburst could be assessed through labora-
tory tests on intact rocks. Estimation of failure thickness and veloc-
ity of ejection could support the assumptions and results of the
laboratory tests. Using rockburst damage potential, the previous
result could be cross-checked, and this could also be summarised
lection for deep and high-stress tunnels at preliminary design stages using
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into a qualitative description. Using ground demand – support
energy dissipation capacity (Table 4 and Fig. 6), the rockbolt type
selection was introduced. The selected rockbolt can be tested, ver-
ified, and modified by proper dynamic testing or observation of
progress during construction. The reliability of the support ele-
ments would be monitored and back calculated after initial instal-
lation and following excavation progress. This will allow the
support selection and details to be modified based on monitoring
and back calculation, progressively and continuously.
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a b s t r a c t

Back analysis as a modern observational method is a helpful technique for evaluation of soil and rock
mass parameters and prediction of their mechanical behavior. Most back analysis techniques in geotech-
nical engineering problems are based on the methods that utilize the monitored data of stresses, strain
and displacements. This technique is one of the prominent processes in design and evaluation of the sta-
bility of caverns that reveals the shortcoming of supports design and in fact is essential for evaluation of
design parameters. Siah Bisheh pumped storage project with complex geometry, changeable geological
formations and diverse geotechnical properties of rocks, is under construction on the Chalus River at
the north of Iran. The underground complex consists of three main caverns placed near each other. In this
study displacement based direct back analysis using continuum and discontinuum numerical modeling
were applied and geomechanical properties of rocks, stress ratio and joints parameters were identified
and then calculated parameters were compared with the initial design parameters. Both continuum
and discontinuum modeling results were in a good agreement with measured displacements which con-
firm the numerical modelings correctness and back analysis results.

� 2011 Elsevier Ltd. All rights reserved.

1. Introduction

Siah Bisheh Pumped Storage project is located in 125 km north
of Tehran, in the vicinity of Siah Bisheh village. This plant is
designed to produce a rated capacity of 1040 MW peak energy.
In this project, two concrete face rock fill dams are under construc-
tion in Chalus valley for the water storage. Siah Bisheh powerhouse
cavern (PHC) with 24.5 m width, 46.5 m height and 131 m length is
one of the largest underground power plants of its kind in Iran.
Transformer cavern (TRC) with 16.1 m width, 28.4 m height and
160 m length and guard gate cavern (GGC) with 5.5 m width,
10.5 m height and 90.7 m length are the other main underground
openings in this project. The powerhouse cavern was excavated
at a depth of about 260 m (Fig. 1).

Back analysis techniques as a practical engineering tool are now-
adays often used in geotechnical engineering problems for deter-
mining the unknown geomechanical parameters, system geometry
and boundary or initial conditions using field measurements of

displacements, strains or stresses performed during excavation or
construction works.

From the mathematical point of view, displacement measure-
ments are not greatly influenced by typical local effects. By com-
parison, stresses and strains are differential quantities, whose
validity is limited to local regions (scale effect). Therefore, the
observation at several successive points will be necessary to obtain
a distribution over a sufficiently large area (Oreste, 2005). On the
other hand, displacements of rock masses induced by excavation
can be measured easily and reliably. Therefore, extensive studies
have been conducted to develop different models of displace-
ment-based back analysis (Sakurai and Takeuchi, 1983; Gioda
and Locatelli, 1999; Swoboda et al., 1999; Feng et al., 2004; Zhang
et al., 2006; Akutagawa et al., 2000; Sakurai, 2003). Back analysis
techniques also have been used based on field measurements of
strains or stresses (Kaiser et al., 1990; Zou and Kaiser, 1990).

The main purpose of this study is to use displacement-based
direct back analysis approach in order to evaluate the geomechan-
ical parameters of rock masses in Siah Bisheh PHC and compare
them with adopted design parameters. The instruments used are
inclusive extensometers, load cells, convergency pins and geodetic
points. Rock mass parameters selected for design of powerhouse
cavern have been based on laboratory tests and conventional rock
mass classification methods (Lahmeyer Co., 2005a,b).
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2. Project description

2.1. Geology and engineering geology

The Siah Bisheh pumped storage project is located at the Alborz
Mountains, mainly folded and formed during the Alpine orogenic
phase. Geomorphologically, Alborz is a young Mountain with deep
and narrow valleys and active tectonics. The most important tec-
tonic phenomenon of Siah Bisheh area are the fault called as the
Main Thrust Fault (MTF), with a dip/dip direction of 78/028 and
an almost E–W trend and the reverse fault of Chalus, which is par-
allel to the Chalus River in Siah Bisheh area, which must be taking
into consideration in terms of seismicity. Powerhouse and trans-
former caverns are generally under construction at the Permian
Formation. In this area, Permian formations mainly consist of
quartzitic sandstone, siltstone and shaly siltstone, dark and red
shale and igneous rocks. Thickness of these layers varies from some
centimeters to 3.5 m (Lahmeyer Co., 2005a,b).

The influence of groundwater on the behavior of rock mass sur-
rounding a tunnel is very important and has to be taken into
account in the estimation of potential tunneling problems. When
the water is not drained, it reduces the effective stresses and thus
the shear strength along discontinuities and finally, in all cases, the
strength of the rock mass. In addition, it is particularly important
when dealing with shales, siltstones and similar rocks in which
they are susceptible to changes in moisture content, which directly
affect their strength.

There are uniform bedding layers throughout the powerhouse
area with deep and dip direction of 55/195. It is noteworthy that dur-
ing excavation of the powerhouse pilot at chain ages 40, 81 and 89 of
the right wall, three shear zones, with an almost 40–50 cm thickness
were encountered. All of these features are parallel to the bedding
planes. The azimuth of powerhouse cavern is N152�E and all of the
existing faults in the powerhouse area have an appropriate distance
from cavern walls and without any intersection.

Rock mass consists of Bedding planes and 5 main joint sets in
powerhouse area (Table 1). Based on surveying along the pilot tun-
nel at the center of powerhouse crown, the rock joints have different

lengths of almost 3–10 m and their spacing is between 200 and
600 mm (Lahmeyer Co., 2005a,b).

2.2. Geotechnical parameters

Considering the large length of powerhouse cavern, various
types of geological properties are present. Due to the fact that most
of the geological properties could not be directly measured for this
site, they had to be estimated by empirical and theoretical meth-
ods. For this purpose, generalized Hoek–Brown failure criterion
was utilized. The results showed various geological zones at the
power house cavern region and therefore, the area were initially
divided into two zones. Likewise to determine the strength charac-
teristics of the rock masses, the uniaxial compressive strength tests
were carried out. Moreover, the large flat jack tests and dilatometer
tests were performed to determine the deformability characteris-
tics of the rock masses. Also using the field surveys, the RMR value
at the related zones was obtained 45 with fair rock class IV. Table 2
shows the mechanical characteristics of different rock types
adopted from rock mass classifications and in situ experiments
(Lahmeyer Co., 2005a b).

A joint mapping program with 414 measurements was con-
ducted in the exploratory vault adit indicating five major joint sets
and one bedding plane.

The shear parameters of / = 25� and c = 0 were assumed on bed-
ding planes. Also, based on the assumption of 10 cm thick shear

Fig. 1. A 3-D model of Siah Bisheh underground openings.

Table 1
Discontinuities’ orientations at powerhouse cavern [10].

Discontinuity Dip direction (�) Dip (�)

Bedding 191 55
Joint J1 030 56
Joint J1-1 018 81
Joint J1-2 009 66
Joint J1-3 305 80
Joint J2 078 82
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Table 2
Rock mass shear strength according to Hoek and Brown, 2002 and flat jack tests.

Disturbance factor = 0 Disturbance factor = 0.7 Flat jack test

Rock Type GSI UCS (MPa) mi E (GPa) rcm (MPa) C (MPa) u (�) E (GPa) rcm (MPa) C (MPa) u (�) E (GPa) m

Quartzitic sandstone 53 85 20 11 22 1.6 53 7.1 14 1.1 46 15 0.2
Red shale 48 50 9 6.3 7.9 0.98 41 4.7 0.66 0.66 32 7.5 0.25

Fig. 2. Typical support system installed in the powerhouse cavern and excavation stages with drainage holes at roof and sidewalls.

Fig. 3. Typical instrumentation array installed in the powerhouse cavern (chainage 67, Section 3).

Fig. 4. A longitudinal section of monitoring system with rock extensometers in powerhouse cavern.
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bands and the Young’s Modulus of 2000 MP, the normal and shear
stiffness parameters of rock joints were estimated 20,000 and
7692 MPa/m, respectively.

The value of stress ratio (k) was determined based on field
investigation equals to 1.1.

2.3. Excavation, Support system and monitoring system

All caverns excavated using NATM method. For excavation of
powerhouse cavern, at first a pilot was drilled at the center of
crown and then slashing the crown were carried out. After that,
benching was performed with 3 m depth in each stage toward
powerhouse floor.

The support system in powerhouse cavern consists of shotcrete
with wire mesh (20 cm in side walls and 25 cm in roof), grouted
rock bolts (temporary support system) and double corrosion pro-
tection tendons (permanent support system). After each cycle of
blasting, the exposed roof and walls were immediately shotcreted.
Bolt installation had sometimes delay. Many drainage holes with
4 m length in a 4 � 4 m pattern have been performed at roof and
side walls of powerhouse cavern (Fig. 2).

Monitoring is the systematic collection of the information as the
project progresses. It is aimed at improving the efficiency and
effectiveness of a project which can be an invaluable tool if done
properly to provide a useful base for evaluation of parameters.
Six instrumentation arrays were set up along the axis of the pow-
erhouse cavern at chainages of 26, 49, 67, 87,105 and 121. These
arrays consist of grouted rod extensometer in the roof and side-
walls, convergency pins, piezometer as well as cable anchor load
cells on selected cables. Due to delay in installation of extensome-
ters, some displacement data has been lost. The behavior of PHC
and recorded values by instrumentations are largely depending
on excavation sequence in the powerhouse cavern and adjacent
underground openings (Lahmeyer Co., 2005a,b; Tablieh Constrac-

tion Co., 2008). A typical instrumentation section and schematic
presentation of monitoring system in powerhouse cavern are illus-
trated in Figs. 3 and 4.

3. Numerical modeling of powerhouse cavern

There are two different approaches available in modeling of
jointed rock, one is continuum and the other is discontinuum ap-
proach. When considering a given rock mechanics problem, some
regions of the rock mass could be treated as continuous, whilst dis-
continuum analysis would explicitly apply to other elements like
discontinuities (Fakhimi, 2009). A continuum model would reflect
mainly material deformation of the system, whilst a discontinuum
model would reflect the component movement of the system. The
concepts of continuum and discontinuum are, however, not abso-
lute but relative and problem specific, depending on the problem
scale (Elmo, 2006; Bobet, 2010). The use of continuum modeling in
tunnel engineering makes it essential to simulate the rock mass re-
sponse to excavation by introducing an equivalent continuum. The
most common way to solve this problem is to scale the intact rock
properties down to the rock mass properties by using empirically
defined relationships such as those given by Hoek and Brown (1997).

Rock joints and discontinuities in a rock mass play a key role in
the response of a tunnel to excavation, i.e. joints can create loose
blocks near the tunnel profile and cause local instability; joints
weaken the rock and enlarge the displacement zone caused by
excavation; joints change the water flow system in the vicinity of
excavation. The use of discontinuum modeling has been gaining
progressive attention in tunnel engineering mainly through the
use of UDEC and 3DEC codes, for 2D and 3D discontinuum model-
ing, respectively.

Siah Bisheh powerhouse cavern is located in discontinues med-
ia and due to low level in situ stress, the failure of rock mass is
mainly controlled by the discontinuity distribution. In this study,

Start

Finish

Model setup:

material properties, (3) Specify boundary and initial condition

Back analysis

Yes

No

Field measurements

Measured and computed values are in good 
agreement with together and error is low 

Assigning geomechanical parameters, stress ratio and joints parameters

Step to equilibrium state

(1) Model geometry and geological structures, (2) Define constitutive behavior and 

Fig. 5. Flowchart of back analysis under natural condition (Ghorbani and Sharifzadeh, 2009).

44 M. Yazdani et al. / Tunnelling and Underground Space Technology 28 (2012) 41–48



Author's personal copy

considering blocks size, pattern and spacing of discontinuities, 3
dimensional distinct element analysis was performed. On the other
hand, considering 5 joint sets, with joint spacing 12, 14 and 17 cm
plus bedding planes, low overburden (maximum 250 m), unifor-
mity of monitoring data and various lithology and also weak rock
type in mostly monitoring sections, continuum function is likely
to be more relevant. Therefore, it seems modeling in both contin-
uum and discontinuum is essential. In order to numerical modeling
of Siah Bisheh underground openings, PHASE2 and 3DEC codes
were utilized. At first, two 2-D models were prepared in the chai-
nages, 49 m and 105 m of the powerhouse cavern using PHASE2.
Then, a 3D model was constructed through the 3DEC code. Fig. 5
shows the flowchart of back analysis of powerhouse cavern under
natural condition.

Mechanical and physical properties assigned to both continuous
and discontinuous models were determined from laboratory and
field test (Table 3). Mechanical properties of rock joints are pre-
sented in Table 4. Physical properties of shotcrete and interface
with the rock are presented in Table 5 and parameters of tendons
are presented in Table 6.

The Mohr–Coulomb perfect plasticity model was assigned as
constitutive model for both continuous and discontinuous analyses.

3.1. Continuum modeling

Due to the various geological conditions along the caverns an
as-built geology model were made for two separate monitoring
sections of the PHC. The model includes the final shape of caverns,
the as-built excavation sequence, as-built support measures

including their respective time of installation and installation time
of monitoring equipments. In addition geological model had to be
simplified, since a large number of thin layers, which changed par-
tially in the decimeter range could not be taken over into the
numerical model. Also, the contacts between different lithological
units are assumed as joints (Yazdani and Kamrani, 2009), (Fig. 6).

3.2. Discontinuum modeling

For modeling of powerhouse complex, a block model with 210 m
length, 220 m height and 270 m width including powerhouse,
transformer and guard gate caverns were constructed (Fig. 7). Also,
stages of excavation and support systems of underground openings
were modeled based on real condition of construction. Critical
joints and bedding planes were considered in the model.

Siah Bisheh underground openings are excavated in quartzite
sandstone, red shale and igneous rocks (mainly classified as hard
and competent rocks). Powerhouse cavern was constructed beneath
underground water table. Therefore, for long term stability analysis,
the effect of water was considered on these rocks and underground
water table was applied in the discontinuum model. Water effect on
such rocks is mainly mechanical and hence pore pressure in intact
rock and uplift pressure in discontinuities should be considered.
Water absorption in hard rocks does not change largely the strength
parameters (cohesive strength and intrinsic friction angle). For these
types of rocks, in all rock strength criteria, total stress should be
replaced by effective stress and in rock joints, uplift pressure (u) is
exerted to the joint surfaces, and uplift pressure subtracted from
total normal stress (Ghorbani and Sharifzadeh, 2009).

After model setup and steps to equilibrium state, direct back
analysis of powerhouse cavern using extensometers results was
carried out and geomechanical properties of rocks, stress ratio
and joints parameters were identified.

4. Back analysis of rock mass

In this study, displacement based direct back analysis using uni-
variate optimization algorithm were applied. The direct approach
employs the trial values of the unknown parameters as input data
in the stress analysis algorithm, until the discrepancy between
measurements and corresponding quantities obtained from a
numerical analysis is minimized (Cividini et al., 1981). Direct for-
mulation is very flexible and applying such a procedure for com-
plex constitutive models is easier. Furthermore, development of
the direct back analysis code is much less difficult than develop-
ment of the code based on an inverse algorithm. The only work
is appending an existing program with a module. For this reason
a Fish function was written which minimizes the errors between
measured and computed values as follows:

eðpÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn

i¼1

um
i ðpÞ � ui

ui

� �2
vuut ð1Þ

where ui and um
i ðPÞ; i ¼ 1;2; . . . ;n are the measured and correspond-

ing numerical results, respectively. Obviously, um
i ðPÞ depends on the

unknown model parameters collected in the vector P.

Table 3
Mechanical and physical properties of intact rocks (Lahmeyer Co., 2005a,b).

Parameters Quartzitic sandstone Red shale Melaphyr

Dry density (kg/m3) 2810 2630 2900
Saturated density (kg/m3) 2970 2750 2920
Bulk modulus (GPa) 8.33 5 16.67
Shear modulus (GPa) 6.25 3 12.5
Compressive strength (MPa) 85 50 100
Tensile strength (MPa) 6 3 6
Friction angle (�) 50 40 50
GSI 53 48 55
mi 20 9 25

Table 4
Mechanical properties of rock joints (Lahmeyer Co., 2005a,b).

Item Value

Normal stiffness (MPa/m) 20,000
Shear stiffness (MPa/m) 7692
Cohesion (MPa) 0.5
Friction angle (�) 30
Tensile strength (MPa) 0

Table 5
Physical properties of the shotcrete and the interface with the
rock.

Shotcrete
Density (kg/m3) 2400
Elastic modulus (GPa) 21
Poisson’s ratio 0.2
Compressive strength (MPa) 40
Tensile strength (MPa) 20
Interface between the shotcrete and the rock
Cohesion (MPa) 2.5
Friction angle (�) 35
Dilation angle (�) 10
Normal stiffness (GPa/m) 10
Shear stiffness (GPa/m) 10

Table 6
Properties of tendons used in modeling.

Support
type

Diameter
(mm)

Young’s
modulus
(GPa)

Ultimate
yield load
(KN)

Kbond
(GN/m/
m)

Sbond
(MN/m)

Tendon 26.5 200 300 6.41 2.01
Tendon 47 200 890 6.03 3.77
Tendon 63.5 200 1540 6.79 4.59
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Here, we used a normalized error function to decrease the effect
of measurements error.

In univariate method, only one variable is changed at a time and
the values of other n � 1 variables are fixed. After optimization of
one variable, in the next step the value of one variable which
was fixed in previous step is changed and the values of other vari-
ables are fixed. This procedure is continued until the optimized
values of all variables are determined.

About 40–50 m of the end of powerhouse cavern is igneous rock
(Melaphyr) and the remaining is bedding part which is sequence of
Quartzite Sandstone, Red Shale, mylonite and Melaphyr. For this
reason, in order to back analysis of geomechanical properties of
these parts, two different error functions based on formula (1)
were developed in discontinuum model using the results of
extensometers installed in each part. But, in continuum method,
two different models in the chainages of 49 m (bedding part) and
105 m (melaphyry section) of the powerhouse cavern were pre-
pared to perform back analysis separately for these two models.

It is better to process the measurements results before they can
be used in back analysis. Wrong displacements due to reading error
or inaccurate performance of instruments must be eliminating.
Therefore, after the assessment of extensometers results, finally
150 points among 208 points of recorded displacements were
selected for back analysis.

The minimization of the error function alone, does not always
guarantee a correct back analysis. The qualitative trend of the

displacements on the cavern walls should be the same in the calcu-
lation as in reality, as a confirmation of the validity of the calcula-
tion model and of the simplified assumed hypotheses.

In Table 7, final results of back analysis for Melaphyry section
and bedding part are presented for both continuum and discontin-
uum models. The results of both models show that elastic modulus
has highest effect and Poisson’s ratio, friction angle and cohesion
have respectively least effects on error function and thus on dis-
placement values.

Relationship between the horizontal and vertical stresses in the
rock mass (K) is difficult to be estimated from the preliminary inves-
tigations and hence rely heavily on back analysis results. For this rea-
son, after geomechanical properties identified for Melaphyry section
and bedding part in both models, the back analysis for stress ratio
were carried out (Table 7). The results show that the stress ratio
has a great effect on error function and by increasing it, the values
of displacements in powerhouse walls have been increased.

In addition, back analysis were carried out to find joints
strength and stiffness properties in both continuum and discontin-
uum models (Table 7). The results in continuum models indicate
that friction angle have a major impact on deformations of the
power house cavern. However, in discontinuum model it was
obtained that joints parameters especially joints normal and shear
stiffnesses have remarkable influences on error function values.

In Table 7, results of back analysis for geomechanical properties
of melaphyry section and bedding part, stress ratio and joints

Fig. 6. (a) Continuum model for monitoring Section 2 (bedding area), and (b) continuum model for monitoring Section 5 (melaphyry area)- PHASE2.

Fig. 7. (a) 3D Model geometry with discontinuities, bedding planes and underground water table; and (b) location of powerhouse, transformer and guard gate caverns in
discontinuum model-3DEC.
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parameters in continuum and discontinuum approaches are pre-
sented. The best way to present final results of back analysis is to
introduce them as a mean value and its amplitude.

In order to compare the results of continuum and discontinuum
analysis with measured values, deformations are obtained in sev-
eral locations of the powerhouse cavern where the extensometers
of 2rd instrumentation array are installed (Table 8). This array is
very important because there are many shear zones in this area.
Instrumentation shows large values of displacement and load in
this array. As seen in Table 8, computed values are in a good agree-
ment with measured values in both models. Because of delay in the
installation and reading of extensometers, the first part of defor-
mations were lost, therefore in 3DEC model measured data exhib-
its the values lower than the analyzed results. However, in PHASE2

model since as-built monitoring instruments, including their
respective time of installation were considered, therefore, the ana-
lyzed results show lower values in comparison with measured
data. Generally, numerical modeling results are close to reality.
In the following, least square values of each approach were calcu-
lated and it became clear that results of both continuum and

discontinuum approaches suits well with measured data. Table 9
provides a summary of the calculation results.

5. Discussion and conclusion

Back analysis is a practical engineering tool to evaluate geome-
chanical parameters of underground and surface structures based
on field measurements of some key variables such as displace-
ments, strains and stresses. These parameters are necessary for sta-
bility analysis and design of support system for geostructures.

Back analysis of Siah Bisheh powerhouse cavern during con-
struction using the finite element method and distinct element
method were carried out in the computer codes PHASE2 and
3DEC. Initial values of input parameters required in the both mod-
els were based on results of geological and geotechnical investiga-
tions and estimated by empirical and theoretical methods.

The parametric studies were indicated that cavern response is
strongly dependent on the rock mass modulus, horizontal to verti-
cal stresses ratio and friction angle of joints. Based on results

Table 7
Back analysis results for Siah Bisheh powerhouse cavern in continuum and discontinuum approach.

Geomechanical properties Continuum approach Discontinuum approach

Melaphyry section Bedding part Melaphyry section Bedding part

Young’s modulus (MPa) 10 ± 0.5 9 ± 0.5 16 ± 0.5 9 ± 0.5
Cohesion (MPa) 2 ± 0.25 1.5 ± 0.125 3 ± 0.25 1.75 ± 0.125
Friction angle (�) 44 ± 0.5 40 ± 0.5 41 ± 0.5 38 ± 0.5
Poisson’s ratio – 0.23 – 0.24
Stress ratio (k) 1.2 1.1 1.1
Joints parameters
Normal stiffness (GPa/m) 20 30 30
Shear stiffness (GPa/m) 7.69 10 10
Cohesion (MPa) 0.1 ± 0.05 0.2 ± 0.05 0.4 ± .05
Friction angle (�) 15 ± 2.5 20 ± 2.5 30 ± 2.5

Table 8
Comparison between computed values in both continuum and discontinuum models and measured values in 2rd instrumentation array.

Position of extensometers Measured values
using extensometers
(mm)

Computed values
in continuum
approach (mm)

Computed values
in discontinuum
approach (mm)

Upstream wall EL. 1866 (EXT.1) 46.63 37.6 43.2
EL. 1858 (EXT.2) 40.1 36.9 58.3
EL. 1847 (EXT.3) 21.54 17.8 23.1

Roof Upstream roof (EXT.4) 11.95 14.8 15.24
Roof center (EXT.5) 36.78 36.4 18.23
Downstream roof (EXT.6) 17.25 21.3 14.6

Downstream wall EL. 1866 (EXT.7) 25.24 26.4 27.62
EL. 1858 (EXT.8) 34.13 28.6 42.6
EL. 1847 (EXT.9) 7.76 6.5 17.32

Table 9
Comparison between least square values of continuum and discontinuum models in 2rd instrumentation array.

Measured values using
Extensometers (mm)

Least square method
in continuum
approach (dc)

Computed values in discontinuum
approach (mm) (dd)

Least square method in discontinuum
approach

Computed values in continuum
approach (mm)

A =
P

(dc � dm)2/n LSM =
p

A A =
P

(dc � dm)2/n LSM =
p

A

46.63 37.6 43.2 3.48 11.58 1.31 9.87
40.1 36.9 58.3 50.88 36.8
21.54 17.8 23.1 3.12 0.27
11.95 14.8 15.24 0.02 1.2
36.78 36.4 18.23 36.68 38.23
17.25 21.3 14.6 4.99 0.78
25.24 26.4 27.62 0.17 0.63
34.13 28.6 42.6 21.78 7.97

7.76 6.5 17.32 13.01 10.15
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presented in Table 7, almost all rock mass parameters obtained
from back analyses in both models are in good agreement with
each other but the elasticity modulus of melaphyry section and
friction angle of joint parameters in both models show discrep-
ancy. This major difference between Young’s modulus can be
explained by adjacent excavation openings, shear zones and non-
interference effect of rock layers in discontinuum model. It also
seems that the difference between the values of friction angle of
joint parameters is based on performance of softwares. This study
clarifies that the back analyzed value of Young’s modulus is more
representative for mechanical behavior of rock masses in a large
domain. Meanwhile, the results demonstrate very clearly that the
default assumed rock mass parameters for design powerhouse cav-
ern seem to be high. Finally, the least square values of each
approach were calculated and it became clear that results of both
continuum and discontinuum approaches suits well with mea-
sured data. 3 dimensional discontinuum modeling using 3DED
software were difficult and time consuming, therefore we propose
equivalent 2 dimensional continuum modeling using PHASE2 soft-
ware for numerical modeling of Siah Bisheh powerhouse complex.
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Why monitoring?

1. To record the real values of and variation in geotechnical parameters

2. To ensure safety during construction and operation

3. To check the validity of assumptions & conceptual models; and ground

response.

4. To control and implementation of ground treatment and remedial

works

5. Provide feedback to the design loop and regular design updates to

optimise the project.

Brady and Brown (2004)

5
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• Traditional monitoring 

– Piezometer

– Tiltmeters

– Extensometers

– Etc.

• Seismic monitoring
– Sensors

– Data acquisition instruments,

– Data transfer units (cable, 
optical fiber, or wireless),

– Centre server with processing 
software,

– IMS, SINOSEISM

Real time Monitoring

6
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Conventional monitoring systems

Underground Instrumentation tools

1 2

3 4

5 6
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Modeling in forward analysis and back analysis

Forward 
Analysis

Back 
Analysis

(Sakurai, 2010)  8
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Observation‐based 
design procedure

Sharifzadeh et al., 2017
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How seismic monitoring assists mine design

1. Exploring whether the mine is seismically active,

2. Geo‐structural investigation to detect seismic source mechanisms,

3. selection of seismic monitoring instruments and design of seismic 

monitoring network,

4. Seismic activity monitoring, acquisition, processing,

5. Prediction of ground behaviour based on seismic data analysis, and 

warning prior to rock burst.

6. Mitigation measures to prevent, reduce or manage seismic event 

consequence 

7. Documentation of the event

10
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Observational method procedure

11
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Factors to be considered in designing an 
instrumentation project

(after Hanna 1985). 12
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Seismically originated backs of ore drive 
failure

7 8

9 10

11 12
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Number of mine‐wide microseismic monitoring 
systems implemented in Australia since 1994

14
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The advantages of applying monitoring and 
observational methods in underground mining

Modified after Rahimi and Sharifzadeh, 2017

15
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Geotechnical monitoring and design update 
procedure in underground excavations

Modified after Rahimi and Sharifzadeh, 2017 16
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The main process 
of geotechnical 
monitoring in 
underground 

mines

Modified after Rahimi and Sharifzadeh, 2017
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Rock Bursts associated with geological discontinuities

• Stress redistribution from larger scale mining can lead to
reactivation of faults in the area or violent formation of
new fractures through intact rock.

• The most common type of large‐scale seismic event is
fault slip.

• The damage caused by these events can be very severe.

• They can affect a large area and even be felt on the
surface

13 14

15 16

17 18
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• Fault Slip
Or the movement of a pre-existing 
geological structure, such as faults, 
shears, joints and even tight 
foliation

• Strain bursting (violent ejection)
A condition which develops when 
local stresses exceeds the rock 
mass strength and the rock mass 
deforms instantaneously

• Pillar bursting
The load of a pillar exceeds the 
strength of the pillar and the pillar 
fails in an unstable and violent 
manner

• Gravity collapse
Sudden collapse of a large volume of 
rock material e.g. North Parkes

Source Mechanisms of Seismicity

Strain burst

20
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Source Mechanisms

• Rockburst flow chart, after Ortlepp, 1997.

21
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Typical Local Rockmass Failure Mechanisms

(a) fault movement(b) stress change 
causing rockmass
fracturing near 
excavations 

(c) stope 
overbreak

(d) contrast in 
rockmass material 
properties causing 
strainbursting

(e) crushing of mine pillars

(f) stress increase 
causing rockmass
deformation 

(after Hudyma, 2007). 22
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Five Mechanisms of Damaging Rock Bursts

Fault-slip

2.5 to 5.0

exceeds:

Seismic source Mechanism

Event Type

Magnitude ML

Instability 
Process

Seismic 
Signature

Required 
Condition

Strain-
burst

-0.2 to 0

Spalling
buckling

Implosive

Failure very 
close to free 

surface

Buckling

0 to 1.5

Euler-type 
instability

implosive

Free surface 
>> lamina 
thickness

Face-crush
Pillar burst

1.5 to 2.5

Slabbing, 
crushing 
dilation

Implosive 
plus shear

Stress > 
strength in 
destroyed 
volume

Shear 
Rupture

2.0 to 3.5

“stick-slip” release of 
energy from strained rock 

around slip surface

Double couple fault slip

Shear 
strength of 

rock

Resistance to 
sliding

Shear stress

Seismic event

23
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Damage Mechanisms

(Rockburst flow chart, after Ortlepp, 1997.) 24

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

Classification according to damage caused by 
seismic event

19 20

21 22

23 24
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Principles of seismic monitoring

When the stress is redistributed in the rock mass due to human activities such as

mining, sudden slip or shear may occur along pre‐existing zones of weakness, such

as along faults or within fracturing networks. This movement or failure results in

the release of energy in the form of seismic waves and is known as a seismic

event. P‐ and S‐waves (compressional and shear stress waves) radiate away from

the rock mass fracturing source and, as these waves pass each sensor, a

seismogram is recorded.
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Instrumentation ‐ Key questions

• Which parameters will be the most appropriate 

indicators of excavation performance?

• What are the inherent complications during 

measurement of such parameters?

• What techniques and equipment   are most appropriate 

for   measuring such parameters?

• Where and when do we monitor?

(CORE USA 1997, Product Catalogue) 28
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Geotechnical Monitoring in tunnels

29
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Geotechnical Monitoring in tunnels

Measuring anchorMeasuring anchor

ExtensometerExtensometer

3-D deformation monitoring3-D deformation monitoring

Shotcrete strain 
meter Pressure cells
Shotcrete strain 
meter Pressure cells

Geotechnical instrumentation

30
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 The Auto‐Warning Telltale is based on a single height version of
Golder RMT’s standard TTW01S water diverting rockbolting telltale.

It has four bright Light Emitting Diodes fitted to the underside of
the drip tray. The LEDs are configured to begin to flash if the
movement on the visual indicator shows total roof dilation exceeding
5mm (or other factory set trigger value).

Safety
The Auto‐Warning Telltale has been designed and approved to be
intrinsically safe to both IECEx and ATEX standards.

0 mm

5 mm

10 mm

15 mm

20 mm

25 mm

30 mm

Auto-Warning Telltale Single Height Version –
Model TTAW1 

5mm  :   Setting of Roof dilation(Flashing LED Light)
15mm:  Alert of all workmen at working place
20mm:  Withdrawal of Men and Machinery

25 26

27 28

29 30
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Tell Tale Extensometer
Tell-tales are a low cost, easily installed 
monitoring device which will provide a 
Continuous Visual Indication of the roof 
Conditions
For monitoring
 Immediate Roof convergence
 Bed separation between layers
 Progressive failure height of the strata
 Ensure efficacy of bolting and influence of 

extraction or development

 Fixed only in the roof of the gallery
 Mechanical type
 Manual reading of deformation
 Maximum height can be fixed is 10 m or 

longer
32
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Developed Device for Monitoring & Communication

Underground 
ZigBee devices 

Surface ZigBee 
gateway

Refugee chamber radio station

Sending and 
receiving messages

ON/OFF switches 
for ventilation fans

ZigBee node  
sensing 
environment 
and router

Cell phone

Ventilation fan 
control

Wireless 
network

M
o
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d
i,
 S
h
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d
e
h
, 2
0
1
7
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Real-time monitoring system development

System integration outputs

M
o
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d
i,
 S
h
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d
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h
, 2
0
1
7

34

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

Special Drone monitoring for underground exvations

35
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Seismic monitoring system components

1. sensors, 

2. data acquisition instruments, 

3. data transfer units (cable, optical fiber, or wireless),

4. centre server with processing software, 
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Micro‐seismic monitoring systems:

Feng et al. 2017)

31 32

33 34
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Seismic monitoring process
1. seismic waves (P‐ and S‐waves) radiate from seismic sources,

2. seismic waves pass each sensor and recorded in seismogram sensor.

3. The recorded analog signals by sensors are sent to a data acquisition instrument for

amplifying and digitizing.

4. the electric signals are transmitted to the centre server through a data transfer unit.

5. The electric signals shown through display software; also, the source parameters of the

seismic event, such as origin time, three‐dimensional location, radiated energy, and seismic

moment, can be calculated and shown.

6. The space–time seismicity in the source mechanism process can be established and

analyzed.
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Selection of Seismic Monitoring System

• seismic monitoring systems are being developed for

different purposes, e.g., stability assessment of large

underground caverns, rockburst warning in tunnels and

mines, and mapping of hydraulic fracturing.

• The microseismic monitoring system should be chosen

with regard to the monitoring objective.
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Monitoring systems

• Geophone
– Transforms seismic energy into electrical 

voltage

– Moving coil or moving magnet type

– Moving coil:

– Coil suspended in a magnetic field using 
springs.  

– Magnet fixed & integral with case.

– Seismic wave causes magnet to move 
whilst the coil stationary 

– Relative movement of components 
generates a voltage.

– Moving magnet:

– Same principal  ‐ opposite components 
moving and stationary

40
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1‐ Sensors types

• The seismic sensors are the elements that can detect the elastic waves
caused by rock mass fracturing and can convert the elastic wave into an
analog signal.

• The types of sensors are divided into two main categories: namely,
geophone and accelerometer. sensors can then be further divided into
sub‐categories for uniaxial and triaxial wave recording according to the
number of sensing axes.

Sensors for seismic monitoring: a surface type, b borehole type of uniaxial
geophone, and c borehole type of triaxial accelerometer
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Monitoring systems

 Accelerometer
– Sensor output � acceleration of the rock 

mass

– Mass mounted on top of piezoelectric 
crystal element coupled to a supporting 
base

– Seismic waves cause the mass to exert 
inertial force on the crystal �
proportional electric charge.

– Charge � acceleration � measure 
acceleration of rock mass

42
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Monitoring systems

• Velocity record of rock movement by integrating

accelerometer results

• Velocity record of rock movement by 

differentiating geophone results 

• Geophones better suited to low frequency, high 

amplitude seismic waveforms

• Accelerometers better suited to low amplitude, 

high frequency waveforms

• Both sensitive to ground motion in a single 

direction.  

• Require 3 mutually perpendicular (example in 

image)

37 38
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1‐ Sensors types selection

Table: Sensor selection referred to in the literature where seismic monitoring has 
been performed in tunnels, rock slopes, and caverns

The types of sensors to be used are mainly determined by the scale of the
monitoring project, the monitored objects, rock lithology, and the
monitoring purpose. Table shows the project type, the monitored area, the
linear dimension of the area, the type and number of sensors used, the
frequency width of the sensors, and the moment magnitude range.
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2. Data Acquisition Instruments

• The data acquisition instrument, which encompasses devices 
responsible for the conversion of amplified analog signals into 
a digital format, is the core component of a seismic 
monitoring system. 

• data acquisition instrument can be divided into three parts: 
1. the preamplifier: to amplify the analog electrical signals recorded by 

the triggered sensor, 

2. the analog–digital converter (A/D converter):transforms the 
continuous analog signal into a discrete digital signal. 

3. the embedded data acquisition computer (DAC) which provides time 
stamp marks for the recorded signals. It could be between 3 and 24, 
or even 48 channels.

• In order to avoid frequency aliasing, the sampling rate should 
be 5–10 times the maximum in the main frequency range of 
rock mass fracturing events.

Xi
ao

 e
t a

l.,
 2

01
6

45

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

2. Data Acquisition Instruments

Example of a frequency spectrum analysis for rock mass fracturing event

In order to avoid frequency aliasing, the sampling rate should be 5–10 times

the maximum in the main frequency range of rock mass fracturing events.
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3. Data Transfer Units
The data transfer units transmit the seismic data to a centre computer for storage
and processing and provide time synchronization for each data acquisition
instrument. The data transfer units can be divided into three parts: sensor to data
acquisition instrument, data acquisition instrument to centre server, and centre
server to departments of decision making and data processing. Typical data transfer
units are shown in Figure.

Example of typical 
data transfer units in 
a seismic monitoring 
system: a the data 
transfer units 
between each 
component; and b the 
main form of data 
transfer units Xi
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4 – Centre Server and Processing Software
• The center server for setting and mastering the seismic monitoring system is

needed for recording the seismogram data from the data acquisition
instruments. The server must be adapted to work long hours, or even for
several years. Therefore, the center server should be placed in a region which
is dry, safe, and has a guaranteed power supply.

• the center server should have a double network card: one is for updating the
monitoring data to the analysis location through the internet; the other is the
communication interface of the monitoring system. System monitoring
software is required for displaying the working condition of every device or
component of the seismic monitoring system in real time.

• Some hardware filter rules are established as:

• trigger threshold to execute event detection by seismogram processing
software, such as signal‐to‐noise ratio (SNR).

• recorded frequency width and minimum signal amplitude.

• Short Time Average/Long

• Time Average (STA/LTA), which is a measure of the SNR function,
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Seismic monitoring system layout

Chen et al. 2011

43 44

45 46

47 48



CEME Workshop ‐ Shahrood University CEME ‐ 15 Dec. 2019

© Mostafa Sharifzadeh 9

49

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

Monitoring systems

 Guidelines for a minewide seismic monitoring

• Number of sensors required

–A function of the volume of ground to be monitored

– Intersensor spacing = 150 to 300m

–Small array = 8 sensors; large array = 12 or more sensors

• Surround the volume of interest

• Not all sensor are used for each event

• Source Location

• Sensor configurations:

–Uniaxial sensors:  Location of seismic events

–Triaxial sensors (3 uniaxial orthogonally mounted): for 
estimating parameters such as seismic energy, seismic 
moment and event magnitude

• $40 to $400K (Turner and Beck, 2002)
50
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3. Seismic monitoring instruments and systems

4. Seismic monitoring procedure

5. Monitoring data analysis techniques

6. Monitoring data interpretation

7. Real time design using seismic monitoring results

8. Summary 
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Seismic monitoring procedure

1. Preparatory Investigations

2. Array Design for the Sensors

3. Installation

4. Calibration

5. Monitoring

52
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Array Design for the Sensors
Three types of spatial relations between seismic source and sensor array:

a. source a inside the sensor array,

b. at the edge of the sensor array, and

c. outside the sensor array
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Principles of sensor array layout design:

1. The sensor array should surround the monitoring objects as far as possible to ensure the
accuracy of source location.

2. sensor spacing will depend on sensor performance and required monitoring sensitivity;
each position in the monitoring region should be covered effectively to satisfy the
demand of event location accuracy.

3. For the critical locations and those with foreseeable potential instability, the density of
layout sensors should be increased by increasing the number of sensors and reducing
the sensor spacing.

4. The data transfer units depend on the sensors’ layout and their convenience and
security should be considered when designing the sensors layout to ensure continuous
and accurate monitoring data.

5. During the entire monitoring process, the sensors should be supplemented in areas of
adverse geological conditions and those regions with a risk of rock instability.

6. The influence of noise (such as from blasting, electrics, drilling, and construction
vehicles) on the seismic signal should be reduced as far as possible.

7. The whole sensor network should have good ‘self tolerance’: when the sensors in a
certain region do not work, sensors in other areas should still guarantee the basic
monitoring in that region.
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Approaches to sensor layout design

1. Semi‐empirical method, such as the optimal design methods of C‐optimality and

D‐optimality (Kijko 1977; Mendecki 1997). Firstly, a series of sensor layout

schemes are prepared according to expertise. Then based on the spatial

positions and minimum resolutions of peak particle velocity of sensors, the

standard location error and monitoring sensitivity at each seismic source position

can be evaluated.

2. Intelligent optimization algorithms, such as the DETMAX algorithm and genetic

algorithms (GA) (Rabinowitz and Steinberg 1990; Gong et al. 2010; Maurer et al.

2010). The objective function should fit the demand of location accuracy and

sensitivity. Then based on the given optimization algorithm and objective

function, the optimal scheme can be determined through continuous search.

Xiao et al., 2016
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Sensor layouts in tunnelling

• For tunnelling the sensors, in the form of 2–3 rows, are 
often placed behind the working face at a certain distance 
back and are moved forward repeatedly following the 
excavation process as shown in Figure. 

• a) D&B construction and b) TBM construction
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Sensor layouts to monitor brittle sudden failure at 
Face and along excavation 

(Modified after Feng et al. 2017)
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sensor layouts for  seismic monitoring of rock mass 
fracturing in a large carven 

Example of sensor layouts 

for  seismic monitoring of 

rock mass fracturing in a 

large carven complex: 

sensors a located using pre‐

existing openings before 

excavation and b 

dynamically added via the 

excavated region during the 

excavation process Xi
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Sensor layouts in Mining 

 For mining engineering, the sensor layout for largescale mining areas

can be used for overall monitoring and local stope monitoring.

 For large‐scale mining areas monitoring, sensors are arranged using pre‐

existing tunnels in each sub‐levels.

 As the scale of mining areas can usually reach thousands of meters, the

sensor array should cover the whole mining areas as far as possible.

 Therefore, enough sensors need to be arranged at each side of the

stoped and caved volumes to meet the demand of event location

accuracy.

Xiao et al., 2016
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Sensor layouts for seismic monitoring of a mine:

• Schematic of typical seismic 
monitoring system

• Sensors distributed in boreholes 
in 3D array throughout mine

• Sensors linked by digital or 
analog connection to central 
processing computer

Hudyma et al, 2003 60
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Typical ESG seismic monitoring system setup

In a typical ESG (Engineering 
Seismology Group) seismic 
network, sensors record the 
ground motion radiated by 
rock mass failure and it is 
transferred across copper 
cable to Paladins (digital 
seismic recorders). The signal 
is digitized and relayed to 
computers on surface 
through a fibre optic 
network. Figure 8 is an 
example of a typical ESG 
seismic monitoring system 
(Collins et al., 2014).

Brown L.G., 2015 
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Sensor layouts for seismic monitoring of a mine: 

a‐located using pre‐

existing tunnels in each 

sub‐level for large‐scale 

monitoring; 

b‐located for a typical 

stope before mining 

and 

c‐dynamically added in 

further tunnels during 

the mining process
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Seismic Network system

• Figure Top: Plan view of the Inter‐

Mountain Seismic Network

broadband stations and

accelerometers/short period

stations (triangles) as well as the

areal extents of the active stopes

(rectangle).

• Figure Top: a section view of the in‐

mine seismic network (red

cylinders), stopes (blue solids), and

drifts (grey solids)
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Sensor locations at Argo mine

Sensor locations at Argo mine 64
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Number of sensor per mine area

Comparison of the number of sensors in the array, the area 

monitored and the sensitivity (Mmin) of the microseismic

monitoring system, from a compilation of data from 35 

Canadian and Australian mines
(Hudyma 2008)
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Installation procedure

1. Drilling: Too small a borehole diameter will lead to the sensors not 

being able to be installed.

2. Cleaning: The gravels, water, and other residues in the hole caused by 

drilling should be cleaned.

3. Laying of sensor, grouting pipe, and exhaust: For horizontal and 

downwardly inclined holes, an installation beam is firstly used to place 

the sensor at the borehole bottom. Then the installation beam should 

be withdrawn, and the grouting and exhaust pipes are placed into the 

borehole.

4. Grouting: The borehole orifice should be sealed within a sufficient 

distance (e.g., 300 mm) before grouting.
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Sensor installation process

a‐ tying the sensor 

and exhaust pipe 

together, 

b‐ sensor is placed 

to the borehole 

bottom,

c‐ sealing of 

orifice, and 

d‐ grouting
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Sensor Calibration

A calibration can be achieved with low‐energy explosives,

or a controlled point source and shear devices. The

calibration shot (e.g., explosion) allows a check on sensor

first motion polarities, and to see if all sensors are properly

installed (rock/sensor contact surface). Relocating the

calibration shot can serve as a first estimation of

measurement and intrinsic errors involved in the

hypocenter location algorithm. Xi
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Monitoring process
1. Ensuring continuous monitoring is the first priority.

2. An on‐the‐spot survey should be executed daily by staff familiar with
engineering geology and rock mechanics, and trained to recognize
geological conditions and typical damage of the rock mass, such as
different types of collapse, wall caving, and rockbursts.

3. Those analyzing the data should obtain the monitoring data initially and
make an initial evaluation as soon as possible. By combining the
seismicity and survey information, a proper interpretation for analysing
the state of the rock mass can be given.

4. A database for storing the above‐mentioned information is required.
This database should include the information about the state of the
system, geological conditions, construction events, damage of the rock
mass, seismicity, and a comprehensive analysis with conclusions.

Xiao et al., 2016
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Data Calculations and Processing procedure

1. Diagnosing the Actual Rock Mass Fracturing Signals,

2. Location of Events and Velocity Calibration,

3. Calculation of Source Parameters,

4. Presentation of seismicity for a Rock Mass Fracturing 

Process.

Xiao et al., 2016

Xi
ao

 e
t a

l.,
 2

01
6

70

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

Diagnosing the Actual Rock Mass Fracturing Signals

Example of diagnosing a rock mass fracturing signal: a input information,
waveforms recorded by the seismic monitoring system, and b output information,
waveform of rock mass fracturing

The diagnosis operation can be divided into four parts:
1. typical collection of signals for each seismic source,
2. Characteristics analysis for typical signals,
3. Choosing the method of recognizing a signal,
4. Choosing the digital filter.
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Examples for typical time domain 

waveforms of seismic signals in 

tunnels: 

a–c) different waveforms of rock 

mass fracturing signal, 

d) electrical noise, 

e) drilling,

f) blasting, 

g) Mechanical vibration of TBM, 

and 

h) vibration of a machine in a

D&B tunnel, e.g., construction 

vehicle and blower Xi
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Classification and characteristic descriptions of 
seismic signals

Xi
ao

 e
t a

l.,
 2

01
6

67 68

69 70

71 72



CEME Workshop ‐ Shahrood University CEME ‐ 15 Dec. 2019

© Mostafa Sharifzadeh 13

73

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

Location of Events and Velocity Calibration

Brown L.G., 2015 74
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Location of Events and Velocity Calibration

The principle of source location. ti is 

the moment when seismic wave 

arrives at the i‐th sensor, t0 is the 

occurrence of the fracturing source, 

V is the elastic propagation velocity 

in the rock mass media, xi, yi, and zi

are the coordinates of the i‐th

sensor, and x, y, and z are the 

location coordinates of the 

fracturing source
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The operation of rock mass fracturing source location 
can be divided into the following four steps:

1. Determining the arrival times of the P‐ and S‐wave:

2. Calibration of the elastic wave velocity:

3. Choosing the location method of the fracturing source:

4. The representation of fracturing source location results:

An example for picking the arrival 
times of the P- and S-waves

An example of velocity calibration Xi
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Finding the location of trapped miner
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Example of source location of seismic events in a 
rock mass fracturing process in a deep tunnel

Xiao et al., 2016
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Challenges in effective Clustering of Microseismic
Events

• 1. The noise in the data population.

• 2. The accuracy of the hypocentral location.

• 3. Choosing the appropriate cluster resolution.

• 4. The static and dynamic nature of seismic sources in 

mines.
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Comprehensive Seismic Events Clustering (CSEC)

Plan view of a mine 

showing 193 CLINK 

clusters (top diagram) 

which have been re‐

grouped into 10 cluster 

groups (bottom diagram) 

using the SLINK clustering 

process 

(Hudyma 2008) 80
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Presentation Layout

1. Introduction

2. Mine seismic source mechanisms

3. Seismic monitoring instruments and systems

4. Seismic monitoring procedure

5. Monitoring data analysis techniques

6. Monitoring data interpretation

7. Real time design using seismic monitoring results

8. Summary 
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Calculation of Source Parameters
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Calculation of Source Parameters

• A seismic event is considered to be described quantitatively

when, apart from its timing, t, and location, x = (x, y, z), at

least two independent parameters pertaining to the seismic

source are determined reliably: namely, seismic potency, P,

which measures coseismic inelastic deformation at the

source, and radiated seismic energy, E.

• The mean ratio of displacements at near‐field, intermediate‐

field, far‐field, UN:UI:UF, for the seismic moment having the

ramp function of a sufficiently short rise time can be

estimated as follows ignoring the radiation pattern

Xiao et al., 2016
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Calculation of Source Parameters
• 1. Seismic potency, P (m3):

• X0: amplitude of the low‐frequency displacement spectra
• xP,S is the root‐mean‐square value for the radiation pattern of 

far‐field amplitudes averaged over the focal sphere, and xP= 
0.516 for the P‐wave and xS= 0.632 for the S‐wave,

• 2. Radiated energy (J):

• 3. Seismic moment (Nm):

• 4. Energy index, EI: Xi
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Presentation of seismicity for Fracturing Process

Example of the evolution 

of seismic events versus 

time in tunnel monitoring. 

a A number of seismic 

events, and b the spatial 

distribution of 

accumulated seismic 

events 

(The section of tunnel is 

arc‐shaped and its size is 

13 m 9 8 m) Xi
ao
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Presentation of seismicity for Fracturing Process

Example of 

seismic energy 

versus time: a 

seismic energy; 

and b energy 

index on three 

consecutive days
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Presentation of seismicity for Fracturing Process

Example of the 

evolution of seismic 

apparent volume 

versus time: a seismic 

apparent volume, 

and b the cloud of 

accumulated seismic 

apparent volume on 

three consecutive 

days Xi
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Presentation of seismicity for Fracturing Process
• Example of evolution with local magnitude 1.2 occurred of EI and accumulated apparent volume versus time. The

characteristic pattern of dropping energy index and accelerating cumulative apparent volume prior to a large

seismic event (local magnitude 1.2 in this case), from seismic data recorded at the Jinping II hydropower station in

China
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Seismic Source Parameters

• In order to provide a meaningful description of a seismic event, the event time, 

location and two additional independent source parameters are required 

(Mendecki et al., 1999). Additional independent seismic source parameters 

include: energy, moment and size. These parameters can be further 

manipulated to generate secondary source parameters such as magnitude and 

apparent stress.

1. Time

2. Location

3. Event magnitude

4. Seismic Energy

5. Seismic Moment

6. Apparent Stress

Brown L.G., 2015 
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Seismic Analysis Techniques

Seismic analysis techniques allow for meaningful 

observations and conclusions to be drawn from seismic 

databases or subsets within the data. Various techniques 

provide insight into data integrity, seismic hazard, stress 

conditions and the general normal/abnormal rock mass 

response to mining. 

1. Gutenberg‐Richter Frequency‐Magnitude Relation

2. Magnitude‐Time History

3. Energy‐Moment Relation

4. S:P Energy Ratio (ES:EP)

5. Apparent Stress Time History (ASTH)

6. Seismic Hazard Mapping
Brown L.G., 2015 90
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Seismic parameters suitable for failure analysis

• The parameters that were found to best characterise the 

failure mechanism and hazard at a source include:

• The frequency‐magnitude relation of events.

• The timing of events as a result of stress field changes 

(caused by mining or blasting).

• The timing of larger events versus smaller events.

• The ratio of S‐wave to P‐wave energy.

• The level of stress (Apparent Stress) associated with the 

failure process.
Brown L.G., 2015 
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8. Summary 
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Time dependent deformation mechanisms

1. Elastic movements:

• Associated with stress and ground modulus

• Reaction of rock mass to excavation unloading

2. Creep movements:

• relatively slow time and stress dependent 
movements

3. Cracking and dislocation 

4. Collapse

Need to differentiate between “cracking 
and dislocation” and “collapse” since 
slope may remain serviceable.

93

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

Movement characteristics

 Regressive system:

• Common

• Typical of simple control mechanisms

• Points 1, 2 and 3 show a decelerating trend. Usually 
related to an external event (rainfall, blasting etc)

 Progressive system:

• Shear stress greater than shear strength.

• Positive exponential displacement.

• Timeframes may be quite short (days rather than 
months).

 Transitional system:

• Commence as regressive failures then move into 
progressive failures through a transitional period.

 Stick-slip: 
• Sudden movements followed by periods of little or no movement. 

• Usually movement caused by rainfall, blasting etc.

T
ot
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ac
em

en
t

Time

After Zavodni, 2000
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Trends in Slope monitoring results – Will it Fail?

95
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Final comments (Zavodni, 2000)

• Regressive and progressive slope movements are only expected after a

period of initial response.

• The period of initial response and strain hardening may take several

days to several years during which movements proceed at decreasing

rates.

• Regressive and progressive slope failure in large slopes range from a

few days to 700 days.
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The frequency‐magnitude relation of events

• b Value charts from two different seismic sources
(clusters). The b value chart on the left is typical of a fault‐
slip seismic source mechanism. The b value chart on the
right is typical of a stress change related seismic source
mechanism.
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The Magnitude–Time History Analysis

Magnitude‐time history charts of

two different seismic sources. The

top graph is indicative of a low

hazard as the seismicity tends to

respond to the blasting activity and

is of low magnitude. The bottom

graph is indicative of elevated

hazard, as relatively large seismic

events occur independently of

blasting activities
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The Diurnal Chart

Two examples of

diurnal charts. The 

top chart shows a 

case where seismicity 

is not dependant on 

blasting whilst in the 

bottom chart, the 

seismicity is highly 

responsive to blasting
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The S:P Energy Analysis

S wave to P wave energy ratio 

for two cluster groups (cluster 18 

on the left and cluster 10 on the 

right). The distribution from 

cluster 18 shows a dominant 

shear mechanism whilst cluster 

10 on the right shows a 

dominant non‐shear (volumetric 

stress change) mechanism
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Apparent Stress

• An example of an Apparent Stress Time History (ASTH) 
chart where the Apparent Stress Frequency was a good 
indicator of high seismic hazard 
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Location, time and sizes of seismic events 

Location, time and sizes 
of events from the 
combined catalogue. 
Events are sized 
according to log P and 
coloured according to 
time. The existing and 
planned future mining 
are displayed by grey 
and pink wireframes 
respectively

Chalmers et al., 2017 102
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Recorded and modelled seismicity

Recorded 
seismicity (top) 
and modelled 
seismicity 
(bottom) for 
Renison mine 
after 
Malovichko and 
Basson (2014)

Chalmers et al., 2017
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Rockburst damage scale

Fig. Empirical chart 

relating to ground 

motion (ppv), the 

excavation vulnerability

(EVP) and the potential 

rockburst damage. 

Isoprobability

lines of damage

equal or exceeding R4 

are given
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Recorded seismicity (top) and modelled seismicity 
(bottom) for Renison mine after

Malovichko & Basson (2014)
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Ground motion hazard

The seismic hazard can be
assessed using both
recorded and modelled
seismicity. The results are
then converted to ground
motion hazard by applying
a ground motion prediction
equation (GMPE) and a MC
simulation taking the
variability of the GMPE
equation into
consideration. Isosurfaces
of PGV can be generated for
different probabilities of
exceedance.

Malovichko 2017 106
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Plan view of a stoping area of

a mine showing an example of

10 seismic cluster groups (top

diagram), also expressed in

terms of seismic hazard of

individual sources (middle

diagram), and shown as

seismic hazard on mine drives

(bottom diagram)

103 104

105 106

107 108



CEME Workshop ‐ Shahrood University CEME ‐ 15 Dec. 2019

© Mostafa Sharifzadeh 19

109

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

Presentation Layout

1. Introduction

2. Mine seismic source mechanisms

3. Seismic monitoring instruments and systems

4. Seismic monitoring procedure

5. Monitoring data analysis techniques

6. Monitoring data interpretation

7. Real time design using seismic monitoring results

8. Summary 

110

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

Sudden Brittle failure process

Sudden Brittle failure 
process
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Classification of sudden or unstable failure 
mechanisms 

AgLawe, 1999 112
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Prediction of rock sudden failure prone zones:

1. Comprehension of Structural

geology, lithology and stress

condition of the area, which

infers to sudden failure prone

hazards,

2. Experimental tests on intact

rock samples which indicate

brittleness,

3. Seismic monitoring during

excavation and careful count

of seismic events types and

magnitude.
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Real time warning and dynamic control of rockburst

 seismic activity represents the evolution of seismic sources and their potential
trends so seismic monitoring provides an approach for indicating the real time
rock mass behaviour during tunnelling, which can also be used as a tool for the
real time warning of rockburst risks.

 In the tunnels, the seismic monitoring provided new information, so one of the
important results was that rockburst risks and damage potential could be
assessed from the seismic information or seismic parameters.

 Treatment to reduce rockburst damage or some approaches to control rockburst
intensities could be adopted and used.

 Seismic monitoring can identify the effects and effectiveness of these
treatments and control approaches.

 Adjustment of the treatments and control approaches may be employed based
on the evaluation of the effects and effectiveness.

 In this way, the process can be dynamic and be related to ‘dynamic excavation
and dynamic support’.
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Rockburst dynamic control process.

• (a)Warning and reduction of rockburst risk as the seismicity changes due to the

change in TBM excavation advance rate and reinforcement.

Feng et al., 2013

(b) Location of seismicity during

September 6th–8th during which time

rockburst risk was not controlled (left

part) and during September 9th–11th

during which time the rockburst risk

was controlled successfully (right

part),
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Monitoring network of rock burst in tunnels
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Monitoring results
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Monitoring results
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Monitoring results
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Monitoring results – warning 
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Monitoring results – energy distribution
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Monitoring results – warning 
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Monitoring results – Warning  

123

Rock Engineering Design Approaches and challenges in Deep Hard Rock Mining Engineering – Dec. 15th, 2019 – Shahrood UT

Monitoring results – Warning 
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Monitoring results – Warning 
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Monitoring results – Warning 
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Monitoring results – Warning 
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Monitoring results – Warning 
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Monitoring results – Warning 
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Distribution of rockburst and seismic activity 

• Distribution of rockburst and seismic activity in the tunnel #3 withTBMexcavation. 

(a) rockburst and seismic event. (♦-weak rockburst, ✩-moderate rockburst, ★-
strong rockburst). 

(b) density nephogram of CAV.

(c) density nephogram of AS.
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Countermeasures to eliminate or reduce sudden 
failure risk 

(i) Optimization of the 

project layout scheme,

(ii) Pre‐conditioning of the 

rock mass, 

(iii)Rock mass reinforcement 

and support.
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PREVENTION AND CONTROL OF ROCKBURST

• The cause of rockburst is (in many cases) a combination of stiffness of 

rock and stresses high enough to exceed the strength of the rock. 

• The potential of violent failure is also higher in homogenous rock, i.e., 

rock with less natural discontinuities or with little variation in 

mineralogy. 

• To Control Rockburst or Prevention need;

• Decrease in rock stiffness.

• Greater energy dissipation in rock.

• Changing layout of excavation to decrease the stresses.

• Changing Shape of Opening.
132
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Countermeasures to eliminate or reduce sudden 
failure risk 

Mazaira A. and Konicek P., 2015 
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Seismic risk reduction 

strategy at the Mount 

Charlotte Mine
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Ground support benchmarking data for rockburst‐
prone mines
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The process of seismic monitoring system (Essrich, 2005)
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Prediction of rock sudden failure prone zones:
1. Comprehension of

Structural geology, lithology

and stress condition of the

area, which infers to

sudden failure prone

hazards,

2. Experimental tests on intact

rock samples which indicate

brittleness,

3. Seismic monitoring during

excavation and careful

count of seismic events

types and magnitude.
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Dynamic Risk Assessment 

Implementing procedures 

of dynamic risk 

assessment for rockburst 

in the process of tunnel 

construction.
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Final notes

• It should be stressed that seismic monitoring is a constantly

evolving topic: equipment is being improved, new processing and

analyzing techniques are being developed, and innovative

applications are being tested. this presentation addresses the

current state‐of‐the‐art in seismic monitoring, it is possible that

some aspects will be improved in the future.

• growing number of seismic monitoring systems are being

developed for different purposes, e.g., stability assessment of

rock slopes and large underground caverns, rockburst warning in

tunnels and mines, and mapping of hydraulic fracturing.
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Observations always win over models

140

The variability and non-predictability of rock means we 
have a military style situation – we don’t know exactly 
what the enemy could do

Therefore need data:  

• back-analysis of individual adverse occurrences, 
and 

• study of trends

Beware incompetence!

– Too easy to be blind and biased.
Observations must be KING and always trump over 
models.

– Information will show correlations and trends that fit 
with geometry, mining history and geology

Military approach

Modified after Mikula

141
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• The military collect intelligence

• So should we

• Changes underground are 

usually first noticed by the 

operators most familiar with the 

workplaces

• We need their reports

Intelligence gathering

Modified after Mikula 142
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Abstract The purpose of this ISRM Suggested Method is

to describe a methodology for in situ microseismic moni-

toring of the rock mass fracturing processes occurring as a

result of excavations for rock slopes, tunnels, or large

caverns in the fields of civil, hydraulic, or mining engi-

neering. In this Suggested Method, the equipment that is

required for a microseismic monitoring system is descri-

bed; the procedures are outlined and illustrated, together

with the methods for data acquisition and processing for

improving the monitoring results. There is an explanation

of the methods for presenting and interpreting the results,

and recommendations are supported by several examples.

Keywords Suggested method � Fracturing process � In
situ � Microseismic monitoring � Rock mechanics

1 Introduction

Rock engineering activities, such as underground or sur-

face excavations, and mining, induce stress redistributions

that may trigger fracturing processes in the surrounding

rock mass. These ruptures produce microseismic events,

frequencies ranging from a few to thousands of Hz (Cai

et al. 2007), which can be observed by microseismic

monitoring systems and can provide a continuous stream

of real-time information—enabling engineers to effec-

tively monitor and guide production activities, such as the

excavation operations, responses to warnings of hazardous

regions and to establish fracture dynamic imaging.

Therefore, microseismic monitoring is important for

understanding the in situ fracturing process of rock masses

and how the rock engineering responds to production

activities.

Microseismic monitoring can be traced back to 1938

when the U.S. Bureau of Mines attempted to relate seismic

wave velocity with pillar load. A noticeable increase in the

seismic event rate prior to failure was observed during this

research (Kaiser et al. 1996). The application of micro-

seismic monitoring in understanding and investigating

mining-induced seismicity became an important issue in

1961 when a seismic network was operated continuously

between 2500 and 2800 m below surface for a period of

6 months at the East Rand Proprietary Mine (ERPM) in

South Africa (Cook 1963, 1964). With the development of

the technology relating to electronics, data storage, data

remote transmission, and data processing, the microseismic

monitoring system was improved from an analog signal

type to a full digital type in the 1990s. The technology

theory and application of microseismic monitoring were

greatly improved based on the development of full digital

technology in the last 20 years.
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In situ microseismic monitoring of the rock mass frac-

turing process has been widely used in rock mechanics

tests and rock engineering projects throughout the world,

such as in the Underground Research Laboratory (URL)

experiment (Gibowicz et al. 1991; Martin et al. 1997) and

in the Science and Technology Research Partnership for

Sustainable Development (SATREPS) experiment (Dur-

rheim et al. 2012), in mines in South Africa, Canada,

Australia, Poland, and China (Pattrick 1984; Scheepers

1984; Van Aswegen and Butler 1993; Mutke and Stec

1997; Luo et al. 2001; Potvin and Hudyma 2001; McGarr

et al. 2009; Lesniak and Isakow 2009; Singh et al. 2009;

Luo et al. 2010); for rock slopes (Vladut and Lepper 1985;

Wesseloo and Sweby 2008; Xu et al. 2011; Occhiena et al.

2014); and in tunnels (Milev et al. 2001; Hirata et al. 2007;

Tang et al. 2010; Feng et al. 2012, 2013a).

In China, the use of microseismic monitoring was

introduced somewhat later, but there are now more than 50

microseismic monitoring systems in use for rock engi-

neering projects. Feng et al. (2012, 2013a) used the

microseismic technique for monitoring and early warning

in the evolution process of rockbursts during the excava-

tion of five parallel tunnels in the Jinping II hydropower

station in China. These tunnels had a maximum overburden

of 2525 m and each had a length of 17 km. Microseismic

monitoring has also been applied to numerous mines with

rockbursts, gas outbursts, and water inrushes (Li et al.

2013; Liu et al. 2013).

Based on the results of microseismic monitoring, a

series of applications benefited significantly. For example,

warnings of rockbursts in deep tunnels and mines were

made and the rockbursts mitigated successfully (Bolstad

1990; Ogasawara et al. 2001; Durrheim et al. 2007; Dur-

rheim 2010; Feng et al. 2013a). In addition, the stability of

rock slopes and large caverns in hard rock with high

stresses has been successfully estimated and the extent of

the excavation damage zone (EDZ) has been outlined

(Young and Collins 2001; Young et al. 2004). Also,

information from microseismic monitoring has clarified the

fracturing mechanism of monitored rock masses (Feignier

and Young 1992; Cai et al. 1998; Feng et al. 2013a).

Moreover, the microseismic monitoring is particularly

appropriate for in situ experiments in underground research

laboratories, and an example is given in Sect. 6.5.

2 Scope

The purpose of this ISRM Suggested Method is to describe

a methodology for in situ microseismic monitoring of the

rock mass fracturing processes occurring as a result of

excavations for rock slopes, tunnels, or large caverns in the

fields of civil, hydraulic, or mining engineering. In this

Suggested Method, the equipment that is required for a

microseismic monitoring system is described; the proce-

dures are outlined and illustrated, together with the meth-

ods for data acquisition and processing for improving the

monitoring results. There is an explanation of the methods

for presenting and interpreting the results, and recom-

mendations are supported by several examples.

It should be stressed that microseismic monitoring is a

constantly evolving topic: equipment is being improved,

new processing and analyzing techniques are being

developed, and innovative applications are being tested.

The equipment described in this SM is the ‘best’ at the

time of publication, but in the future improvements should

be expected. So although this SM addresses the current

state-of-the-art in microseismic monitoring, it is possible

that some aspects will be improved in the future. How-

ever, the general guidance, principles, suggestions, and

recommendations will certainly hold and be useful for

practitioners.

3 Equipment

A microseismic monitoring system comprises four main

components: i.e., the sensors, the data acquisition instru-

ments, the data transfer units, and the center server with

processing software, as shown in Fig. 1. It should be noted

that the data transfer units may be cable, optical fiber, or

wireless.

3.1 Monitoring Principle

The basic principles of microseismic monitoring are

described as follows. When the stress is redistributed in the

rock mass due to human activities such as mining, sudden

slip or shear may occur along pre-existing zones of

weakness, such as along faults or within fracturing net-

works. This movement or failure results in the release of

energy in the form of seismic waves and is known as a

microseismic event. P- and S-waves (compressional and

shear stress waves) radiate away from the rock mass

fracturing source and, as these waves pass each sensor, a

seismogram is recorded, as shown in Fig. 2. These analog

signals recorded by sensors are sent to a data acquisition

instrument for amplifying and digitizing. Then the electric

signals are transmitted to the center server through a data

transfer unit. The seismograms thus recorded can be shown

through display software; also, the source parameters of the

microseismic event, such as origin time, three-dimensional

location, radiated energy, and seismic moment, can be

calculated. Finally, the space–time microseismicity in the

rock mass fracturing process can be established and

analyzed.
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3.2 Selection of Microseismic Monitoring System

Currently, there are many microseismic monitoring orga-

nizations/firms all over the world. Also, a growing number

of microseismic monitoring systems are being developed

for different purposes, e.g., stability assessment of rock

slopes and large underground caverns, rockburst warning

in tunnels and mines, and mapping of hydraulic fracturing.

The microseismic monitoring system should be chosen

with regard to the monitoring objective. For example, a

microseismic monitoring system which is specially

designed for hydraulic fracturing would not be an appro-

priate choice for monitoring rockbursts or the stability of

rock slopes. In addition, the parameters of microseismic

monitoring systems must satisfy the several technical

requirements (e.g., high sampling rate, flexible networking,

and explosion proof) for adequate realization of the mon-

itoring purpose. For instance, microseismic events resulting

from excavation works in a hard, competent rock mass

release high-frequency waves that require a microseismic

monitoring system with a high sampling rate to prevent the

distortion of the microseismic waveform.

3.3 Sensors

The microseismic sensors (see Fig. 3) are the elements that

can detect the elastic waves caused by rock mass fracturing

and can convert the elastic wave into an analog signal. The

types of sensors are divided into two main categories:

namely, geophone and accelerometer. These types of

Data transfer unit

Sensors 

Data acquisi�on instrument

Center server 

Fig. 1 The components of a

microseismic monitoring

system

Sensors 

Fracture source Acquisi�on and 
digi�za�on of signals 

Data acquisi�on 
instruments 

Data transmission and
�me synchroniza�on

Data transfer units 

Displaying and 
processing 

Center server/ 
processing so�ware 

Fig. 2 The basic principle of microseismic monitoring

Fig. 3 Sensors for microseismic monitoring: a surface type, b borehole type of uniaxial geophone, and c borehole type of triaxial accelerometer
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sensors can then be further divided into sub-categories for

uniaxial and triaxial wave recording according to the

number of sensing axes. In addition, the type of monitored

surface or borehole can be chosen in accordance with the

two kinds of installation method. It should be noted that the

installation conditions for surface sensors can be harsh: for

example, the installation site for surface sensors may need

to be cleared of any loose ground cover until the solid

bedrock is exposed and there may be water present and

temperature fluctuations. Also, surface sensors often should

be perfectly horizontal or vertical. Borehole sensors are

usually more suitable for in situ microseismic monitoring.

However, surface sensors are a better choice in some cases,

such as boreholes which must withstand high temperature,

pressures, and chemical issues.

The types of sensors to be used are mainly determined

by the scale of the monitoring project, the monitored

objects, rock lithology, and the monitoring purpose. Many

examples of microseismic monitoring applications on rock

slopes and around tunnels, and caverns, as found in the

literature, are given in Table 1. This Table shows the

project type, the monitored area, the linear dimension of

the area, the type and number of sensors used, the fre-

quency width of the sensors, and the moment magnitude

range.

The microseismic monitoring for rock engineering can

be roughly classified in the two scales of the construction

region and the working face. The network radius of the

construction region can be as much as several hundred

meters to kilometers. The main monitoring frequency range

varies from a few Hertz to several hundred Hertz (e.g.,

5–200 Hz), and a geophone is an appropriate type for this

monitoring scale (Manthei and Eisenblätter 2008). The

network radius of the working face can also be large, e.g.,

in mines it can be hundreds of meters, or much less in the

case of a tunnel. For this scale, the range of main moni-

toring frequency is several hundred Hz to thousands of Hz

(e.g., 500–3000 Hz), and the accelerometer is the better

type if the predominant frequencies are above

500–1000 Hz. For example, accelerometers are commonly

used for monitoring the fracturing of rock masses with poor

integrity in a small monitoring environment (Xu et al.

2011; Chen et al. 2014). For some cases, the accelerome-

ters used are up to 10 kHz.

The trend for the development of microseismic moni-

toring for rock engineering is a combination of the two

mentioned scales; accordingly, different types of sensors

should be chosen to work together. It is important to note

that the sensor spacing should be adjusted according to the

performance of the adopted sensors on a specified project,

together with the required monitoring sensitivity. A test for

checking the suitability of sensors should be carried out

before monitoring; the best type, bandwidth, and sensorT
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spacing can then be determined according to the response

of the sensors to rock mass fracturing. In addition, it is best

to choose the sensitivity of the geophone and accelerometer

to be no less than 80 V/m/s and 1 V/g (‘g’ stands for

acceleration due to gravity, 1 g = 9.8 m/s2).

As to whether the uniaxial or triaxial sensors should be

chosen, several factors, e.g., monitoring purpose, moni-

toring range, and number of channels of microseismic

monitoring system, need to be considered. Compared to

uniaxial sensors, the triaxial sensors can provide a theo-

retically more comprehensive assessment of the rock mass

fracturing. For example, the S-wave arrival can be deter-

mined precisely based on the polarization analysis of a

three-component seismogram recorded by triaxial sensors,

which will be beneficial to the estimation of event location

and the calculation of source parameters. If the mechanism

of rock mass movement and failure needs to be studied in

detail, many triaxial sensors should be used instead of

uniaxial sensors. In some engineering application cases,

uniaxial sensors can be adopted when the rough spatial

distribution and trend of microseismicity are of more

concern as compared with the accuracy of source param-

eters (Tang et al. 2010; Xu et al. 2011). Also, uniaxial

sensors are suitable for expanding the monitoring range

when the microseismic monitoring system has a limited

number of monitoring channels. For example, the moni-

toring range of a sensor array composed of 12 uniaxial

sensors is much larger than that of four triaxial sensors.

3.4 Data Acquisition Instruments

The data acquisition instrument, which encompasses

devices responsible for the conversion of amplified analog

signals into a digital format, is the core component of a

microseismic monitoring system. A data acquisition

instrument can be divided into three parts: namely, the pre-

amplifier, the analog–digital converter (A/D converter),

and the embedded data acquisition computer (DAC). The

pre-amplifier is used to amplify the analog electrical sig-

nals recorded by the triggered sensor. The A/D converter

transforms the continuous analog signal into a discrete

digital signal. Based on the specified collection mode, the

DAC provides time stamp marks for the recorded signals.

A portable data acquisition instrument usually spans

between 3 and 24, or even 48 channels. A uniaxial and

triaxial sensor requires one and three channels,

respectively.

For a commercial microseismic monitoring system, it is

often just required to set the appropriate sampling rate for

the A/D converter. This work can be done during a trial

period. Firstly, a high sampling frequency is set to collect

the events of rock mass fracturing. Then based on the

Discrete Fourier Transform (DFT), the frequency spectrum

of microseismic waveforms from rock mass fracturing

events can be analyzed. The main frequency band [f1, f2] of

a single rock mass fracturing waveform, which corresponds

to the main distribution of amplitude, is the frequency

width between the two frequency points with 0.707 times

the maximum amplitude, as illustrated in Fig. 4. The main

frequency range of rock mass fracturing events, which

represents the frequency characteristic of the microseismic

signals, can be obtained through analysis of the main fre-

quency bands of the collection of typical rock mass frac-

turing waveforms. In order to avoid frequency aliasing, the

sampling rate should be 5–10 times the maximum in the

main frequency range of rock mass fracturing events. For

example, the maximum of the main frequency range of

rock mass fracturing events is about 1000 Hz in a rock

slope; then a sampling rate of 6000 Hz is set for this

monitoring program.

3.5 Data Transfer Units

The data transfer units transmit the seismic data to a center

computer for storage and processing and provide time

synchronization for each data acquisition instrument. The

data transfer units can be divided into three parts: sensor to

data acquisition instrument, data acquisition instrument to

center server, and center server to departments of decision

making and data processing. Typical data transfer units are

shown in Fig. 5.

Various means of data communication should be

employed to suit different system environments. Signal

attenuation is a reduction of signal strength during trans-

mission and depends on the distance and medium of

transmission. As the transmission distance increases, the

signal attenuation increases. Thus, the length of data

transfer units should be less than the maximum distance

that signal reduction affects the monitoring data. The data

acquisition instrument should be close to its related sensors

(e.g., be less than 300 m). For this communication com-

ponent, twisted pair cable with copper conductor, 20 AWG

(American Wire Gauge) and shielded aluminum coil is

adopted commonly.

A data relay station is usually needed to be established

between the data acquisition instruments and the center

server, as shown in Fig. 5. This mode can reduce the

monitoring cost and is beneficial for the maintenance of

data transfer units. Between the data acquisition instru-

ments and the data relay station, cable communication is

appropriate for a work area with many construction vehi-

cles and machinery. If the work area often has a large

amount of electrical equipment and is subject to thunder-

storms, which can easily produce high-voltage pulses, then

optical fiber communication is the better choice. The dis-

tance between the data relay station and the center server
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can reach some thousands of meters, and the single-mode

optical fiber communication is a quiet adaptive option. If

there is reduced electromagnetic interference and a wire-

less network exists in the construction area, then wireless

communication can be advantageous.

The wireless communication and remote transmission,

which are the trend in microseismic monitoring technol-

ogy, can significantly save monitoring cost and improve the

efficiency of data transmission. Between the center server

and the location for data processing and decision making,

web network communication can be used to establish the

sharing of monitoring data in real time. Meanwhile, the

manager can master the working condition of the micro-

seismic monitoring system in any location through remote

control.

In addition, time synchronization is a core requirement

of a microseismic monitoring system with multiple acqui-

sition instruments. The data from different acquisition

instruments are deemed unusable if there is poor time

synchronization. Therefore, the time synchronization

between each acquisition instrument should be corrected at

regular short intervals, such as a few minutes. The data

transfer units for the time synchronization system and data

transmission system are usually independent depending on

the different communication modes and manufacturers.

3.6 Center Server and Processing Software

The center server for setting and mastering the microseis-

mic monitoring system is needed for recording the seis-

mogram data from the data acquisition instruments. The

server must be adapted to work long hours, or even for

several years. Therefore, the center server should be placed

in a region which is dry, safe, and has a guaranteed power

supply. In addition, the center server should have a double

network card: one is for updating the monitoring data to the
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analysis location through the internet; the other is the

communication interface of the monitoring system.

System monitoring software is required for displaying

the working condition of every device or component of the

microseismic monitoring system in real time. It is an

effective tool for managers to establish any abnormal

function of devices and/or communication malfunctions,

and to ensure the normal working environment of the

microseismic monitoring system. Seismogram processing

software is used for displaying and processing seismogram

data. The source parameters of rock mass fracturing can be

calculated rapidly. Data interpretation software is also

needed for visualizing and interpreting the space–time

evolution and mechanism of rock mass fracturing.

Some hardware filter rules are established as a trigger

threshold to execute event detection by seismogram pro-

cessing software, such as signal-to-noise ratio (SNR) (Oye

and Roth 2003), and recorded frequency width and mini-

mum signal amplitude. The Short Time Average/Long

Time Average (STA/LTA), which is a measure of the SNR

function, is commonly used in commercial microseismic

monitoring systems. The LTA represents the slow trend of

signal energy, whereas the STA is more sensitive to a

sudden increase in energy. If the STA/LTA of the micro-

seismic wave exceeds a user-defined threshold, a detection

time is assigned to this microseismic wave. Detailed

information on the calculation and setting of STA/LTA can

be found in a related paper (Trnkoczy 2009).

The format for the monitoring data usually depends on

the manufacturer’s type. Sometimes, the methods of loca-

tion and diagnosing, which are selected for users to analyze

data, are different from the provided methods of system

software. Almost all seismogram processing software

provided by manufacturers can export a data file for each

microseismic event. This file contains the necessary

information for signal analysis, such as the trigger time of

each sensor, the value of each waveform sampling point,

and so on.

4 Procedure

4.1 Preparatory Investigations

Firstly, the monitoring purposes should be determined

according to the requirements of the rock engineering

challenge and the applicability of microseismic monitor-

ing. Then the whole region involved can be evaluated

based on the monitoring purposes. The focus areas, where

the instabilities of the rock mass are more likely to occur,

can be estimated on the basis of the geo-engineering

method, the engineering properties of the rock, predictive

numerical simulations, and engineering analogies. The

spread of sensitivity and location accuracy in the regions to

be monitored depends on the probability and intensity of

instability of the rock mass in each location. In regions

where there is a greater probability of rock mass instability,

the microseismic monitoring should have the more sensi-

tive and the higher location accuracy.

The type of sensors should be selected according to the

objective, purpose, and number of channels for monitoring,

the selection rule having already been discussed above. An

on-the-spot survey may be necessary for determining the

monitoring environment and any limitations of the sensors’

layout, and establishing feasible points for sensor instal-

lation. Also, the construction scheme should be known as

far as possible for determining the communication circuits

and the locations of all components in the microseismic

monitoring system.

A coordinate system should be set up according to the

monitoring objective. The coordinates of the sensors and

anticipated locations of the rock mass failure events should

be related to the established coordinate system. Then the

three-dimensional geological model, which should include

the monitoring area and macro-geological conditions,

needs to be established for enabling the space–time evo-

lution of rock mass fracturing in the monitoring region to

be determined.

4.2 Array Design for the Sensors

The sensor array can be considered via the space geometry

formed by all the sensors. The three types of spatial rela-

tions between microseismic source and sensor array are

shown in Fig. 6. Commonly, a source inside the sensor

array, as shown in Fig. 6a, should ensure high accuracy of

source location. If the source is located outside the sensor

array, as shown in Fig. 6b, c, then a poor source location

may be the result.

The layout of the sensors will depend on the installation

conditions determined by the monitoring environment and

the purposes of microseismic monitoring. The general

principles of sensor layout for rock engineering are sum-

marized as follows:

1. The sensor array should surround the monitoring

objects as far as possible to ensure the accuracy of

source location, as shown in Fig. 6a.

2. The sensor spacing will depend on sensor performance

and required monitoring sensitivity; each position in

the monitoring region should be covered effectively to

satisfy the demand of event location accuracy.

3. For the critical locations and those with foreseeable

potential instability, the density of layout sensors

should be increased by increasing the number of

sensors and reducing the sensor spacing.
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4. The data transfer units depend on the sensors’ layout

and their convenience and security should be consid-

ered when designing the sensors layout to ensure

continuous and accurate monitoring data. In addition,

the feasibility of the sensors’ installations should be

confirmed through on-the-spot survey.

5. During the entire monitoring process, the sensors

should be supplemented in areas of adverse geological

conditions and those regions with a risk of rock

instability.

6. The influence of noise (such as from blasting, electrics,

drilling, and construction vehicles) on the seismic

signal should be reduced as far as possible.

7. The whole sensor network should have good ‘self

tolerance’: when the sensors in a certain region do not

work, sensors in other areas should still guarantee the

basic monitoring in that region.

Commonly, there are two approaches to such sensor

layout design. One is the semi-empirical method, such as

the optimal design methods of C-optimality and D-opti-

mality (Kijko 1977; Mendecki 1997). Firstly, a series of

sensor layout schemes are prepared according to expertise.

Then based on the spatial positions and minimum resolu-

tions of peak particle velocity of sensors, the standard

location error and monitoring sensitivity at each micro-

seismic source position can be evaluated. The two-di-

mensional contour map of location error and monitoring

sensitivity from varied elevations can be drawn for each

sensor layout scheme. The final scheme can be decided by

comprehensively considering location accuracy, monitor-

ing sensitivity, and cost. Another method is to plan the

network of sensors through intelligent optimization algo-

rithms, such as the DETMAX algorithm and genetic

algorithms (GA) (Rabinowitz and Steinberg 1990; Gong

et al. 2010; Maurer et al. 2010). The objective function

should fit the demand of location accuracy and sensitivity.

Then based on the given optimization algorithm and

objective function, the optimal scheme can be determined

through continuous search. Generally speaking, the semi-

empirical method is suitable for small regional monitoring

with the scale of a working face where fewer points of

suitable sensor installation exist. The intelligent optimiza-

tion method is suitable for large-scale monitoring where

there are many feasible points for installing sensors.

However, constrained by the field monitoring conditions,

it is often not possible to implement the ideal sensor layout

scheme. The appropriate implementation plan should con-

sider the various factors, such as monitoring condition,

basic principles of sensor layout, monitoring object, and

purpose. Typical layout schemes for some different kinds of

rock engineering are described as follows.

For tunneling the sensors, in the form of 2–3 rows, are

often placed behind the working face at a certain distance

back and are moved forward repeatedly following the

excavation process. The installation of sensors should

adopt the method of ‘recycling,’ which will be described in

Sect. 4.3. For the two different excavation methods (Tun-

nel Boring Machine, TBM, and Drilling and Blasting,

D&B), typical sensor layout schemes are shown in Fig. 7.

For D&B excavation, it is never allowed to install sensors

within the blasting safety distances. For TBM excavation,

the position of installation and recovery for sensors should

consider the dimensional and operating characteristics of

the TBM.

For slope engineering, sensors are installed directly into

the slope body where there are concerns relating to slope

surface, as shown in Fig. 8a. If there are pre-existing

openings in the slope body, the sensors can be arranged

using these openings, as shown in Fig. 8b. It should be

remembered that, even if sensors are installed in the slope

X 
Y 

Z 

X 
Y 

Z 

X 
Y 

Z 

Microseismic source Sensor

(a) (b) (c)

Fig. 6 Spatial relations between microseismic source and sensor array: source a inside the sensor array, b at the edge of the sensor array, and

c outside the sensor array
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body, particular care has to be addressed to verify that

sensors do not lie on a pseudo-planar surface. In many

cases, some sensors should be added according to the

excavation situation.

For large cavern engineering, the majority of sensors

are arranged using pre-existing openings before excavation

and the additional sensors should be added as the excava-

tion proceeds, as shown in Fig. 9.

For mining engineering, the sensor layout for large-

scale mining areas can be used for overall monitoring and

local stope monitoring. For large-scale mining areas

monitoring, sensors are arranged using pre-existing tunnels

in each sub-levels as shown in Fig. 10a. As the scale of

mining areas can usually reach thousands of meters, the

sensor array should cover the whole mining areas as far as

possible. In addition, it should be noted that many stoped

and caved volumes (areas where mining has already taken

place) can be formed during the mining process, and the

sensitivity and locational accuracy of the microseismic

monitoring system will then be influenced when micro-

seismic waves pass through these stoped and caved vol-

umes. Therefore, enough sensors need to be arranged at

each side of the stoped and caved volumes to meet the

demand of event location accuracy. Meanwhile, an

assumed 3-D velocity model, which will be described in

Sect. 5.2, should be used for event location.

For local stope monitoring, many mining methods are

used according to the orebody conditions. For one stope,

it may be mined from top to bottom, from bottom to top,

or from the middle to the two sides, etc. An example of

sensor layouts for a stope mined from the middle to the

two sides is shown in Fig. 10b, c. The majority of sen-

sors are arranged using pre-existing openings before

mining, and some sensors added as the mining proceeds,

which is similar to the sensor layouts for large cavern

engineering.

For open-pit mining monitoring, the sensors can be

arranged near the surface of the slope in areas that are

suspected of potential instability, as shown in Fig. 10d.

4.3 Installation

Installation plays a key role in the microseismic monitoring

of rock mass fracturing. An installation contravening the

instructions described below will lead to poor quality and

discontinuities in the monitored data, causing difficulty in

interpreting and characterizing the rock mass fracturing.

The installation of the components of a microseismic

monitoring system, such as sensors, data acquisition

instruments, and center server, can be concurrent. Surface

sensors should be tightly fixed to the smooth wall

according to the requirements of the installation angle. The

boreholes for sensor installation may be upwardly inclined,

horizontal, or downwardly inclined—but the respective

installation methods are different. A typical grouting sensor

installation process for an upwardly inclined borehole is

Working face 

Sensor

Excava�on direc�on

(a) (b)

Fig. 7 Examples of sensor

layouts for the microseismic

monitoring of rock mass

fracturing in a tunnel: a D&B

construction and b TBM

construction

Slope
Sensor

Slope Sensor 

Pre-existed openings 

(a)

(b)

Fig. 8 Examples of sensor layouts for microseismic monitoring of

rock mass fracturing in slope engineering: a layout directly into the

slope body and b using pre-existed openings
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shown in Fig. 11. An applicable installation procedure is

listed as below.

1. Drilling Too small a borehole diameter will lead to the

sensors not being able to be installed. In practice, the

borehole diameter is commonly about 1.3–1.5 times

the sensor diameter for the convenience of the sensor

installation. In the case of a rock mass within the

damage zone which is more fractured, there will be

severe attenuation of microseismic waves. Thus, the

lengths of boreholes should extend beyond the damage

zone surrounding the excavation to ensure adequate

events acquisition and data quality. Percussion drilling

equipment is available, but diamond core drilling is

much preferred and, in many cases, is essential for

providing the reference elastic wave velocity. The

location, length, and orientations of the boreholes

should be recorded. Then the orientation and coordi-

nates of the sensors can be calculated. In addition,

knowledge of the orientation of the sensors provides

additional information which is useful for location

information and is vital for the calculation of the

moment tensor.

2. Cleaning The gravels, water, and other residues in the

hole caused by drilling should be cleaned. A blower

device is needed to clean out the dirt at the bottom of

horizontal and down-dip boreholes.

3. Laying of sensor, grouting pipe, and exhaust For

horizontal and downwardly inclined holes, an instal-

lation beam is firstly used to place the sensor at the

borehole bottom. Then the installation beam should be

withdrawn, and the grouting and exhaust pipes are

placed into the borehole. If the borehole is upwardly

inclined, the sensor and exhaust pipe should be

inserted to the borehole bottom together. The bore-

holes should be filled with grout to ensure the coupling

quality between sensors and rock mass. To accomplish

this, the grouting and exhaust pipes should be located

near the bottom and orifice of borehole (e.g., 0.8 and

2 m, respectively, for a horizontal or downwardly

inclined borehole). This is in contrast to the sensor

installation in the upwardly inclined borehole.

4. Grouting The borehole orifice should be sealed within

a sufficient distance (e.g., 300 mm) before grouting.

The grouting can be operated at a constant and slow

speed until the sealing material has mostly hardened.

When the grout flows out of the exhaust pipe

constantly, which means the borehole is already filled

with grout, the grouting should be stopped. In addition,

the grout should have similar acoustic impedance (i.e.,

Pre-existed openings

To be excavated 

Embedded sensors before excava�on

Added sensors during excava�on process

Have been excavated

Embedded sensor 

Added sensor 

(a)

(b)

Fig. 9 Example of sensor

layouts for microseismic

monitoring of rock mass

fracturing in a large carven

complex: sensors a located

using pre-existing openings

before excavation and

b dynamically added via the

excavated region during the

excavation process
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the product of density and propagation velocity) as the

rock.

For a rock mass with clear anisotropy (e.g., a layered

rock mass or columnar jointed rock mass), the angle

between the sensor installation location and the orientation

with the greatest elastic wave velocity in the rock mass

should be as small as is practically possible. If chemical

corrosion is present in the monitoring environment, a

protective jacket should be added to the sensors in the

boreholes, and the sensor’s cable should be coated with

polyvinylchloride (PVC) pipes.

Sensors may be required to be recycled in a particular

situation, such as monitoring in tunnels and rock slopes,

and so a recovery package is needed. Typical feasible

Sensors Slope of the 
open-pit 

Embedded sensors before mining

Pre-existed tunnels 

Embedded 
sensor 

Orebody Added
tunnels

Added
sensor

Has
been 

mined 

Mining direc�on: from middle to the two sides

Added sensors during mining 

Sha� Pre-existed tunnels

Embedded 
sensor 

Sublevel

Sublevel

Sublevel

Sublevel

Vein Orebody Stope 

(b)

(a)

(c)

(d)

Fig. 10 Example of sensor layouts for microseismic monitoring of a

mine: sensors a located using pre-existing tunnels in each sub-level

for large-scale monitoring; b located for a typical stope before mining

and c dynamically added in further tunnels during the mining process;

d located near the surface of a slope in the areas that are suspected of

potential instability (Lynch 2007)
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recycling equipment is shown in Fig. 12a. The removable

wedge sliding block is fixed to the sensor. Firstly, the

sensor is placed at the borehole bottom using the installa-

tion beam. Then the bolt of the sliding block is rotated

through the beam, causing opening of the sliding block to

ensure the sensors are tightly fixed against the borehole

wall. Until the sensor is fully coupled with the borehole

wall, the installation beam can be recycled.

Fig. 11 The grouting installation process for a sensor in an upwardly inclined borehole: a tying the sensor and exhaust pipe together, b sensor is

placed to the borehole bottom, c sealing of orifice, and d grouting

Fig. 12 An example of a sensor

recycling installation: a Sensor

and wedge sliding block, and

b sensor is placed at borehole

bottom
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The status of recycled sensors should be observed to

check the coupling of the sensor to the borehole. If the data

quality and trigger counts of the sensor show a continued

slowdown day by day or are obviously less than other

sensors, which means the coupling of the sensor to the

borehole is probably questionable, the sensor should be

installed again. When the sensors need to recycled, the

installation beam can be used to rotate the bolt of the

sliding block in the opposite direction. In the same way, the

length of the borehole should be greater than the damaged

zone surrounding the excavation.

In addition, the sensors are vulnerable components and

so attention should be paid to protect the sensors during the

process of installing, recycling, and moving, such as han-

dling with care and avoiding impact with hard objects. The

data transfer units must be protected by using shotcrete or

U-shaped steel, etc., to avoid breakage caused by con-

struction vehicles and other hazards. For applications in a

strong chemical erosion environment, the sensors and the

data transfer units must be protected using chemical-re-

sistant coatings.

A surge protective device (SPD) should be added

between the data acquisition instrument and each sensor to

prevent surge impact from the sensor. As far as is practi-

cable, data transfer units should be laid in a safety region,

away from construction, to reduce discontinuous monitor-

ing caused by damage to the lines. The data transfer units

should avoid regions where many electrical appliances are

present and high-voltage impulses can be easily generated.

Warning measures should be adopted in regions where

there is a risk of lines damage, such as spray painting and

posting signs. In addition, all the lines need to be well

grounded.

It is important to note that each part of the microseismic

monitoring system should be configured for uninterrupted

power supply (UPS) to ensure continuous monitoring. If

the power supply in the area where the equipment is

installed is unstable, a voltage stabilizer should also be

added. The order of power supply is power, UPS, voltage

stabilizer, and monitoring equipment. In addition, the

components of the microseismic monitoring system, which

are mostly weak current instruments, must have good

electrical grounding cautions. The grounding resistance

should be less than 4X for preventing interference of

electromagnetic coupling on these instruments.

4.4 A Calibration Shot

A calibration shot is recommended. This can be achieved

with low-energy explosives, or a controlled point source

and shear devices. The calibration shot (e.g., explosion)

allows a check on sensor first motion polarities, and to see

if all sensors are properly installed (rock/sensor contact

surface). Relocating the calibration shot can serve as a first

estimation of measurement and intrinsic errors involved in

the hypocenter location algorithm.

4.5 Monitoring

1. Ensuring continuous monitoring is the first priority.

Monitoring should be conducted by a person

acquainted with troubleshooting of the microseismic

monitoring system. Moreover, a system of quick

troubleshooting needs to be established. The manager

should check the working condition of the monitoring

system regularly, especially the state of each data

acquisition instrument and sensor. Meanwhile, the data

transfer units should be inspected periodically. Con-

catenated 8-h shifts should be adopted in the special

periods when there is a high possibility of rock mass

instability, such as intensive rockbursts, landslide, and

so on.

2. An on-the-spot survey should be executed daily by

staff familiar with engineering geology and rock

mechanics, and trained to recognize geological condi-

tions and typical damage of the rock mass, such as

different types of collapse, wall caving, and rockbursts.

The geological conditions, construction events, and

any damage of the rock mass that follows excavation

should be recorded. It is essential to take photographs

for recording this information.

3. Those analyzing the data should obtain the monitoring

data initially and make an initial evaluation as soon as

possible. By combining the microseismicity and sur-

vey information, a proper interpretation for analyzing

the state of the rock mass can be given.

4. A database for storing the above-mentioned informa-

tion is required. This database should include the

information about the state of the system, geological

conditions, construction events, damage of the rock

mass, microseismicity, and a comprehensive analysis

with conclusions. The manager, survey staff, and

analysts can update the database in real time according

to the updating schedule that has been established.

5 Data Calculations and Processing

Unless otherwise specified, all data recorded by the

microseismic monitoring system should be processed

within 24 h of the readings being taken—so as to be able to

respond immediately to any unusual microseismicity. The

procedure for data processing can be divided into four

steps: diagnosis of rock mass fracturing signals, source

location of rock mass fracturing events, calculations of
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source parameters, and presentation of rock mass fracturing

process—which are discussed in detail as follows.

5.1 Diagnosing the Actual Rock Mass Fracturing

Signals

In the current context, the signals other than rock mass

fracturing events can be termed ‘noise.’ In fact, usually

most of the signals during real-time monitoring may be

noise. Therefore, the most basic and important purpose of

data processing is to filter out these noise signals quickly

and efficiently. A single microseismic signal is composed

of a set of microseismic waves. By analyzing the waveform

characteristics of the microseismic waves, the essence of

diagnosis is identifying the rock mass fracturing signals

and filtering out the noise information in these rock mass

fracturing signals, as illustrated in Fig. 13.

The diagnosis operation can be divided into four parts:

typical collection of signals for each microseismic source,

waveform characteristics analysis for these signals, signal

type identification and filtering. The sequence of identi-

fication and filtering will rely on specific conditions

during monitoring. Generally speaking, for the project,

such as TBM tunnel construction and in metal mines, the

source type and occurrence time of the noise are often

known, and the rock mass fracturing signal is less dis-

turbed by noise. The rock mass fracturing signal can

firstly be recognized through the characteristics of the

original waveform and then the noise information in the

fracturing signals can be filtered. For other types of pro-

ject, such as a tunnel using D&B excavation, rock slopes,

and large caverns, the occurrence and types of most noise

signals are unknown and the interference caused by the

noise is often larger. In addition, various kinds of signals

may be mixed. Thus, the recorded signals should be

processed firstly to extract the waveform information

which represents their main features. Then the fracturing

signals can be identified according to the characteristics

of the extracted waveform.

The procedure for diagnosis of microseismic signals is

described in detail as follows:

1. Typical collections of signals for each microseismic

source: a site survey of signals from all microseismic

sources during the operation cycle of excavation is

essential at the beginning of monitoring. The occur-

rence, position, and type of all microseismic signals

(e.g., rock mass fracturing, electrical noise, blasting,

drilling, and mechanical vibration) can be recorded

against time. The typical time domain waveforms for

various kinds of microseismic signals are shown in

Fig. 14. It should be noted that the waveform charac-

teristics of the same types of signals may differ under

different monitoring conditions.

2. Characteristics analysis for typical signals: The char-

acteristics of time, frequency, and time–frequency for

all kinds of signal can be analyzed by signal processing

methods, such as the fast Fourier transform (FFT)

algorithm and wavelet transform (WT) (Mallet 1999).

The feature parameters of a signal, such as amplitude,

duration, main frequency, and arrival time can be

obtained. The database, which records all kinds of

signals and their feature parameters, should be estab-

lished from the beginning and needs to be updated

constantly during the whole monitoring process. The

waveform characteristics for each signal are listed in

Table 2.

3. Choosing the method of recognizing a signal: Com-

monly, there are often three approaches to signal

recognition. Artificial identification for signal type can

be done through observing the waveform in the display

window of the system software. The advantage of this

manual method is that it is easily mastered and

operated. However, the effectiveness of the method

relies on the data processing experience of the analysts

and the complexity of the waveforms. Therefore, the

manual method is mainly suitable for the monitoring

project when there is a reduced level of noise
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Fig. 13 An example of diagnosing a rock mass fracturing signal: a input information, waveforms recorded by the microseismic monitoring

system, and b output information, waveform of rock mass fracturing
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interference. The second method uses one parameter of

the signal to identify the signal type. This single-index

recognition method enables quick identification of the

signal; but, it cannot be used for multi-type interlaced

signals or in the case of multiple similar sources. In the

case of a multi-parameter signal, the signal type can be

identified using the multi-index method, such as the

artificial neural network (ANN) method (Feng et al.,

2013a). This method is appropriate for identifying

signals with high complexity in a complicated envi-

ronment, such as a tunnel being excavated by D&B or

a large cavern.

4. Choosing the digital filter: the signals, which are

acquired by the microseismic monitoring system, are

sampled and in discrete time. A digital filter should be

applied to these signals to reduce or enhance certain

aspects of the signal based on a special filtering

method. Digital filters can be divided into two types:

the linear filter and the non-linear filter. The linear

filters, such as low-pass filter, high-pass filter, and

band-pass filter, only retain a certain frequency range

of the signal components. Based on the idea that noise

and effective signals are random, the non-linear filter

estimates the signal itself by using the statistical
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Fig. 14 Examples for typical

time domain waveforms of

microseismic signals in tunnels:

a–c different waveforms of rock

mass fracturing signal,

d electrical noise, e drilling,

f blasting, g mechanical

vibration of TBM, and

h vibration of a machine in a

D&B tunnel, e.g., construction

vehicle and blower
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characteristic of such signals. The median filter,

particle filter, unscented Kalman filter, and wavelet

filter are several typical non-linear filters. (The

unscented Kalman filter is used to linearize a non-

linear function of a random variable through a linear

regression between n points drawn from the prior

distribution of the random variable.) If the noise and

rock mass fracturing signal are separate in the

frequency domain, then the linear filter can be used;

otherwise, the non-linear filter is more suitable. In

addition, the characteristics of the filter should be in

accordance with the characteristic differences between

noise and rock mass fracturing signals. For example, if

the frequency of the noise is low and that of the rock

mass fracturing signal is high, then a high-pass filter

can be chosen.

5.2 Location of Events and Velocity Calibration

According to the arrival time and propagation velocity of

an elastic wave released by rock mass fracturing, the

location of the rock mass fracturing can generally be

determined. A rock cracking microseismic event means

that localized cracking has given rise to the microseis-

micity. The principle of locating a microseismic event is

shown in Fig. 15. In many cases, the event location can be

processed automatically by seismogram processing soft-

ware (Oye and Roth 2003). The errors of event location

mainly depend on the following five factors: the spatial

distribution of sensors with respect to the event to be

located, inaccuracy in the sensor coordinates, errors in

arrival time determination, inadequate knowledge of the

Sensor 1 
Fracturing source

Sensor 3

Sensor 2

(t3, x3, y3, z3) 

(t2, x2, y2, z2) 

(t1, x1, y1, z1) (t0, x, y, z)

L3=V(t3-t0) 

L2=V(t2-t0) 

L1=V(t1-t0) 

Fig. 15 The principle of source location. ti is the moment when

seismic wave arrives at the i-th sensor, t0 is the occurrence of the

fracturing source, V is the elastic propagation velocity in the rock

mass media, xi, yi, and zi are the coordinates of the i-th sensor, and x,

y, and z are the location coordinates of the fracturing source

Table 2 Classification and characteristic descriptions of microseismic signals

Signals types Characteristic description

Rock mass facture The fracturing signal of a rock mass generally has a duration of less than 1 s. The rock mass fracturing signal has a wide

range of frequency, mainly concentrated in the range of 10–3000 Hz, with an amplitude magnitude of 10-2–10-7 m/s. The

waveforms of rock mass fracturing signals are various, as shown in Fig. 14a–c

Electrical Electrical signals are mainly generated by the improper operation and connection of various electrical components, as well

as ineffective cable grounding. The electrical signal generated due to ineffective cable grounding has very similar

characteristics to the local AC power signal, which is the resonance wave with the same amplitude, very long duration, and

a frequency of 50 Hz, as shown in Fig. 14d

Drilling The drilling signal is mainly generated by the drilling of blast boreholes and rock bolt boreholes. This type of signal has a

notable characteristic, i.e., its multiple wave nature. The waveform within the same signal has a clear periodicity with an

occurrence period. The signal has a frequency mainly concentrated in the range of 100–2000 Hz, with an amplitude

magnitude of 10-5–10-6 m/s. The waveform characteristics of typical signals are shown in Fig. 14e

Blasting The blast signal generally has a duration of more than 1 s, and the waveform in the same blast signal has a clear periodicity

of 0.1– 0.2 s, which is longer than that of a drilling signal. The blast signal received by the geophone has a frequency

mainly concentrated in the range of 100–500 Hz, with an amplitude magnitude of 10-2–10-3 m/s. The waveform

characteristics of typical blast signals are shown in Fig. 14f

Mechanical

vibration

The mechanical vibration signals are mainly generated by the operation of construction equipment, such as TBM movement

or heavy vehicles passing. The amplitude of this signal depends on the vibration strength, as shown in Fig. 14g, h

Unknown In addition, there may be other signals with different waveform characteristics, but for which no clear signal sources have

been found on site—which may be a result of the superimposition of various ambient noises, so these signals require

further analysis
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velocity model, and the method of location solution. The

first two components of error are related to the sensor array

and coordinate measures. The operations related to the

remaining three parts are described below.

The operation of rock mass fracturing source location

can be divided into the following four steps:

1. Determining the arrival times of the P- and S-wave:

The velocity of a P-wave is higher than an S-wave, so

the P-wave arrives at the trigger sensors earlier. The

first pixels on the waveform diagram can generally be

regarded as the onset time of the P-wave, as shown in

Fig. 16. The arrival of the P-wave can be commonly

picked out automatically. The point where the ampli-

tude suddenly increases significantly can be regarded

as the onset time of the S-wave, as shown in Fig. 16.

However, it is not always easy to distinguish P- and S-

waves; sometimes, only the P-wave arrivals are

reliable and can be used for event location. The

particle vibration of P- and S-waves is, respectively,

parallel and perpendicular with the propagation direc-

tion of microseismic wave radiated from the rock mass

fracturing source. Based on this different polarization

characteristics of the P- and S-waves, the polarization

analysis can be used to separate the P- and S- waves

for triaxial sensors (Mendecki 1997).

2. Calibration of the elastic wave velocity: The propaga-

tion velocity of an elastic wave in rock mass media can

be determined through fixed-point blasting. Several

positions of blasting are selected first and the coordi-

nates of these positions should be recorded. Then

‘small dosage’ instantaneous blasting with charges of

2–3 kg can be carried out at these positions and the

blasting times should be recorded. According to the

coordinates and arrival time at the trigger sensors and

the coordinates and times of these blasting events, a

series of velocities for the elastic waves (P- and

S-waves) can be estimated by using Eq. 1. The

constant velocity model was assumed here, also that

the rock mass is homogeneous and the velocity of

elastic waves (P- or S-wave) is the same in all

directions, i.e., the rock mass is also isotropic. The

velocity, which will be used in source location, is

usually the mean of these calculated velocities. Since

this is not always the case, it is important that the two

events should be close to each other; less than 10 % of

average hypocentral distance is a good rule of thumb.

An example of velocity calibration according to

blasting is shown in Fig. 17. The calibrated wave

velocity is the inverse of the slope of the expected

wave arrival. The blasting test results show that the

mean velocity of the P-wave and S-wave are 6583 and

3259 m/s, respectively, which coincides with the

testing results of wave velocities on site.

Dtk ¼ tkþ1;P;S � tk;P;S ¼
Lkþ1 � Lk

vP;S
¼ DLk

vP;S
; ð1Þ

where tk, P, S is the arrival time of the P- or S-wave for

k-th sensor, vP,S is the velocity of the P- and S-wave,

and Lk is the blasting sensor distance and can be

expressed as follows:

Lk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðxk � xÞ2 þ ðyk � yÞ2 þ ðzk � zÞ2
q

; ð2Þ

where (xk, yk, zk) are the coordinates of the k-th sensor,

and (x, y, z) is the position of the blasting.

It should be noted that the constant velocity model may

be good enough for the scale of face monitoring, such

as in tunneling and a small mining environment. But

for the scale of construction area monitoring with

complex geological conditions, e.g., large rock slopes

and caverns, an anisotropic velocity model should be

used in order to ensure the source location accuracy

(Mendecki 1997). An assumed 3-D velocity model

should be used to ensure the source location accuracy

when there is a stoped and caved volume between the

microseismic source and sensors. The location deter-

mined from standard straight-ray approximation may
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have significant systematic errors. Several 3-D ray

tracing methods can be used, such as bending method

(Julian and Gubbins 1997), point-to-curve method

(Hanyga 1991), finite difference method (Vidale

1988), wavefront construction method (Vinje et al.

1993).

If the span of the engineering is large and there are

many sensors, a significant amount of memory is

required to perform seismic event location with 3-D

ray tracing. The test shots for velocity should be source

located and can be used to determine source location

accuracy when the actual locations are known.

3. Choosing the location method of the fracturing source:

the crucial factor in the location method selection is the

space relation between the sensor array and the

fracturing source, as shown in Fig. 6. Based on the

principle of least squares optimization, the local linear

method constantly corrects the model parameters in the

form of iteration until the arrival time of synthetic

microseismic data can best fit the observed data within

a certain error range. The methods of Geiger, conju-

gate gradient, the steepest descent, Gaussian, and

FastHypo are the typical representatives of this

approach. These methods, which are widely embedded

in commercial software provided by manufacturers,

have some advantageous properties—such as clear

principles, simple methods, and convenient operation.

If the sensors and monitoring object have a similar

geometrical space relation, as shown in Fig. 6a, the

location of the fracturing source can be quickly

obtained by this method.

However, if the geometrical space relation between

sensors and monitoring object is changed to the

situations shown in Fig. 6b, c, then the local linear

method is not recommended—because of the conver-

gence rate problem and divergent solution. The perfect

non-linear method is a suitable way to solve this

matter. This kind of method continually searches in the

model space until the arrival time and location of

synthetic microseismic data best fit the observed data

within a certain error range. The Monte Carlo, artificial

neural network (ANN), downhill simplex, and particle

swarm optimization (PSO) (Zang et al. 1996, 1998; Ge

2005; Feng et al. 2013a) methods are attractive for this

purpose. In some cases, these kinds of method may

take a long time searching for a solution and caution

should be observed in case of a local optimal solution.

4. The representation of fracturing source location

results: the results of rock mass fracturing source

location can be displayed in three-dimensional graph-

ics for all directions. The fracturing source is generally

expressed as a sphere. The color and size of the sphere

represent the occurrence time and seismic energy of

rock mass fracturing events, respectively, as shown in

Fig. 18. The color and size can also be other source

parameters according to the display purpose.

5.3 Calculation of Source Parameters

A seismic event is considered to be described quantita-

tively when, apart from its timing, t, and location, x = (x,

y, z), at least two independent parameters pertaining to the

seismic source are determined reliably: namely, seismic

potency, P, which measures coseismic inelastic deforma-

tion at the source, and radiated seismic energy, E.

The displacement field generated by the force of the

microseismic source can be composed of three parts, i.e.,

components of the near-field, intermediate-field, and far-

field. The mean ratio of displacements at near-field, inter-

mediate-field, far-field, UN:UI:UF, for the seismic moment

having the ramp function of a sufficiently short rise time

can be estimated as follows ignoring the radiation pattern

(Fujii et al. 1997):

Fig. 18 Example of source location of microseismic events in a rock mass fracturing process in a deep tunnel
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UN : UI : UF ¼ 0:5R�2ðv�2
S � v�2

P Þ : ðvPRÞ�2 : v�3
P R�1pfc;

ð3Þ

where R is the focal distance and fc is the corner frequency.

Normally, the velocity of P-waves and S-waves in rock

mass can be expressed as follows:

vP ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

kþ 2l
q

s

; ð4Þ

vS ¼
ffiffiffi

l
q

r

; ð5Þ

where k and l are the Lamé constant and rigidity of the

rock mass, and q is the rock density.

For most rock masses, the value of k is equal to u

approximately, so that vP=vS �
ffiffiffi

3
p

, and formula (3) can be

revised as follows:

UN : UI : UF ¼ 1 : 1 : v�1
P Rpfc: ð6Þ

The calculation of source parameters in seismology is

based on the seismic sources in the far-field.According to

the Eq. (6), many microseismic sources may be near- or

intermediate-field for the microseismic monitoring in rock

engineering. For example, if vP = 4500 m/s and

fc = 75 Hz, then UN:UI:UF = 1:1:0.05R. When the focal

distance R is 10 m, UN:UI:UF = 2:2:1, then the displace-

ments at near-field and intermediate-field dominate. This

ratio becomes 1:1:5 as R increases to 100 m, the far-field

displacement turning into the main displacement. When the

R is increased to 200 m, the displacement of near-field and

intermediate-field can be ignored. Therefore, the micro-

seismic source should be estimated as to whether it is far-

field firstly, and then the suitable calculation method of

source parameters can be chosen.

1. Seismic potency, P (m3): Seismic potency represents

the volume of rock, of whatever shape, associated with

coseismic inelastic deformation at the source (King

1978; Zhu and Ben-Zion 2013). According to the

amplitude of the low-frequency displacement spectra

X0 of the recorded waveforms in the frequency

domain, the seismic potency can be estimated

(Keilis-Borok 1959) by the following:

PP;S ¼ 4pvP;SR
X0;P;S

xP;S
; ð7Þ

where xP,S is the root-mean-square value for the

radiation pattern of far-field amplitudes averaged

over the focal sphere, and xP = 0.516 for the

P-wave and xS = 0.632 for the S-wave (Aki and

Richards 2002).

For near- or intermediate-field of microseismic sour-

ces, the estimation ofX0 should be dealt carefully. The

estimation method based on the FFT with a multitaper

window is applicative (Mendecki 1997).

2. Radiated energy (J): the portion of the energy released

at the source that is radiated as seismic waves.

Radiated energy is proportional to the integral of the

squared velocity spectrum in the far-field and can be

derived from recorded waveforms. In the time domain,

the radiated seismic energy of the P- or S-wave is

proportional to the integral of the radiation pattern

corrected far-field velocity pulse squared of duration

(Mendecki et al. 2007).

EP;S ¼
8

5
pqvP;SR

2

Z tS

0

_u2corrðtÞdt; ð8Þ

where ts is the duration, and _u2corrðtÞ is the radiation

pattern corrected far-field velocity pulse squared.

For a particular project, such as a tunnel or surface

slope, the source should be regarded as near-field

according to the short source–sensor distance. Then the

seismic shock surface should be deemed to be a half

sphere, and the seismic energy can be estimated as

(Gibowicz and Kijko 1994) follows:

EP;S ¼ 4pqvP;SR
2 Jc;P;S

F2
c;P;S

; ð9Þ

where Jc,P,S is the integral of the particle velocity, and

Fc,P,S is the empirical coefficient of the seismic wave

radiation type. It is noted that this calculation formula

is largely reliant on the source model and may lead to a

large error in the calculated results.

The total radiated seismic energy of a rock mass

fracturing event is as follows:

E ¼ EP þ ES: ð10Þ

Then several important derived parameters can be

calculated according to the seismic potency and radi-

ated energy.

3. Seismic moment (Nm): a scalar that measures the

coseismic inelastic deformation at the source can be

calculated as follows:

M ¼ lP: ð11Þ

In seismology, the seismic moment can be computed

from the product of rigidity, fault area, and average

slip displacement.

M ¼ l�uA; ð12Þ

where �u is a mean displacement (slip) over the source

area A.
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A relation that scales seismic moment into magnitude

of a seismic event is termed moment magnitude

(Hanks and Kanamori 1979).

m ¼ 2=3 logM � 6:1: ð13Þ

4. Apparent volume (m3): the apparent volume scales

the volume of rock with the coseismic inelastic strain

of an order of apparent stress over rigidity (Mendecki

1993).

VA ¼ lP2

E
: ð14Þ

Apparent volume depends on seismic potency and

radiated energy, and, because of its scalar nature, can

easily be manipulated in the form of cumulative or

contour plots.

5. Energy index, EI: the notion of comparing the radiated

energies of seismic events of similar moments can be

translated into a practical tool called the Energy Index

(EI)—the ratio of the radiated energy of a given event

(E) to the energy E Pð Þ (derived from the regional logE

vs logM relation for a given moment M, as shown in

Fig. 19).

EI ¼ E

E Pð Þ
¼ E

10d logPþc
¼ 10�c E

Pd
; ð15Þ

log PP

E

log E

Fig. 19 Energy index concept (Mendecki 1997)

Table 3 Example of source

parameters for a rock mass

fracturing event that triggered

ten sensors

Summary sheet of source parameters for events

Original time Jul 07 06:16:48:742765 2010

Location EAST = 10838 m, North = 3 m, Up = -34 m

Source:

1. Seismic potency P = 9.66 E-02 m3; PP = 9.31 E-02 m3; PS = 9.73 E-02 m3

2. Seismic moment M = 3.19E ? 09 Nm; MP = 3.08E ? 09 Nm; MS = 3.22E ? 09 Nm

3. Radiated energy E = 9.81E ? 03 J; EP = 5.71E ? 02 J; ES = 9.24E ? 03 J

4. Corner frequency = 80.3 Hz

5. Apparent stress = 0.102 E ? 06 Pa; apparent volume = 1.57E ? 04 m3

6. Moment magnitude = 0.3; local magnitude = -0.3

7. Static stress drop = 3.41E ? 05 Pa; dynamic stress drop = 5.76E ? 05 Pa

8. ES/EP = 16.17

Table 4 An example of measurements related to tunnel microseismicity

Microseismic monitoring

Summary data sheet Sensors network: Six uniaxial and two triaxial geophones

Project: Diversion tunnels in Jinping II hydropower station, China

Tunnel of monitoring No. 3 diversion tunnel

Date acquisition instrument no. 100192 and 100086 (12 channels)

Year of monitoring 2011

Date (month-day) Excavation (m) Number of events (unit) Radiated energy (J) Apparent volume (m3) Notes

5-29 3 3 5.1 E ? 03 6.8 E ? 03

5-30 5 27 2.3 E ? 05 8.5 E ? 04

5-31 4 23 8.1 E ? 05 7.6 E ? 04

6-01 5 33 5.4 E ? 05 9.4 E ? 04

6-02 3 12 3.5 E ? 06 1.1 E ? 05 An intensive rockburst occurred

6-03 3 2 8.0 E ? 02 2 E ? 03
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where d and c are the linear fitting parameters,

logE Pð Þ ¼ d logPþ c. Generally, the d-value increa-

ses as the rock mass stiffness increases. For a given d,

the c-value increases with stress.

A small or moderate event with EI[ 1 indicates that the

shear stress is higher than its mean value at this location.

The opposite applies for the EI\ 1 case.

In addition, other source parameters, such as the

apparent stress, stress drop, source size, corner frequency,

and local magnitude, etc., can be calculated as well. The

detailed definitions and formulas for these source param-

eters (include those listed in Table 3) can be found in the

related references (Gibowicz and Kijko 1994; Mendecki

1993, 1997). Often, just the wave arrivals and calibration of

wave velocity for microseismic events are required, and

then these source parameters can be quickly estimated by

using seismogram processing software provided by com-

mercial sources. As an example, the presentation of source

parameters for a rock mass fracturing event that triggered

ten sensors is listed in Table 3.

5.4 Presentation of Microseismicity for a Rock Mass

Fracturing Process

The microseismicity characteristic parameters, such as

number of microseismic events, sum of radiated energy,

sum of apparent volume, etc., should be transferred to a
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computation and data summary sheet to represent the rock

mass fracturing process. The data can be analyzed in terms

of hours, days, or months. An example taken from a tunnel

microseismic monitoring example is shown in Table 4.

A series of plots for microseismicity parameters versus

time are the best means of summarizing current data and

observing the trends of the monitoring data, and should be

updated day by day. Figure 20 provides an example of the

evolution of microseismic events versus time in a tunnel

monitoring project. The number of events can be used to

evaluate the activity and evolution trend of rock mass

fracturing.

Figure 21 shows an example of the evolution of

microseismic energy versus time in a tunnel monitoring

project. The energy index (EI), which is a scalar quantity,

can easily be manipulated in the form of cumulative or

contour plots, as shown in Fig. 21b. Actually, the energy

index of an event is proportional to its apparent stress. The

higher this index, the more energy will be released per unit

of inelastic deformation at the source.

An example of the evolution of microseismic apparent

volume against time is shown in Fig. 22. This Figure can be

used for estimation of the instability of a rock mass. For

example, a continuous increase of cumulative apparent vol-

umeusually anticipates thepotential instability of a rockmass.

Figure 23 provides an example of the relation of

cumulative apparent volume vs. time and energy index vs.

time. It can be used for estimation of the potential rock

mass instability. For example, instability of the monitored

rock mass may occur if there exists a period of increasing

energy index with a normal rate of cumulative apparent

volume (the stress hardening phase) following by a period
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of dropping energy index and simultaneously accelerating

cumulative apparent volume (the stress softening phase). It

should be noted that such patterns have quite low success

rates in indicating the possibility of large events due to the

low resolution of microseismic arrays.

If needed, evolution of other source parameters can be

presented in a similar way.

6 Reports

Reports on microseismic monitoring are important for

evaluating the quality of the rock mass fracturing process,

for interpreting the monitoring results, and for

accumulating experience. These reports, unless otherwise

specified, include general data, installation, daily situation,

and monitoring results.

6.1 General Data Reports

General data reports should contain the following items:

1. A brief description of the monitoring project, purpose

of the monitoring, geological conditions, and rock

lithology.

2. Engineering activities, such as method of excavation,

support, and drilling during the entire monitoring

process if undertaken.
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Fig. 22 Example of the evolution of microseismic apparent volume versus time: a microseismic apparent volume, and b the cloud of
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3. A brief description of the components of the micro-

seismic monitoring system (see Fig. 1), the manufac-

turer, and main technical parameters.

4. Sensors (type, number, and main technical parameters,

such as sensitivity, frequency, and bandwidth.).

5. A brief description of the equipment arrangement, data

transfer units between each of the components of

microseismic monitoring system (see Fig. 5).

6. Any additional comments.

6.2 Installation reports

1. A brief description of the coordinate system and three-

dimensional model for displaying the rock mass frac-

turing process.

2. Details and methods for the installation of sensors

(installation method, type, and details of drilling

equipment, depth and dip of borehole, serial number

and coordinates of sensors, etc.). Reference may be

made to this ISRM Suggested Method, stating only

departures from the recommended procedures.

3. The layout scheme of the sensors as shown in Figs. 7,

8, 9.

4. A brief description of the period, sequence, process,

and method of installation, the difficulties involved,

and solution, etc.

5. Any additional comments.

6.3 Daily situation reports

1. Log of the daily working condition of the monitoring

system (especially the data acquisition instruments and

sensors). The period and influences on the monitoring

results of any malfunctioning equipment should be

recorded clearly. The solutions in dealing with equip-

ment failure should be described in detail.

2. Record of engineering activity information, such as

excavation method, time and region of blasting, period

of supporting, rock debris, drilling, supporting pattern,

etc.

3. A brief description of the daily geological condition in

the monitored area. Lithology and classification of the

surrounding rock, occurrence of fractures, and the

hydrogeology condition should be recorded in detail.

4. The failure, single or multiple, of the rock mass in the

monitored area, such as collapse, rockburst, and water

inrush, should be recorded in detail as appropriate. The

information on the failure characteristics, occurrence,

position, range, support in the failure area, loss, and

treatment, is essential. Photographs should be taken of

these failures as soon as possible.

5. Any additional comments.

6.4 Monitoring Results Report

This should include the following:

1. A detailed description of the procedure and method of

signal identifying, filtering, and source locating.

2. The typical waveform characteristics of all known

microseismic signals, as shown in Fig. 14 and listed in

Table 2.

3. A set of monitoring result tabulations containing

information, as shown in Table 4.

4. The evolution of microseismicity, as shown in

Figs. 20, 21, 22, 23.

5. Any additional comments.
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6.5 Presentation of Overall Conclusions

In addition to the reports described above, where appli-

cable there should also be presentations of the overall

conclusions to aid in the interpretation of the results. An

example of these is shown in Figs. 24, 25. The two Fig-

ures illustrate the results of microseismic monitoring of a

rock fracture around a stope that is at about 1100 m depth

in the Hongtoushan copper mine, China. The purpose of

the monitoring is to evaluate the damage and stability of

the surrounding rock mass near the stope, which has been

used to optimize support design and mining sequence.

According to the microseismic events distribution, event

density and shapes of stoped and caved volumes obtained

by 3-D laser scanning, microseismic events are mainly

located at the roof of the stoped and caved volume and

have a higher event density. This indicates that the sur-

rounding rock mass has a higher risk of hazards at the

upside of stope than at the bottom. Therefore, bolt-mesh

or bolt supports are used in tunnels at the roof, while

tunnels at the floor are without support. In addition, the

whole roof of the stope should not be early exposed. The

mining process from the middle to the two side of the

stope is recommended, rather than any other mining

direction.

Figure 26 shows an example of microseismic monitor-

ing results representation from an open-pit mine (Lynch

2007). From Fig. 26a, b, it seems that microseismic

activity recorded in open-pit slopes is related to mining

processes near the slopes. The microseismic monitoring

provides a clear image where stresses are high enough to

cause brittle fracturing within the rock mass, which is

useful for evaluating the stability of the slope as mining

progresses.

Tunnels 

Sha�

Stoped and caved 
volume

Local Magnitude 
of MS events 

Fig. 24 Lateral view of shape of stoped and caved volume obtained

by 3-D laser scanning and microseismic events distribution of a deep

stope

Event Count 

Bolt 
support 

Bolt-mesh 
support

Without
support

Fig. 25 Lateral view of microseismic events density and support

scheme for tunnels

(a) Lateral view of microseismic events distribu�on  (b) Inclined top view of microseismic events distribu�on 

Fig. 26 Example of microseismic monitoring of an open-pit mine (Lynch 2007)
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Such overall diagrams are most helpful in transmitting

the overall results of a microseismic monitoring exercise

and in enabling interested parties to understand how the

relevant conclusions have been reached.
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Chapter 15

Observation-based design of
geo-engineering projects with
emphasis on optimization of tunnel
support systems and excavation
sequences
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Kalgoorlie, Western Australia, Australia
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3Pazhoohesh Omran Rahvar (P.O.R.) Consulting Engineers Company, Tehran, Iran.

Abstract: The geomaterial in engineering design rarely shows uniform distribu-
tion of its properties and behavior. Geotechnical investigation does not detect all
possible design parameters accurately and some uncertainties always remain. In
such conditions, preliminary design with simplifying assumptions, and detailed
design using observational methods during construction, are recommended. Back
analyses are very powerful tools for interpreting the results of field measure-
ments. They should be used not only to determine material properties but also
to generate a mechanical model of soils and rocks. A brief review of back
analysis procedures is presented, including comparisons, problems, recent
advances and further development. A classification of different back analysis
methods, considering those deterministic and non-deterministic aspects applic-
able in geotechnical engineering problems, is proposed. The application of
observational methods to a large urban tunneling project is illustrated as a
case study. The importance of geotechnical/structural/geodetic instrumentation
as a practical engineering tool for systematic monitoring of tunnels and build-
ings in urbanized areas is shown, together with details of how the Niayesh
tunnel monitoring plan, taking into consideration all requirements, was created
and implemented. Based on the monitoring results, probable alerts, possible
countermeasures and several design optimizations were identified. In sequential
excavation methods, for reasons of safety and cost, it is essential to fully under-
stand the influence on tunneling performance of both a given excavation
sequence, and the trailing distance and face-advancing sequences of different
excavation stages in soft ground urban tunneling. Different excavation
sequences employing the side drift method were planned and modeled using a
three-dimensional finite element method and the optimal excavation sequence
was selected. Finally, the trailing distance between different excavation stages
was analyzed numerically and the optimal distance for minimum surface settle-
ment was determined.



1 INTRODUCTION

Tunnel and underground excavations are increasingly used for civil, mining and energy
purposes. From the civil point of view, because of the rapid development of urbaniza-
tion, tunneling has become a preferred construction method for transportation and
underground utility systems. From the mining point of view, because of limitations in
surface resources, the development of underground mining has increased and existing
underground mines are getting deeper and deeper.

Given the vast requirement for underground excavation, tunneling technology has
significantly advanced in the past few decades. Previously, tunnelswere designed in detail
before construction. However, because of various ground-related uncertainties, con-
struction methods in which detailed design was done before tunnel excavation could
not cover all aspects of real ground conditions and several failures were reported in such
design procedures. To minimize risks and uncertainties, observational approaches were
introduced and applied. Based on the observational approach, tunnel design was firstly
performed by preliminary geotechnical investigation and instrumentation, followed by
the use of monitoring systems. By considering monitoring results from full-scale projects
and back analysis, real ground behaviors were obtained. During the early stages of
construction, the preliminary design could be modified and adjusted using the observed
real-world ground behavior data obtained from back analysis. The potential benefits of
such observational methods are illustrated in Figure 1.

In this chapter, first the tunnel design procedures involving observational methods
are described, which illustrates the key roles of instrumentation, monitoring and back
analysis in tunnel design, data update and subsequent design modification. Second, an

Achieving value-
cost/time

OBSERVATIONAL
METHOD

Flexibility - If
change anticipated

Greater motivation

Improved
construction control
and management

Fosters
Team work

Control of design
uncertainties

Improved
control

Figure 1 Some potential benefits of the observational methods in geotechnical engineering (Adapted
from CIRIA, 1999).
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insight into details of geotechnical instrumentation and the planning of monitoring in
underground constructions is presented. Third, broad reviews of back analysis meth-
ods to derive ground mechanical parameters at full-scale are discussed. Then the
applications of the observational approach in the special case of large urban tunnel
project are illustrated and the benefits of such an approach in design optimization are
explained. Finally, the efficiency of the observational approach is summarized and
conclusions are discussed.

2 DESIGN UNCERTAINTIES AND OBSERVATION-BASED
GEOTECHNICAL DESIGN PROCEDURE

2.1 Ground investigation and its uncertainties

Geomaterial rarely shows uniform distribution of its properties and, consequently,
of behavior. This is because it is formed naturally and its materials are spatially
distributed and vary from one point to another, yet only a limited number of
geotechnical explorations can be conducted. The nature of its creation causes com-
plexity and different material behavior at different locations – so-called site-specific
factors. Geotechnical investigations such as field mapping, geophysical methods,
boreholes and core logging, and field and laboratory tests cannot detect all possible
variability in material properties and parameters. In most cases, therefore, obtaining
the accurate geotechnical parameter values is extremely difficult or even impossible.
This leads geotechnical design to explicitly involved assumptions and uncertainties
in a project. Einstein and Baecher (1982) have been defined three main sources for
uncertainties and errors in engineering geology and rock mechanics:

1. Innate, spatial variability of geological formations, where wrongly made inter-
pretations of geological setting may be a significant consequence, as already
described.

2. Errors introduced in the measurement and estimation of engineering properties,
often related to sampling and measuring.

3. Inaccuracies caused by modeling physical behavior, including incorrect types of
calculation or inappropriate models.

In any engineering study, one can never know what has been left out of an analysis.
Thus, in addition to the three major uncertainties above, there is also uncertainty
due to omission. The real world has variations and properties that cannot entirely be
included in a characterization or an analysis. According to Einstein and Baecher
(1982), most of the major failures of constructed facilities have been attributable to
omissions.

The variation inmaterial type and complexity in each site-specific case, and in project
dimension and construction method on the neighboring ground disturbance, make it
difficult to explore all uncertain parameters and conditions. Such high levels of uncer-
tainty make it impossible to design in full detail prior to construction. Thus the
development of investigations during construction using the observational method,
and the updating of the design accordingly, remarkably enhance the project from both
the technical and the economic point of view.
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2.2 Observation-based geotechnical design procedure

In the process of designing an underground excavation, there are parameters with
varying degrees of uncertainty that must be taken into account. These uncertainties
are often related to subsurface conditions and other site-specific factors. Issues of safety
and economywere key considerations when the basis for the observational methodwas
formulated. The observational method approach is designated as active design. The
basis of this approach is to establish a preliminary design, devise contingency actions
for those cases in which the structural behavior deviates from the expected, select and
execute relevant observations during construction, and conduct modification of design
to suit the ground conditions encountered.

The geotechnical design procedure involving an observational approach is illu-
strated in Figure 2. As shown, each geotechnical engineering project first performs a
preliminary geotechnical investigation and site characterization to identify ground
conditions and associated hazards that may threaten the project. In this stage of
geological and engineering investigation, engineering experiences and judgment can
greatly facilitate the derivation of appropriate design parameters and the visualiza-
tion of a ground geomechanical model using appropriate assumptions that reflect
real-world conditions.

A preliminary design for the project is prepared, together with detailed instrumenta-
tion and monitoring plans for the various geotechnical units using limited data and
existing norms and standards. Based on the preliminary design report, the construction
sequences commence and are followed by excavation, instrument installation and the
recording of monitoring data. During this stage, the measured data, such as displace-
ment and stress, are processed and compared to those calculated during preliminary
design. Considering the project is implemented at full scale, the ground’s real behavior
can be monitored and compared with the predictions of the early design stage. If big
discrepancies between predicted and observed ground behavior are seen, then back
analysis based on monitoring results and the practical evidence from construction can
be engaged to derivemore realistic ground parameters. Based on these newly calculated
parameters, the design reports can be adjusted and updated, and the next construction
sequences will be implemented using these updated reports. This cycle of parameter
modification is repeated to achieve the most suitable design parameters for each
geotechnical unit. Finally, the detailed or final design is established based on the most
realistic ground behavior and design parameters. Further details regarding the acquisi-
tion of site investigation data can be found in several references (Bieniawski, 1984;
Brady & Brown, 2004; Villaescusa, 2014).

3 GEOTECHNICAL INSTRUMENTATION AND MONITORING

3.1 Instrumentation and monitoring concepts

Instrumentation, monitoring and back analysis are the main components of the obser-
vational method. The main purpose of the instrumentation and monitoring is to
monitor the performance of the geo-engineering projects and the behavior of the
confining ground during the construction process, in order to provide safety and to
optimize the ground parameters and design.
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Instrumentation involves the use of measuring devices to monitor both tunnel structure
and its confining ground. The various types of instruments used for different parameter
measurements in underground excavation are illustrated and annotated in Figure 3. The
type of instrument is selected according to the parameter thatmust bemeasured. Force and
displacement measurements make up the most popular monitoring applications in pro-
jects. The objectives of instrumentation during construction will change, depending on the
size and type of construction, the geotechnical conditions and the project schedule. The use
of geotechnical, structural or geodetic measurements – or a combination of them – depend

Preliminary investigation
and site characterization

Determination of design parameters
using simplified assumptions

Preliminary design

Commencing of new
construction sequence

Back analysis and
design parameters

modification

Instrumentation, monitoring during
construction and data processing

Design assumptions are
consistent with measured

values?

Yes

No

Detail design using realistic
geotechnical parameters

Construction sequences
completed?

Project
Documentation

Yes

No

Figure 2 Observation-based design procedure for geotechnical projects.
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on several factors, such as ground type, expected ground behavior, the importance of the
tunneling influence zone, and the level of available measurement technologies.

The purpose of monitoring is to scrutinize and control the project through the
collection of evidence such as instrument data and visual observation, followed by
the processing and analysis of the evidence gathered. Data and evidence is collected
using data acquisition systems and stored in appropriately designed databases. The
data is manipulated, analyzed and presented in a technical way to represent the
ground’s response to project construction and enable the prevention of potential
problems. By integrating the monitoring results in back analysis, the ground geotech-
nical parameters can be derived and used for design updates. The most important
physical quantities to be monitored can be subdivided into deformations, stresses,
piezometric levels and temperatures. The most common monitoring method is the
measurement of displacements, for example, convergence of the underground openings
or ground surface settlements. From a mathematical point of view, displacement
measurements are not greatly influenced by typical local effects. By comparison,
stresses and strains are differential quantities, whose validity is limited to local regions
(Ghorbani& Sharifzadeh, 2009). It is therefore necessary to observe stress and strain at
several successive points in order to obtain a distribution over a sufficiently large area.

3.2 Design monitoring plan

The task of planning a monitoring program should be a logical and comprehensive
engineering process that begins with defining the objectives and ends with planning
how the measurement data will be applied. Dunnicliff (1993) defines the steps involved
in planning a monitoring program as follows:

1. Define the project conditions
2. Predict mechanisms that control behavior
3. Define the geotechnical questions that need to be answered
4. Define the purpose of the instrumentation
5. Select the parameters to be monitored
6. Predict magnitudes of change
7. Devise remedial actions
8. Assign tasks for design, construction, and operation phases
9. Select instruments

10. Select instrument locations
11. Plan recording of factors that may influence measured data
12. Establish procedures for ensuring reading correctness
13. List the specific purpose of each instrument
14. Prepare budget
15. Write instrument procurement specifications
16. Plan installation
17. Plan regular calibration and maintenance
18. Plan data collection, processing, presentation, interpretation, reporting and

implementation
19. Write contractual arrangements for field instrumentation service
20. Update budget.
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Geotechnical monitoring should be planned, carried out and evaluated in conjunction
with the geotechnical design. Geotechnical monitoring should take all features (both
content and course of action) into consideration as shown in Figure 4.

3.3 Trigger criteria and trend rate

The comprehension and critical reading of the monitoring data has the same impor-
tance as the measure itself. Part of the comprehension process is the verification of the
threshold values. These limits are defined with reference to the design values and, based
on these, it is necessary to define some countermeasures. The threshold limits which are
defined for each monitored quantity are as follows:

• Alert limit: the exceeding of this value requires an increase to the frequency of
readings, both for underground instruments and those on the surface or in build-
ings, in order to better (and more rapidly) monitor the evolution of the unforeseen
phenomenon so as to avoid potentially uncontrollable situations.

• Alarm limit: the exceeding of this value requires the immediate intervention of the
engineer in order to apply appropriate countermeasures.

The countermeasures are necessary to bring the situation within acceptable limits or to
reinforce the structure to increase its resistance. Countermeasures may include (but
shall not necessarily be limited to) increased monitoring frequency, ground treatment,
additional support measures, modifications to the excavation/support sequencing.

Geotechnical problem
Objective of performance monitoring

Monitoring  program
Monitoring plan and monitoring system

Procedure:

Type of monitoring
and instrumentation

Sensors
(measuring principle)

Transmission
(e.g. cables)

Data
acquisition

Location:

Plan of
monitoring points

Schedule:

Monitoring
sequence

Data processing; Monitoring Report

Installation; Data collection

Monitoring concept

Figure 4 Content and course of a geotechnical monitoring program (Adapted from DIN, 2011).
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Monitoring is the basis of a flexible design approach in which the design hypotheses
are systematically checked throughmonitoring results on site, and mitigation measures
are those actions predefined at the design stage that form the reaction if and when the
encountered conditions are different from the reference scenarios. Furthermore, the
reference scenario of the section already excavated is systematically back analyzed to
match it to the reality, which is then used to update the predictions of the reference
scenario for the next tunnel section to be excavated. Mitigation measures to avoid the
dangerous potential migration of the cavity to the surface are related to actions carried
out from the surface or from inside the tunnel itself.

Tunneling-induced settlements in urban areas could affect buildings and other sur-
face or subsurface structures. Thus, before constructing new underground structures in
urban areas, an analysis of the possible induced effects and selection of appropriate
mitigation measures – including the treatment of the ground, reinforcement of existing
structures and changes to tunnel specifications – are necessary.

The collected monitoring data can be used in two ways. Initially, all observations
and evidence is integrated into rapid diagnosis to prevent possible abnormal beha-
vior, such as excessive displacement or load which may cause failure. In the case of an
abnormal condition, immediate action such as changes in support patterns or exca-
vation sequences may be required. At the second stage, the collected data are analyzed
in detail: data trends are extracted and compared with the values predicted by the
design. If there are big discrepancies between measured and predicted results, then
back analysis to calculate the most realistic geotechnical parameters for the ground is
recommended, followed by design review and modification with the updated
parameters.

4 DESIGN REVIEW AND BACK ANALYSIS

The engineering design and construction of underground openings and surface struc-
tures requires in situ input parameters such as stress, rock and soil strength and
deformation parameters, and porewater pressure. These parameters are essential for
stability analysis and ground support system design for these geostructures. Without
them, the process of engineering design is not possible.

Despite the availability of several experimental means for determining the parameters
at the site, if the geological conditions are complex, it will be very difficult for the engineer
to carry out the task in hand. In other words, because the mechanical parameters at
various locations around the site vary greatly due to the complexity of the geological
conditions, a large number of field tests may be required to describe the ground para-
meters adequately. In addition, if we conduct a large number of field tests at the site, then
there is a large cost in money and time which is an intolerable burden for most projects.
However, it is often not feasible to obtain a complete geotechnical characterization of the
ground from the preliminary geological studies or from the geotechnical and geophysical
explorations along the tunnel axis. Only during the construction of the tunnel itself, or of
a pilot tunnel, is it possible to obtain a complete evaluation of the behavior of the ground.
Thus, new approaches are needed to address these issues. One of these approaches, back
analysis, was put forward in the 1970s and received much attention because of its
obvious practical value.
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Back analysis is generally defined as a procedure developed for solving system
identification (or characterization, back calculation or calibration) problems, which
can provide the controlling parameters of a system by analysis of its output behavior.
The system is simulated in amodel, and the input parameters of themodel are identified
through the output information. The term ‘back analysis’ well reflects the backward
nature of this calibration procedure and, together with the basic concepts and methods
of identification theory, it was introduced to geotechnical engineering in the design and
construction of underground engineering, slope engineering, water conservancy and
hydroelectric power engineering (Gioda &Maier, 1980; Cividini et al., 1981; Sakurai,
1982; Gioda & Sakurai, 1987; Sakurai et al., 2003).

In general terms, two ‘tools’ are necessary to perform a back analysis. The first is a
stress analysis procedure using analytical or numerical methods, for determination of
the stress, strain and displacement distributions for the problem at hand. The second is
a suitable optimization algorithm that minimizes the discrepancy between the data
measured in the field and the corresponding results obtained by the stress analysis
(Cividini et al., 1981). This discrepancy is commonly expressed as the error function
and described below (Equation 1):

εðPÞ ¼
Xn
i¼1
½u�i � uiðPÞ�2g

( )
ð1Þ

In this equation, u�i and uiðPÞ, i ¼ 1; 2; :::; n are the normalized measured and corre-
sponding analysis results, respectively. Obviously, uiðPÞ depends on the unknown
model parameters collected in the vector P.

The various techniques for solving such a error minimization problem can be divided
into two groups, comprising gradient-free and gradient-based parameter identification
methods that are explained by Pichler et al. (2003) as follows:

• ‘Gradient-free parameter identification methods’ such as fuzzy logic, artificial
neural network methods, genetic algorithms or probabilistic (stochastic) search
techniques. In this type of method, the entire parameter space is searched for an
optimal solution, and error function values are evaluated sequentially and com-
pared for different parameter sets. This method requires a large amount of numer-
ical analysis to find optimal parameters.

• ‘Gradient-based parameter identification methods’: these methods seem to be
robust and efficient only if the error function shape is relatively smooth or if the
chosen initial point is very close to the solution. They are, therefore, limited to the
identification of a small number of parameters for which the influence on the error
function will be important. Unfortunately, for geotechnical studies, problems are
often complex and the solutions are not unique. To have information about the
uniqueness of the solution, several minimizations need to be computed and com-
pared. Gradient-based methods can then become an exhaustive process to identify
parameters without a guarantee of reaching a good description of the solution set
(Levasseur et al., 2007). These methods employ the gradient of ε (i.e. the derivation
of ε with respect to parameter vector P). In the case of elastic material behaviors,
the gradient of ε can be computed analytically (Ohkami & Ichikawa, 1997;
Ohkami & Swoboda, 1999). However, for other cases, especially non-linear or
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elastoplastic problems, computation of the analytical expression of the gradient of
ε is a challenging task, which makes major modifications of the analysis tool (e.g.
finite element software) unavoidable (Mahnken& Stein, 1995). These methods are
characterized by a local search for a minimum of the error function and do not
search for optimal solutions in the entire parameter space. This local search starts
from an initial choice for the unknown parameters. Since results depend highly on
these initial choices, such algorithms may get trapped in a local minimum of the
error function.

The back analysis method has been applied to: the identification of in situ stress fields
(Cai&Chen, 1987; Kaiser et al., 1990); the characterization of rock and soil parameters
(deformation and strength characteristics) using field measurements in test galleries
(Gioda & Maier, 1980; Sakurai & Takeuchi, 1983); rock mass hydraulic properties;
rock mass zoning; boundary conditions (Tonon et al., 2001); loads acting on tunnel
linings; the predicted behavior of a geotechnical structure at an early stage of construc-
tion (Asaoka &Matsuo, 1984); evaluation of rock and soil mechanics field tests (Gioda
&Maier, 1980; Cividini et al., 1981); calibration of laboratory tests (Iding et al., 1974;
Imre, 1994). Application has involved closed-form solutions and numerical methods
among others. Simultaneous evaluation of several parameters is achievable.

In the field of underground construction, the measurements that are most frequently
carried out usually correspond to one of the following groups of parameters, according
to the particular problem: strains, relative and absolute displacements, stresses in linings
and in the surroundingmaterial, support pressures (steel arches and rock bolts), forces in
the rock anchors, and groundwater pressures. Preference is usually given to displacement
measurements as they represent, from the mathematical point of view, parameters that
are not greatly influenced by typical local effects. Stresses and strains are, by comparison,
differential parameters that can result in values that are very different from point to
point. Their mean value should therefore be calculated over a sufficiently large base of
data to provide representative values (Oreste, 2005). On the other hand, because dis-
placements of rock and soil induced by excavation can be measured easily and reliably,
displacement-based back analysis techniques have been a hot research topic since the
1970s, and extensive studies have been conducted to develop different models of dis-
placement-based back analysis (Kirsten, 1976; Jurina et al., 1977; Sakurai &Abe, 1979;
Gioda& Jurina, 1981; Sakurai & Takeuchi, 1983; Yang et al., 1983, 2000;Wang et al.,
1987; Yang, 1990; Zhao & Lee, 1996; Sakurai, 1997; Gioda & Locatelli, 1999;
Gioda & Swoboda, 1999; Swoboda et al., 1999; Feng et al., 2004; Zhang et al., 2006).
Back analysis based on field measurements of strains or stresses has also been used
(Kaiser et al., 1990; Zou & Kaiser, 1990). These models range from linear elastic to
non-linear models – such as elastoplastic, viscoelastic (Ohkami & Swoboda, 1999) and
viscoplastic models (Mahnken & Stein, 1995) – from two-dimensional to three-dimen-
sional models (Swoboda et al., 1999; Hisatake & Hieda, 2007), and from deterministic
to non-deterministic (uncertain) models.

4.1 Back analysis techniques

Several back analysis techniques were developed in past few decades which is categor-
ized and illustrated in Figure 5. In general, there are two fundamental approaches to the
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back analysis problem, namely, deterministic and non-deterministic approaches. In
deterministic identifications, the discrepancy between the system and the model vari-
ables is simply seen as a (deterministic) signal to be minimised according to a suitably
defined loss function. Back analysis based on deterministic methods includes the
inverse approach (Cividini et al., 1981), the direct approach (Cividini et al., 1981),
the graphic method, the atlas method and the boundary control method (Ichikawa &
Ohkami, 1992). In non-deterministic identification, the discrepancy between the sys-
tem and the model is considered as a non-deterministic signal. Back analysis based on
non-deterministic methods includes the probabilistic (statistical) methods, fuzzy logic
(Liang et al., 2003), artificial neural networks (Pichler et al., 2003), genetic algorithms
(Lavasseur et al., 2007), the precedent type analysis method (Li et al., 1998), the
Kalman filter method (Kosmatopoulos et al., 1995; Rubio & Yu, 2007), the grey

Back Analysis Techniques

Non-deterministic
Approaches

Probabilistic
Approaches

Fuzzy Logic

Neutral Networks

Genetic Algorithm

Comprehensive
Information Method

Precedent Type
Analysis

Kalman Filter
method

Gray system method

Hybrid methods

Neuro-Genetic
Fuzzy Method

Neuro-Genetic
Method

Neuro-Fuzzy
Method

Genetic-Fuzzy
Method

Extended Bayesian
method

Maximum
Posteriori method

Maximum
likelihood method

Monte Carlo or
Simulation
Technique

Bayesian approach Direct
Approach

Inverse
Approach

Boundary
control
method

Graphic
method

Atlas method

Deterministic
Approaches

Figure 5 Classification of back analysis methods in geotechnical engineering.
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systemmethod, and the comprehensive informationmethod. Probabilistic methods can
be subclassified into the Bayesian method (Cividini et al., 1981), Monte Carlo simula-
tion techniques (Cividini et al., 1981), the maximum likelihood method, the maximum
a posteriori method and the extended Bayesian method. Today’s hybrid of soft com-
puting techniques (most of which incorporate fuzzy logic) – such as the neuro-fuzzy
(Gokceoglu et al., 2004), genetic fuzzy, neuro-genetic and neuro-fuzzy-genetic
methods – are extensively used for parameter identification in geotechnical engineering
problems.

4.1.1 Deterministic approaches

In relation to classical stress analysis problems, two alternative approaches for back
analysis, referred to as ‘inverse’ and ‘direct’ approaches respectively, are described here
in a deterministic context.

In the inverse approach, the system of equations governing the stress analysis
problem is rewritten in such a way that material parameters appear as unknowns,
andmeasured values (displacements or stresses) appear as input data. Since the number
of available measurements usually exceeds the number of unknown parameters, the
final system contains more equations than unknowns and the solution has to be based
on a suitable optimization algorithm. The first inverse algorithm based on the finite
element method (FEM) was proposed by Kavanagh & Clough (1971) for structural
problems, and subsequently Jurina et al. (1977) developed the first inverse approach
applicable to parameter identification in geotechnical problems. Gioda (1980) used this
approach to search for elastic material parameters B (bulk modulus) and G (shear
modulus), and it can be modified to calculate the earth pressure acting on a tunnel
lining. Using the inverse algorithm suggested by Sakurai & Takeuchi (1983), it is
possible to compute both Young’s modulus and the initial state of stress simulta-
neously. Here, the Poisson’s ratio and the initial vertical stress are assumed as
known. An inverse algorithm for parameter identification of non-linear elastic solids
was suggested by Iding et al. (1974).

The direct approach adopts the same numerical model used for stress analysis, within
the framework of an iterative procedure; hence no formulation of the inverse problem
is required. The direct approach employs the trial values of the unknown parameters as
input data in the stress analysis algorithm, until the discrepancy betweenmeasurements
and corresponding quantities obtained from a numerical analysis is minimised. Based
on the error function described in Equation 1, back analysis aims at determination of
the absolute minimum of ε, which provides the best agreement between measured and
computed values.

In geotechnical engineering, most analyses are performed by means of the FEM.
Unfortunately, the computational effort of such analyses is usually rather high.
Moreover, realistic modeling of geotechnical problems requires consideration of dif-
ferent types of non-linearities. These arise from, for example, non-linear boundary
conditions and/or non-linear material behavior. Consequently, the error function
(Equation 1) may have several local minima, making back analysis a challenging
task. In order to minimize this error function, which is highly non-linear and, in most
cases, an analytical expression of its gradient cannot be determined easily, algorithms
known in mathematical programming as direct search methods are used (Himmelblau,
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1972). The simplexmethod, Rosenbrock’s algorithm (Rosenbrock, 1960) and Powell’s
method (Powell, 1964), which are iterative procedures that perform the minimization
process only by successive evaluation of the error function, were recommended by
Gioda & Maier (1980) for this purpose.

An inverse back analysis procedure can demonstrate smooth, fast-converging and
stable behavior, if measured data are well-selected (Gioda, 1985). This is because
boundary control is built into the algorithm. Points where both the nodal forces and
nodal displacements are known basically control the error minimizing procedure. This
ensures quick convergence for data of good quality, but can cause divergence of the
procedures in the case of ill-selected measurement data (Swoboda et al., 1999).

Direct formulation is very flexible; applying such a procedure for complex constitu-
tive models is easier, where the inverse relations cannot be derived in the simple direct
way. Furthermore, development of the direct back analysis code is much less difficult
than development of the code based on an inverse algorithm. The only work involved is
appending a module to an existing program, which does the minimization of errors
between measured and predicted data (Cividini et al., 1981).

It is not straightforward to work out a general criterion for choosing the most
convenient algorithm for back analysis. However, it should be observed that inverse
techniques are particularly convenient when dealing with a relatively large number of
unknown parameters and when the finite element mesh has a small number of nodal
variables. On the other hand, the direct procedures are preferable when a few para-
meters are back analyzed using large finite element meshes (Cividini & Gioda, 2003).
However, the course of convergence is highly dependent on the number of unknown
parameters, the quality of their initial guess and on the optimization strategy chosen.
The direct method can give an insufficient solution, especially in cases where Young’s
modulus and Poisson’s ratio are to be identified simultaneously (Swoboda et al., 1999).

The boundary control method suggested by Ichikawa and Ohkami (1992) combines
the advantages of both approaches. In the inverse portion of this algorithm, the
equilibrium equation is coupled together with observational boundary conditions
and the direct part of the algorithm improves convergence of a Newton’s iteration
process.

When using a deterministic optimization strategy based on gradient evaluations, it is
not guaranteed that the global minimum of the problem is obtained. However, a more
systematic approach would be to use a hybrid method, that is, a combination of
deterministic and stochastic strategies.

4.1.2 Non-deterministic approaches

Today, soft computing techniques (most of which incorporate fuzzy logic) are exten-
sively used for parameter identification in rock and soil engineering problems. An
interesting and, perhaps, the most attractive characteristic of fuzzy models compared
with other conventional methods commonly used in geosciences, such as statistics, is
that they are able to describe complex and non-linear multivariable problems in a
transparent way (Setnes et al., 1998). Moreover, fuzzy models can cope with non-
probabilistic (i.e. semantic) uncertainties.

In the back analysis problem of rock engineering, in order to identify physical
parameters, the displacements of the surrounding rock should be measured, but a
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particular precision of displacementmay be required and sometimesmay be beyond the
available precision of measurement. Intricate experimental measurements or compli-
cated numerical computations are often needed in conventional methods. This is time-
consuming and costly. Therefore, a simple but sensitive analysis method for the
identified parameters is needed. The neural network model is an ideal candidate to
resolve this kind of identification problem. Neural network methods need only a few
data measurements from any single place, provided that the data cover the area in
which the physical parameters of interest are identified (Liang et al., 2003).

In the engineering literature, genetic algorithms are well-known for their ability to
solve complex optimization problems. The method is robust and highly efficient but
does not guarantee an exact identification of the optimum solution. However, it does
permit the localization of an optimum set of solutions close to this optimum (Gallagher
& Sambridge, 1994). This property is interesting in relation to the idea of back analysis
in geotechnical studies. The genetic algorithm is a new and efficient optimization
method for geotechnical back analyses (Levasseur et al., 2007).

The use of probabilistic (statistical) instruments for the calibration of numerical
models is common in geotechnical contexts because of the large uncertainties in the
initial estimation of the parameters of the rock mass, and because of the field measure-
ments that represent the data of the back analysis, which are in general affected by
errors that depend, for example, on the nature of the measured quantities, on the
characteristics of the adopted devices, and on the field conditions. Various techniques
have been proposed to evaluate the influence of these errors on the computed mechan-
ical parameters. Some of them are described here.

A first approach is based on the so-called Monte Carlo simulation technique. In
following this method, the influence of the measurement error, and of the number of
input data, is evaluated through a series of numerical tests (Cividini et al., 1981). Each
of these consists of a set of back analyses based on suitable generated input measure-
ments (e.g. displacements). The input data are obtained by adding a disturbance term,
representing the experimental ‘errors’, to the ‘exact’ measurements. Independent ran-
dom number generators, with chosen probability distributions and zero mean value,
are used to work out these errors. The number of generators coincides with that of the
input measurements. Their probability distributions depend on the characteristics of
the measuring devices and of the measured quantities (Cividini & Gioda, 2003).

The ‘exact’ displacements can either be evaluated on the basis of actual field mea-
surements or be simulated through a preliminary stress analysis of the problem at hand,
in which reference values of the material parameters are introduced (Cividini et al.,
1981). This procedure permits establishment of a probabilistic correlation between the
resolution of the measuring device, the number of measurements and the accuracy of
the computed parameters characterizing the soil/rock mass.

The simulation technique offers the advantage of an extremely simple implementa-
tion, but requires a computational effort that rapidly increases according to the number
of free variables in the numerical model and the number of unknown parameters.

A typical feature of the Bayesian approach is that a priori information on the
unknown (uncertain) parameters can be introduced in the back analysis, together
with the data deriving from in situ measurements. In most cases, the a priori informa-
tion consists of an estimation of the unknown parameters based on the engineer’s
judgment or available general information. This leads to a numerical calibration
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procedure that combines the knowledge deriving from previous, similar problems with
the results of the in situ investigation in order to obtain a mean value for the uncertain
parameters and their variance. From this, it is possible to derive a final probabilistic
distribution. It is worthwhile observing that the Bayesian approach is also applicable
when the number of unknown parameters exceeds the number of in situmeasurements,
if a reliable initial guess on the parameters can be formulated (Cividini et al., 1983).

Both approaches lead, in practical terms, to the same results, with regard to the
relationship between the resolution of the measuring devices and the uncertainty of the
estimated parameters. However, the computer time required by the (Monte Carlo)
simulation process is much larger than that required by the Bayesian approach
(Cividini & Gioda, 2003).

The Kalman filter (KF) was formulated in the 1960s as an algorithm for the analysis
of linear discrete stochastic processes. The KFmethodology is apt for solving parameter
identification (inverse) problems in a statistical context, through a sequence of estima-
tions, which starts from an a priori estimation by an ‘expert’ (Bayesian approach) and
exploits a time-stepping flow of experimental data until convergence is empirically
ascertained. The KF algorithm was incorporated into Gioda’s inverse algorithm by
Murakami and Hasegawa (1993). This probabilistic procedure allows us to use the
measurement error information in the inverse calculation and to evaluate the influence
of measurement error on the result of back analysis.

Grey system theory uses a black-grey-white color spectrum to describe a complex
system whose characteristics are only partially known or known with uncertainty.
White is used to denote a completely known system, and black represents a completely
unknown system. Geotechnical systems are, by their nature, complex and usually
heterogeneous, and it is very rare for such systems to be completely understood in all
their complexity. Grey system theory generally includes: (a) grey incidence analysis,
which compares and evaluates a system’s factor behaviors; (b) systemmodeling, which
predicts the behavior of the system (Deng, 1986).

4.2 Difference between parameter identification
and back analysis

In much of the preceding discussion, the word ‘identification’ was used, rather than
‘back analysis’. In parameter identification, the input data used in the computations are
checked after the field measurement results have been analyzed, and can be modified if
needed, but the model remains the same the whole time. In back analysis, the modeling
should also be checked with field measurements as well as the material properties.
Nevertheless, it is common that, in the observational methods, the input data used in
the computation are usually checked during the excavation, with the modeling being
fixed (Sakurai, 1997).

It is extremely important in any geotechnical engineering problem that the models
should not be assumed, but rather should be determined by a back analysis. If a model
is fixed all the time during observational procedures, the results are not only inadequate
but alsomisleading in their interpretation, in that they provide incorrect information to
the decision making in relation to modification of design and construction methods. In
fact, after Sakurai (1997), the following three different procedures can be distinguished
(Tonon et al., 2001):
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1. In a forward analysis, once a mechanical model is assumed, and the values of the
mechanical parameters are determined, then displacements, stresses and strains
can be calculated.

2. In an identification procedure, displacements, stresses and strains are measured, a
mechanical model is assumed, and then the values of the mechanical parameters
are calculated.

3. In a back analysis, displacements, stresses and strains are measured, and then the
model as well as the values of the mechanical parameters are determined.

While the first two approaches are primarily inductive, the third approach is deductive.
This means that the rules of thinking that we follow in the forward analysis and
parameter identification are difficult to make explicit. By contrast, the mathematical
theory of logic (completed with probability theory) seems to apply quite well to back
analysis (inverse analysis) (Tarantola, 2005).

4.3 The main issues in back analysis

4.3.1 Uniqueness, identifiability and stability

The most significant problem of inverse analysis may be characterized by three key
words: the uniqueness, identifiability and stability of the solution. The uniqueness of
the solution relates to the idea that a given formulation of an inverse analysis has only
one set of unique parameter values for a given observational data set. The identifia-
bility, on the other hand, means a purely mathematical relationship, irrespective of any
inverse analysis formulation, as towhether a distributed parameter system (i.e. a partial
differential equation) is capable of mapping a unique set of parameter values from a set
of observational data. The stability of the solution, in turn, is defined such that when an
objective function converges at a point in a parameter hyperspace, a set of parameter
values would also converge to a point at the same rate. One can easily imagine that the
instability is associated with an objective function that is very flat near the optimum, so
that most minimization algorithms converge slowly to this point (Honjo et al., 1994).

4.3.2 Model identification

The other significant aspect that is often problematic in geotechnical inverse analysis is that
of model identification. This relates to selection of the optimum model from many
alternative models of varying sophistication and complexity. There are generally two
types of error in inverse analysis: one is system modeling error, which can be evaluated
by the goodness of fit of the calculated results to the observed data, and the other is the
error associated with parameter uncertainty. An increase in parameter numbers generally
improves the systemmodeling error, although the parameter uncertainty is increased, and
vice versa. It should be recognized that an increase in the parameter uncertainty reduces the
prediction reliability, which is themost important output of an inverse analysis. Therefore,
a sophisticated model (i.e. a model with more parameters) may not give better prediction,
and it all depends on the quantity and quality of the data. Apparently, there is a trade-off
between these two components, and the best model is the one that balances these two,
which is the essence of model identification (Honjo et al., 1994).
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4.4 Important considerations on the use of back analysis

To ensure the uniqueness of back analysis solutions and increase the speed of back
analysis, Sakurai (1997) described a number of principles to follow in order to choose
the parameters that must be identified:

1. Select parameters that are of greatest influence on the stability of underground
openings;

2. Select parameters that are very difficult to obtain accurately enough by other
methods;

3. Reduce the number of unknown parameters to be identified as much as possible.

The rock mass parameters that are most difficult to estimate from the preliminary
investigations and that rely heavily on back analysis results include: (a) the relation-
ship between the horizontal and vertical stresses in the rock mass; (b) the dilatancy of
the rock mass; (c) the strength parameters of the rock mass in a plastic field (Oreste,
2005).

The minimization of the error function alone does not always guarantee a correct
back analysis. The qualitative trend of the displacements on thewall of the excavations,
for example, should be the same in the calculation as in reality, as a confirmation of the
validity of the calculation model and of the simplified assumed hypotheses.

5 APPLICATION OF GEOTECHNICAL MONITORING IN THE CASE
OF A LARGE URBAN TUNNEL (NIAYESH)

The Niayesh road tunnels were constructed in the urban area between the Niayesh and
Sadr highways in Tehran, Iran. This project is one of the biggest tunneling projects in
the Middle East, with a total length of over 8 km, and cross-sectional areas ranging
from 87 to 470 m2 (see Figure 6).

The major characteristics and limitations of the Niayesh road tunnel project include
(Ghorbani et al., 2012):

Figure 6 A plan of the Niayesh road tunnels in Tehran, Iran.
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1. Heavy traffic along the highways and connecting roads above the tunnel
2. High building intensity in several areas of the tunnel alignment
3. Sewers and pipes above the tunnel route and old sewers with unknown locations
4. Highway bridges crossing the alignment of the tunnel
5. Low overburden in some areas with soft ground andman-made features with high

water inflow in some regions
6. Passes beneath Mellat Park Lake
7. Many bifurcations with large cross sections along the tunnel route
8. Limitations on instrument installation along the tunnel route and on buildings and

other surface structures
9. Inadequate site investigations due to a lack of permission, especially in residential

areas.

5.1 Tunnel geology

According to the geology map of Tehran prepared by the Geological Survey of Iran –

based on results from boreholes, test pits and trenches along the tunnels’ routes and
geological mapping during tunnel construction – the tunnels passed through A and B
formations (Figure 7). The groundwater table was well below the tunnel level.

5.2 Construction procedure and emergency plan

TheNiayesh tunnels were excavated according to the principles of the sequential excava-
tion method (SEM), taking into consideration the following factors (after ITA, 2009):

Sandy gravel to gravelly sand, high cemented,

dipped bedding (total thickness > 1000m)

Sandy gravel to gravelly sand with some boulders

medium cemented (total thickness 60m)

Sandy gravel to gravelly sand, medium cemented

(total thickness 60m)

Sandy gravel to gravelly sand, uncemented

(total thickness <10m)

FeaturesFormation

Q
ua

te
rn

ar
y

P
lio

ce
ne

A

B

C

D

Figure 7 Stratigraphy of Tehran alluviums (Adapted from P.O.R., 2008).
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1. Difficult and complex ground with changeable geological formations
2. Greater variability in the choice of excavation methods according to the ground

conditions
3. Highly variable shapes of cross sections
4. Greater variability in the choice of excavation sequences according to the ground

conditions (change from top-heading advance to side-heading advance and vice
versa)

5. Easier optimization of the primary support using the observational method in
special cases

6. Difficult access to the main tunnels (given that tunneling is in a densely populated
urban area)

7. Many bifurcations and intersections with large cross sections along the tunnels’
routes.

According to the SEM contract documents in the Niayesh road tunnel project, long-
itudinal profiles were defined along the tunnel’s alignment, which was termed ground
advance classification. In longitudinal profiles, the tunnels were divided into different
sections based on depth of overburden, tunnel geometry and geotechnical specifica-
tions. Using this data, appropriate excavation class and support systems were defined
for different sections and the values of tunnels’ deformations and surface settlements
were computed (Table 1).

The geometry, excavation classes and support elements for different cross sections of
the Niayesh road tunnel project are presented in Table 2.

5.3 Monitoring system

Monitoring is an essential part of SEM (also known as the New Austrian Tunneling
method (NATM)). Based on the special characteristics of the Niayesh tunnel, an exten-
sive monitoring programmer was developed for this project, especially in residential
areas and at junctions and bifurcationswith large cross sections. Themonitoring plan for
the Niayesh tunnel project had the following objectives (Ghorbani et al., 2012):

1. To prevent unexpected phenomena in order to avoid critical situations for tunnels,
buildings, highways, roads and bridges in terms of safety. Monitoring enables
appropriate mitigation measures to be taken as soon as measurements reflect a
need for action.

2. To check the design assumptions and improve the design solutions through back
analysis and further interpretation of the behavior of the ground during excavation.

A typical instrumentation array for a 3.5-lanes cross section is illustrated in Figure 8. As
shown in Figure 6, the tunnels pass through densely populated urban areas with high-
rise buildings with commercial, residential, governmental and political applications.
Taking into account several factors of buildings, tunnels and ground conditions – such
as buildings’ characteristics, position of buildings relative to tunnels, and tunnel
dimension – all the buildings at the tunnel route were classified into three categories:
(a) critical buildings (red buildings – 29%); (b) buildings that needed more assessment
(yellow buildings – 65%); (c) non-critical buildings that are not affected much by
tunneling (green buildings – 6%). In Table 3, the type and total number of instruments
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for the monitoring of tunnels, surrounding ground and buildings in the Niayesh tunnel
are presented.

5.4 Design of sequential excavation method

The construction of tunnels in urban areas encounters many problems, such as face
stability, ground surface settlement, tunneling-induced building damage and high

Table 1 Ground advance classification of 2.5-lanes cross section at Niayesh tunnel (P.O.R. Consulting,
Iran & D2 Consult, Austria).
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costs. In many countries, sequential excavation is currently applied where soft ground
tunneling without a TBM is indicated (Romero, 2002). A great variety of excavation
techniques have been developed (Geisler et al., 1985; Pottler, 1992), which apply
different methods to excavation and support. It is therefore important to investigate
and compare the effect of these methods on ground disturbance and surface settlement.
Given the low strength of the ground and the large span of the Niayesh tunnels, a full-
face excavation was not possible. Therefore, SEM was selected for this project. This

Table 2 Geometry, excavation classes and support elements of the Niayesh road tunnel project
(Ghorbani et al., 2012).

Excavation class 1.5 lanes 2.5 lanes 3.5 lanes Bifurcation

Tunnel geometry
Area (m2) 87 136 186 470
Width/Height (m) 10.80/9.80 14.40/11.90 18/12.60 30.60/19.60
Number of traffic lanes 1 2 3 4
Total length of main tunnels (m) 8100
The height of tunnel overburden Maximum: 40m; Minimum: 4.7m; Average: 18m
Maximum longitudinal slope (%) 4.5
Transverse slope (%) Maximum: 6%; Minimum: 1%

Excavation and support
Shotcrete (C25/30) (cm)
Main wall 25 Based on ground

advance classification
(Table 1)

35 45–55
Temporary wall – 25 25
Temporary invert 25 – 20
Main invert 25 35 45–55

Excavation round length in crown (m) 1–1.5 1–1.5 1
Excavation round length in bench (m) 3–4.5 3–4.5 2

Pre-support measures Forepoling was arranged in the roof area of the tunnels in
loose grounds in the form of a fan (Ls = 6 m and φ = 76 mm)

Excavation method Sequential excavation method (SEM) using mechanical tunnel
excavator

Tunnel shape Modified horseshoe shape for 1.5- and 2.5-lanes cross
sections, and mouth shape for 3.5- and 4- lanes cross sections

BIGGEST BIFURCATION
CROSS SECTION

3.5 LANES
CROSS SECTION

2.5 LANES
CROSS SECTION

1.5 LANES
CROSS SECTION

STAGE-2

STAGE-1

STAGE-3

STAGE-3

STAGE-4STAGE-2

STAGE-7

STAGE-6

STAGE-5

STAGE-1

STAGE-1

STAGE-2

STAGE-3
STAGE-12

STAGE-6

STAGE-5

STAGE-4

STAGE-7

STAGE-8STAGE-10

STAGE-11

STAGE-9

STAGE-4

STAGE-1

STAGE-2
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method is well-suited to tunneling in difficult, complex and rapidly changing geological
formations.

5.4.1 Finite element model of Niayesh tunnel

The simulation of the SEM tunneling process for the Niayesh 3.5-lanes cross section
tunnels started with the selection of the model geometry in three dimensions, and plane
strain analysis was incorporated. Given the asymmetry of the excavation sequences in
the assumed excavation methods, the entire domain was considered in the model
(Figure 9). Given the constitutive modeling, the soil layers were assumed to be a
Hardening Soil material, while the shotcrete lining was assumed to behave in a linear
elastic manner. Table 4 summarizes the geotechnical properties used in the analyses.
The shotcrete lining properties which were used in the modeling are presented in

GEODETIC TARGET

45
°

EXTENSOMETER

D/2~D D/2~D (DEPENDING ON OVER BURDEN)

SETTLEMENT PIN

D/2 D/2

3 
R

O
D

Figure 8 A typical instrumentation array for a 3.5-lanes cross section.

Table 3 The type and total number of instruments for monitoring the tunnels, surrounding ground and
buildings in the Niayesh road tunnel project.

Instrument type Number Instrument type Number

Total station (TM30, Leica 1201, …) 8 In-place MEMS bi-axial tiltmeter 107
Bi-reflex target 3,000 Portable tiltmeter 3
Digital convergence meter 4 Tilt plates 276
Tunnel convergence pin 1,500 Leveling instrument 7
Multiple Point Borehole Extensometer (MPBX) 8 Building settlement pins 396
Vibrating wire embedment strain gauge 81 Pavement settlement pins 1,000
Pressure cell 8 Deep settlement pins (2 m depth) 70
Crackmeter 75 Green field settlement pins 500
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Table 5. Prior to the analysis, numerical models were developed and verified, based on
the measured data from the Niayesh road tunnel.

5.4.2 Selection of tunnel excavation method

Tunnel design and construction requires the use of appropriate techniques and tech-
nologies during all phases of a tunnel project. In the main, a distinct rule does not exist
to facilitate decision making about the selection of an appropriate excavation method.

1D

10.7 D
10 D

5D

Figure 9 Finite element model of Niayesh 3.5-lane cross section tunnels (D = 15 m).

Table 4 Geotechnical properties of soil layers.

Depth
(m)

Unsaturated
density
γunsat
(kN/m3)

Saturated
density
γsat
(kN/m3)

Elasticity
modulus
unloading
Eref
ur

(kN/m2)

Elasticity
modulus
secant
Eref
50

(kN/m2)

Elasticity
modulus
oedometer
Eref
Oed

(kN/m2)

Cohesion
C
(kN/m2)

Poisson
ratio
υur

Internal
friction
angle φ
(°)

Knc
0 *

0–15 16 17 2.423 ×
105

8.077 ×
104

8.077 ×
104

30 0.2 34 0.44

<15 18 19 2.827 ×
105

9.423 ×
104

9.423 ×
104

40 0.2 36 0.41

* K0 Value based on Jaky’s formula for various layers of soil: (K0 = 1 – sin φ)

Table 5 Shotcrete lining properties used in modeling.

Lining type Poisson ratio
(υur)

Weight W
(kN/m/m)

Equivalent thickness
d (m)

Element Flexural rigidity
EI (kNm2/m)

Normal stiffness
EA (kN/m)

Temporary
wall

0.2 5.35 0.25 Elastic 2.73 × 104 5.25 × 106

Permanent
wall

0.2 7.5 0.35 Elastic 7.5 × 104 7.35 × 106
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This decision is mostly influenced by engineering experiences rather than theoretical
calculations. The excavation method and sequencing schemes for a tunnel that is
located in an urban area would typically be based on the complex interactions occur-
ring between several factors, such as safety, cost and schedule (Hoek, 2001). Other
significant factors that affect the selection of excavation method are the surrounding
material properties (including geotechnical characteristics), the size and shape of the
tunnel section, underground hydrology, in situ and induced stresses, regional geology,
structural geology and weak-zone characteristics (Yu&Chern, 2007). Subdividing the
excavation area is necessary for large-span tunnels in order to minimize ground
disturbance and surface settlement. The structural integrity of the tunnel-surrounding
material can thus be largely maintained.

After plotting the location of the Niayesh tunnel on the diagram proposed by Yu and
Chern (2007) in Figure 10, side (or sidewall) drift (SD) and central diaphragm (CD)
methods were shown to be the most suitable for the excavation. Thus, these excavation
methods, based on the proposed excavation sequences shown in Figure 11, were

0
10–2 10–1 100

Strength/Stress ratio

Top heading & benching or

full fa
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Figure 10 Empirical determination of excavation method based on three parameters of span size,
compressive strength and vertical stress on tunnel.
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VIVII

a) Side Drift (SD)
method
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method

IV

IV
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Figure 11 Excavation sequences of (a) the side drift method and (b) the central diaphragm method.
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simulated using a numerical FEM, in order to select the appropriate excavationmethod
based on its potential for minimization of ground surface settlement. It was assumed
that the final concrete lining would be placed at sufficient distance from the excavation
face for it not to need consideration in the numerical simulations.

The results obtained from the 3D FEMmodels are relative to the final situation after
completion of excavation and initial lining. In Figure 12, the computed surface settle-
ment profiles for both CD and SD excavation methods are illustrated. As seen in
Figure 12, for both SD and CD methods, the maximum value of surface settlements
(about 29.4 mm and 37 mm respectively) were computed over the tunnel center line.
Based on these modeling results, the CD method induces more surface settlement than
the SD method. The SD method was, therefore, preferred over the CD method for the
Niayesh urban tunnel excavation, given its better capability in limiting ground surface
settlements as well as tunnel deformations. It should be noted that partitioning the face
through staged excavation typically results in reduced face-advance rates, more stages
of temporary support installation, and additional underpinning and delayed closure of
the tunnel liner.

5.4.3 Optimal excavation sequence for side drift method

For economic execution of a SEM, it is essential to fully understand the influence of a
given face-advancing sequence on the tunneling performance. The main factor in the
selection of optimal excavation sequences is limitation of surface settlement values.
The selection of excavation sequences depends, for example, on tunnel geometry,
ground properties and the groundwater table. Limited research has been conducted in
the field into the effects of different face-advancing methods on tunneling perfor-
mance (Bowers, 1997; Karakus & Fowell, 2003; Farias et al., 2004). These studies
have provided valuable information but they are limited to specific tunneling cases;
the 3D effects of various face-advancing methods on tunneling performance have
been considered in very few studies. As discussed more extensively by Szechy (1967),
the arrangement of underground openings and their excavation sequences depend on
the operations that must be conducted in them (excavation method, installation and
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Figure 12 The computed transverse surface settlement profiles for CD and SD excavation methods.

474 Sharifzadeh et al.

D
ow

nl
oa

de
d 

by
 [

C
ur

tin
 U

ni
ve

rs
ity

 L
ib

ra
ry

 (
C

ur
tin

 U
ni

ve
rs

ity
 o

f 
T

ec
hn

ol
og

y)
] 

at
 1

6:
25

 1
5 

O
ct

ob
er

 2
01

7 



construction of temporary and permanent support, short-term and long-term use,
etc.), the nature of the ground, and the in situ stress conditions encountered. There is,
therefore, a practical need to simulate the different phases of tunnel construction and
find the optimal construction procedure.

In order to find the optimal excavation sequences for the Niayesh tunnel, six
excavation schemes based on the SDmethod were proposed and numerically analyzed,
taking into consideration tunnel geometry and properties of soil layers (Figure 13).
During selection of excavation sequences, principal factors such as ring closure time,
number of excavation stages, subdividing area, and stage of central gallery excavation
were considered.

Transverse surface settlement profiles for six excavation sequences are illu-
strated in Figure 14. Based on the numerical modeling results, the excavation
scheme labeled (a) had the lowest surface settlement value and it was selected as
the optimal scheme for the excavation of the Niayesh urban tunnel project.
Results shows that rapid closure of the supporting ring and the excavation stage
of the central gallery (middle drift) are the most important factors in controlling
tunnel deformations and surface settlements in soft ground tunneling. Figure 12
indicates that conducting excavation of the central gallery in later stages reduces
the extent of surface settlement.

The excavation volume of each stage has bilateral effects on surface settlement. A
smaller excavation volume leads to less displacement and surface settlement.
However, a smaller excavation volume also increases the number of excavation stages
and delays support ring closure, which serves to increase surface settlement. Closing
the support ring in soft ground must be done in fewer steps; delaying the ring closure
results in large deformations and settlements. If face stability is adequately main-
tained, rapid ring closure through the adoption of a larger excavation volume is more
effective than adopting a smaller excavation volume when it comes to limiting the
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Figure 13 Proposed excavation sequences for the Niayesh tunnel using side drift method.
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tunnel crown and surface settlements in soft ground tunneling at shallow depths
(Sharifzadeh et al., 2013b).

5.4.4 Optimal trailing distance between excavation stages

Tunnel excavation causes a disturbance of the initial state of stress in the ground and
creates a stress regime in the form of a bulb around the advancing tunnel face. The
extent of the stress disturbance around an active heading depends mainly on ground
conditions, distance between different excavation stages, and excavation round
length. While a large disturbance zone will be produced when using a full-face
excavation method, this zone can be reduced by adopting SEM and an appropriate
trailing distance between different faces, thereby limiting surface settlement.
Depending on the size of the opening and the quality of the ground, a tunnel cross
section may be subdivided into multiple drifts (DTFHA, 2009). If the different
excavation faces are close together, disturbance zones around faces will interfere
with one another and lead to more displacement of the tunnel crown and greater
surface settlement. Therefore, a trailing distance must be retained between different
faces, so that critical disturbance zones will not interfere with or affect each other.
During tunneling in soft ground conditions, the support ring closure behind the face
should be executed as quickly as possible to create a load support ring, thus requiring
the trailing distance between different faces to be kept as short as possible
(Sharifzadeh et al., 2013a).

In order to identify the optimal trailing distance between different faces, side galleries
were simulated at distances of 6 m (0.4 D), 10 m (0.67 D), 15 m (1 D), 22 m (1.47 D)
and 30 m (2 D) in front of the central gallery face (Figure 15). The excavations were
simulated according to excavation scheme (a) (from Figure 13) in 1 m round length,
with right and left side drifts excavated simultaneously.

Transverse surface settlement curves for different trailing distances between the
central gallery and side drifts are illustrated in Figure 16, which shows that by
increasing trailing distances, the disturbance zones of different stages do not

a
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Figure 14 Transverse settlement profiles of the proposed excavation schemes (see) for the Niayesh
tunnel.
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interfere with each other as much, leading to a reduction in the degree of surface
settlement.

According to Figure 16, the optimum trailing distance was computed to be 15 m or
more. This result is consistent with the statements of Yoo (2009), who reported that the
best tunneling performance can be achieved by keeping the trailing distance greater
than one tunnel diameter (D).

In the Niayesh project, given the urban environment, ground conditions, tunnel
dimensions and value of the overburden in the tunnel route, the trailing distances
between excavation faces were designed to be in the range 15–25 m, in order to reduce
surface settlement. This example demonstrates that trailing distances derived using
numerical simulation are in good accordance with operational results.

In order to minimize interference between disturbance zones and maintain efficient
control of surface settlements, it is better to excavate side drifts separately. Thus, the
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Figure 16 Transverse surface settlement curves for different trailing distances between side drifts and
middle drift faces.
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Figure 15 Plan view, longitudinal and transverse sections with variable distance between side drifts and
middle drift faces.
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excavations of three galleries (left, right and central) were simulated with different
trailing distances from each other. Tunnel excavation procedures were simulated with
trailing distances between the two side drifts of 6 m (0.4 D), 10 m (0.67 D), 15 m (1 D),
22 m (1.47 D) and 30 m (2 D), as shown in Figure 17. The minimum optimal trailing
distance of 15 m between side drift faces and the middle drift face, derived in the
previous step, was applied to all of the models.

Transverse surface settlement curves for left and right drift sections at different
trailing distances between lateral galleries are illustrated in Figures 18 and 19 respec-
tively. As expected, increasing the trailing distance between side drifts leads to a
decrease in surface settlements.

As seen in Figures 18 and 19, surface settlement variations are larger as trailing
distance increases from 6 m (0.4 D) to 15 m (1 D), but it has gentler variation once
trailing distance is greater than 15 m (1 D). Based on these results, the optimal trailing
distance between side drifts should be not less than 15 m (1 D).
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Figure 18 Transverse surface settlement curves for left gallery section at different trailing distances
between side drifts.
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Figure 17 Plan view, longitudinal and transverse sections with variable distance between faces of side
drifts.
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5.5 Design optimization based on observational method

In the process of tunnel design, several parameters with varying degrees of uncertainty
must be taken into account. These uncertainties are mostly related to tunnel-hosting
ground conditions and tunnel construction performance. Thus, the real ground beha-
vior around a tunnel’s axis could not be accurately predicted at the design stage. This
becomes even more important where a tunnel passes through an urban area and
directly affects infrastructure and buildings. Therefore, for several reasons – such as
safety, economy and understanding of the ground’s real behavior – the use of the
observational method as a practical engineering tool is necessary. A fundamental
component of the observational method in tunneling is the use of monitoring data to
assess the adequacy of the chosen design and the safety margins of the design.

In the Niayesh road tunnel project, given the technical and design requirements, the
project’s geological and geotechnical conditions, the results of monitoring, and the
experiences gained during construction, the excavation activities and support elements
were continuously adjusted to suit the ground conditions.

5.5.1 Modification of the excavation activities

During the preliminary design phase, excavation modules were selected for every
section of the tunnels according to their longitudinal profile (ground advance classifica-
tion). The real ground classes were defined on site, directly at the face, by mutual
agreement between the geotechnical engineer and the resident engineer and based on
the geotechnical monitoring results. Depending on the conditions of the ground
encountered and these monitoring results, appropriate excavation modules were
applied at different sections of the tunnels.

Modifications applied to the Niayesh tunnel excavation activities included: (a)
modification of the pre-defined excavation modules; (b) modification of the length of
excavation rounds for each stage; (c) modification of the trailing distance between
excavation stages in different modules.
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Figure 19 Transverse surface settlement curves for right gallery section at different trailing distances
between side drifts.
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Comparisons between the costs of the modules as designed and the modules as
constructed are presented in Table 6.

5.5.2 Modification of the support elements

Based on the NATM concept, the ground around the tunnel not only acts as a load, but
also as a load-bearing element. In the Niayesh tunnel, depending on the project condi-
tions and monitoring results, the requirements for a specific support were determined.
Contractual arrangements were flexible to ensure that the most economical type and
amount of support was used.

Modifications applied to the Niayesh tunnel support elements included: (a) modifi-
cation of the tunnel’s initial support elements (i.e. the thickness of shotcrete and the
distance between lattice girders); (b) modification of the pre-support elements (i.e.
forepoling, pre-grouting); (c) modification of the initial support elements around the
ramps and portals (i.e. number, diameter and depth of the reinforced piles, number and
length of the soil nails).

In all of the designmodifications described above, themajor concernwas limiting the
ground settlements induced by tunneling and limiting any potential damage to the
existing structures and utilities above the tunnel.

6 SUMMARY

We have presented a brief review of back analysis procedures, including comparisons,
problems, recent advances and further development. Different back analysis methods
according to those deterministic and non-deterministic aspects applicable in geotechnical
engineering problems were introduced. Because back analysis is a practical engineering
tool that can bridge field measurement, design and construction, further efforts are
required to make the best use of developing technologies and also to raise the level of
conceptual understanding of the back analysis procedures in current use. Back analysis is,
and will continue to be, a key to achieving scientific tunnel construction in the future.

Table 6 Comparison of the costs of the designed and constructed modules for 2.5-lanes
cross section in the Niayesh tunnel.

Designed module Constructed module Cost ratio of constructed
module to designed module

Module A Module A 1

Module A

I

II III

IV

I

I

II

III III

II

I

VII

VIII

IX

V

VI

IV
IV

V

VI

II III

IV

Module B

Module C Module D

Module B Module A 0.71
Module C Module A 0.62

Module B 0.87
Module D Module B 0.61

Module C 0.70

Note: The excavation rate of Module A is approximately 65 percent greater than Module B
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Back analyses are very powerful tools for interpreting the results of field measure-
ments. Back analysis should not only be used to determine material properties but also
to generate a mechanical model of soils and rocks.

Solutions of geotechnical inverse problems are neither identifiable nor unique in a
strict sense. Furthermore, the limitations in quantity and quality of available data,
together with the multicollinearity, tend to make solutions unstable. However, these
issues do not prevent us from adopting the inverse analysis method to identify models
and estimate parameters.

When constructing a system for a given purpose, our ultimate goal is to obtain a
system that is as useful as possible for that purpose. This means, in turn, constructing a
system that can handle a proper blend of the three most fundamental characteristics of
systems: credibility, complexity and uncertainty. Ideally, we would like to obtain a
systemwith high credibility, low complexity and low uncertainty. Unfortunately, these
three criteria conflict with one another and to achieve a high level of usefulness from
any system, we need to find the right trade-off among them.

There are many reasons why back analysis techniques are being used more fre-
quently. The two most important are, first, the development of numerical calculation
methods for the analysis of the stresses and strains in a rock mass, and second, the
availability of quick and simple personal computers with which the large amounts of
data – which are necessary to resolve the numerical modeling and error minimization
(parametric analyses) – can be produced in the shortest possible time, at the lowest
possible cost. However, the use of back analyses has not become as popular as
previously expected. There are several reasons for this: (a) there are few engineers
who can manage both on-site practice and the execution of back analyses in computer
rooms; (b) back analyses are not included in the specifications of contracts for tunnel
construction works; (c) practical methods for applying back analysis results to the
design of tunnel supports and construction procedures have not been developed to a
level that would be regarded as satisfactory for industry acceptance (Sakurai et al.,
2003).

Leroueil and Tavenas (1981) prepared guidelines for the correct use of back analysis
techniques, the most important of which are:

• It is wrong to undertake back analysis of the same problem by carrying out
uncoupled analysis on only a few limited phenomena – all of the uncertain para-
meters of the rock should be considered in the back analysis, and all of the physical
phenomena should be simultaneously included;

• If the measurements carried out in situ are available, it is necessary to first of all
look at their qualitative interpretation on the basis of known case histories in order
to fully understand the physical phenomenon that governs the problem;

• Unrealistic conclusions of a back analysis should be rejected – if necessary, one
should add the original hypotheses to the modification and the back analysis
should be repeated with a new calculation model.

For economic execution of SEM, it is essential to fully understand the influence of a
given face-advancing sequence on the tunneling performance. Improper selection of an
excavation sequence could have a destabilizing effect on the tunnel, and the influence of
excavation sequences on ground settlements must be taken into account, particularly in
the case of large-span urban tunnels in shallow depths.
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Chapter 6

Siah Bisheh powerhouse cavern
design modification using
observational method and back
analysis

M. Sharifzadeh1, R. Masoudi1 & M. Ghorbani2
1Department of Mining Engineering, Curtin University, WASM Kalgoorlie, WA, Australia
2Department of Mining & Metallurgical Engineering, Amirkabir University of Technology,
Tehran, Iran

Abstract:The Siah Bisheh pumped storage powerhouse cavernwith complex geometry,
changeable geological formations and diverse geotechnical properties of rocks, is under
construction on the Chalus River 125 km north of Tehran, Iran. The powerhouse
cavern was located near the downstream (d/s) dam reservoir and its crown was more
than 30 meters lower than the downstream (d/s) dam maximum lake level. After
impounding of the d/s dam, the powerhouse region would be located under saturated
conditions. Therefore long term stability assessment of the powerhouse cavern under
saturated conditions was unavoidable. In this study displacement based direct back
analysis using variable staggered grid optimization algorithm was applied and cali-
brated geomechanical properties of rocks, stress ratio and joints parameters were
identified. The time dependent behavior of rock was tested at the laboratory and the
creep test results were considered in the practical design. Numerical modeling results
were in good agreement with measured displacements of extensometers which con-
firmed the numerical modeling accuracy and back analysis results. Then ordinary
analysis of the powerhouse cavern under natural conditions using back analysis results
were carried out. Results of the analysis showed that the powerhouse cavern was stable
under natural conditions and existing support system had suitable efficiency and could
effectively control displacements. Finally, the powerhouse cavern long term stability
under saturated conditions was analyzed. Results of analysis showed that after d/s dam
impounding, pore water pressure and uplift pressure in discontinuities around the
powerhouse cavern would arise so the powerhouse cavern tended to have local failure
around the region 2nd and 3rd instrumentation arrays in the middle of the powerhouse
cavern. To obtain powerhouse long term stability, it was recommended to construct a
cutoff curtain grouting around powerhouse cavern.

1 INTRODUCTION

The Siah Bisheh Pumped Storage project was located 125 km north of Tehran, Iran.
The site can be reached in the vicinity of Siah Bisheh village on the main Chalus road,
connecting Tehran with the Caspian Sea. Iran Water and Power Resources
Development Company (IWPC) was the owner of the project. This plant was designed
to produce a rated capacity of 4*260 = 1040 MW peak energy. In this project, two



concrete face rock fill dams (CFRD) were under construction in Chalus valley for the
water storage. An underground power plant with complex geometry, changeable
geological formations and diverse geotechnical properties of rocks, was under con-
struction including powerhouse cavern, transformer cavern and guard gate cavern as
well as an underground water way system in the mountain to accommodate all
machinery and equipment for power generation and pumping (Figure 1).
The powerhouse cavern was located closed to the downstream (d/s) dam reservoir

and its crown was more than 30 meters below the d/s dam maximum lake level. After
impounding of the d/s dam, the underground powerhouse region would be located
under saturated conditions. Therefore long term stability assessment of the power-
house cavern under saturated conditions was unavoidable.
In order to do this assessment, displacement based direct back analysis using an

optimization algorithmwas applied and geomechanical properties of rocks, stress ratio
and joints parameters were identified. Numerical modeling results were compared to
actual measurements using extensometers and achieving good agreement between
calculated displacements and measured displacements confirm the numerical modeling
accuracy and back analysis results. Then direct analysis of the powerhouse cavern
under natural conditions using back analysis results was carried out. Results of analysis
showed that the powerhouse cavern was stable under natural conditions and predicted
that the support system had suitable efficiency and could effectively control displace-
ments. Finally, powerhouse cavern long term stability under saturated conditions was
analyzed. Results of analysis showed that after d/s dam impounding, pore water
pressure and uplift pressure in discontinuities around the powerhouse cavern would
arise and had a tendency to local failure of powerhouse cavern in region 2nd and 3rd
instrumentation arrays. To obtain powerhouse long term stability, it was recom-
mended to construct a cutoff curtain (grouting) around the powerhouse cavern.

2 SIAH BISHEH POWERHOUSE CAVERN

Siah Bisheh powerhouse was constructed nearby Chalus River in the north part of Iran.
The main purpose of the project was to compensate and stabilize the electricity in high
and low electricity consumption period. The Powerhouse Cavern (PHC) with 131 m

Upper Dam & Reservoir
(2’408 m a.s.l.) Surge Shaft & Tank

Lower Dam & Reservoir
(1’905 m a.s.l.)

Headrace Tunnels Ø 5.7 m

Pressure Shafts Ø 5 m

Powerhouse and Transformer Caverns1 km
1’800 m a.s.l.

2’000 m a.s.l.

2’200 m a.s.l.

Figure 1 Schematic view of the Siah Bisheh CFRD dams and location of pumped storage powerhouse
cavern (PHC) and transformer cavern (TRC).
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length, 24.5 m width and 46.5 m maximum height excavation and the Transformer
Cavern (TRC) with 160.5 m length, 15.5 m width and 27 m height, were the main
underground structures in this project. The other minor underground space which was
constructed parallel to PHC was Guard Gate Cavern with 90.5 m length, 5.5 m width
and 10.5 height. The powerhouse and transformer complex were constructed at a
depth of approximately 250 m below surface. The total generating capacity of the
scheme would be 1040 MW. The schematic three dimensional view of the Siah Bisheh
project along with main caverns view was illustrated in Figure 2.
Siah Bisheh powerhouse cavern was located in fractured rock masses and the failure

was mainly controlled by the discontinuity distribution. For cavern stability assess-
ment, considering block size, pattern and spacing of discontinuities, three dimensional
distinct element analysis was used.

3 GEOLOGY AND ENGINEERING GEOLOGY

3.1 Geology

The Siah Bisheh pumped storage project area lies in the southern part of the Paleozoic-
Mesozoic Central Range of the alpine Alborz mountain chain, mainly folded and
formed during the Alpine orogenic phase, with a NW-SE trend in the western parts
and NE-SW in the eastern parts. Geomorphologically, Alborz is a young mountain
range with deep and narrow valleys and active tectonics. The most important tectonic
phenomenon of the Siah Bisheh area is the fault called the Main Thrust Fault (MTF),
with a dip/dip direction of 78/028 and an almost E-W trend. The MTF has reverse
mechanism. Meanwhile, the reverse fault of Chalus, which is parallel to the Chalus
River in Siah Bisheh area, is another fault, which must be taken into consideration in
terms of seismicity (Figure 3).
The rock sequences in the project area consist of massive limestones, detrital series

(sandstones, shales) and volcanic rocks of Permian formations, Triassic dolomites and
Jurassic (Lias) formations with black shales and sandstones. Several tectonic faults are
crossing the project alignment. The Kandavan fault, a 15 km long and seismically active
fault lies approx. 3 km south of the project area and builds the tectonic boundary
between the Paleozoic-Mesozoic Central Range in the North and the Central Tertiary
Zone in the South. The catchment areas of both reservoirs are of mountainous char-
acter with practically no vegetation. Based on the different strength of the geological
formations, the slopes in the area of the upper dam and the headrace tunnel are
generally smooth, while the lower project area lies within steep rock ridges built up
by limestone and volcanic rocks.
Powerhouse and transformer caverns were constructed in the Permian Formation.

Permian formations mainly consist of quartzitic sandstone, siltstone and shaly silt-
stone, dark and red shale and igneous rocks. Thickness of these layers varies from
several centimeters to 3.5 meters (Lahmeyer & IWPC, 2005).
The attitude of the bedding planes had no considerable changes in dip and dip

direction. There was uniform bedding throughout the powerhouse area with dip and
dip direction of 55/195. It is noteworthy that during excavation of the powerhouse
pilot gallery at chainages 40, 81 and 89 of the right wall, three shear zones, with an
almost 40–50 centimeter thickness were encountered. All of these features were parallel
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a) A 3-D model of Siah Bisheh underground excavations.

b) Plan view of the Siah Bisheh powerhouse caverns.

Figure 2 Schematic view of the Siah Bisheh pumped storage powerhouse, a) 3-D model of Siah Bisheh
underground openings, b) Plan view of the Siah Bisheh powerhouse caverns.
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to the bedding planes. The azimuth of the powerhouse cavern was N152°E and none of
the existing faults in the powerhouse area had crossed it and had an appropriate
distance from it (Figure 3).
About 40 to 50 meters of the end of powerhouse cavern was completely made from

igneous rock (Melaphyr) and the remaining part contained sedimentary rocks which
was formed of a sequence of Quartzite Sandstone, Red Shale and Melaphyr. The
influence of groundwater on the behavior of the rock mass surrounding a tunnel was
very important and had to be taken into account in the estimation of potential tunnel-
ing problems.When thewater is not drained it reduces the effective stresses and thus the
shear strength along discontinuities and finally, in all cases, the strength of the rock
mass. In addition, particularly important when dealing with shales, siltstones and
similar rocks is that they are susceptible to changes in moisture content, which directly
affect their strength. For long term stability analysis water effect is studied on rocks.
Water effect on such rocks is mainly mechanical and pore pressure in intact rock and
uplift pressure in discontinuities should be considered. Water absorption in hard rocks
mainly doesn’t change the strength parameters (cohesive strength and intrinsic friction
angle). For these types of rocks, in all rock strength criteria, total stress should be
replaced by effective stress and in rock joints, uplift pressure (u) is exerted to the joint
surfaces, and uplift pressure should be subtracted from total normal stress (Sharifzadeh
et al., 2002).

3.2 Mechanical properties of rocks in the site

Considering the great length of the powerhouse cavern, a wide range and various types
of geological properties were found as shown in the geological profile in Figure 4.
Several laboratory and field tests and in situ measurements were performed to evaluate
the mechanical properties of intact rock, rock joints and rock masses. The average
results for mechanical and physical tests on intact rock are given in Table 1. The
mechanical properties of rock joints based on test results are given in Table 2. Due to
the fact that most of the geological properties could not be directly measured for this
site, they had to be estimated by empirical and theoretical methods. For this purpose,
the generalized Hoek-Brown failure criterion was utilized. The results showed various
geological zones in the powerhouse cavern region and the area were initially divided
into 2 zones. Likewise to determine the strength characteristics of the rock masses, the
uniaxial compressive strength tests were carried out. Moreover the large flat jack tests
and dilatometer tests were performed to determine the deformability characteristics of
the rock masses. Using the field mapping the rock mass rating (RMR) value 45 at the
related zones was obtained with fair rock class IV. The mechanical properties of
different rock types adopted from rock mass classifications and in-situ experiments
were illustrated in Table 3 (Lahmeyer & IWPC, 2005).
Discontinuity mapping program with 414 measurements was conducted in the

exploratory vault adit indicating five major joint sets and one bedding plane. Rock
mass consisted of bedding planes and 5 main joint sets in powerhouse area that were
illustrated in Table 4. Based on surveying along the pilot, joints had different lengths
of almost 3 to 10 meters and their spacings were between 200 and 600 millimeters
(Lahmeyer & IWPC, 2005).
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The shear strength parameters of ϕ = 25° and c = 0 were assumed on bedding planes.
Also based on the assumption of 10 cm thick shear bands and Young’s Modulus of
2000MP, the normal and shear stiffness of rock joints were estimated to be 20,000 and
7692 MPa/m, respectively.
The value of the horizontal to vertical stress ratio (k) was estimated equal to 1.1

based on field investigation.

a) Upstream wall

b) Roof

c) Down stream wall LITHOLOGY

CRUSHED/SHEARED

LIMESTONE

SHALY LIMESTONE

SHALE/CLAYSTONE

DOLOMITE

SILTSTONE

SANDSTONE

IGNEOUS ROCK

ROCK FRAGMENTS/BRECCIA

COAL

Figure 4 Geological profile of Siah Bisheh powerhouse cavern, a) Up stream wall, b) roof, and c) down-
stream wall (Lahmeyer & IWPC, 2005).
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Table 1 Mechanical and Physical properties of intact rocks (Lahmeyer & IWPC, 2005).

Parameters Quartzitic Sandstone Red Shale Melaphyr

Dry Density (Kg/m3) 2810 2630 2900
Saturated Density (Kg/m3) 2970 2750 2920
Bulk Modulus (GPa) 8.33 5 16.67
Shear Modulus (GPa) 6.25 3 12.5
compressive strength (MPa) 85 50 100
Tensile Strength (MPa) 6 3 6
Friction Angle (°) 50 40 50
GSI 53 48 55
Mi 20 9 25

Table 3 Rock Mass Shear Strength according to Hoek and Brown 2001 and flat jack tests (Lahmeyer &
IWPC, 2005).

Rock Type GSI UCS mi Disturbance Factor = 0 Disturbance Factor = 0.7 Flat Jack Test
(MPa) E cmσ C φ E cmσ C φ E ν

(GPa) (MPa) (MPa) (°) (GPa) (MPa) (MPa) (°) (GPa)

Quartzitic
Sandstone Red

53 85 20 11 22 1.6 53 7.1 14 1.1 46 15 0.2

Shale 48 50 9 6.3 7.9 0.98 41 4.1 4.7 0.66 32 7.5 0.25

Table 2 Mechanical properties of rock joints (Lahmeyer &
IWPC, 2005).

Item Value

Normal Stiffness (MPa/m) 20000
Shear Stiffness (MPa/m) 7690
Cohesion (MPa) 0.5
Friction Angle (°) 30
Tensile Strength (MPa) 0

Table 4 Discontinuity orientations in the powerhouse
cavern area (Lahmeyer & IWPC, 2005).

Discontinuity Dip Direction [ ° ] Dip [ ° ]

Bedding 195 55
Joint J1 030 56
Joint J1–1 018 81
Joint J1–2 009 66
Joint J1–3 305 80
Joint J2 078 82



3.3 Time dependent behavior of rocks

The understanding of time dependent effects or creep behavior of rocks adjacent to the
cavern and its influence on long-term stability is extremely important. Increasing
pressure on support system due to creep behavior of rock is one of the most important
issues in underground structures with weak surrounding rock mass (Barla, 2001).
The time dependent deformation of rocks has significant impact on stability of

underground structures, such as nuclear waste storage facilities, tunnels and power-
house caverns. To evaluate the stability of the underground structures and design their
support systems, time dependent deformations should be highly considered (Shalabi,
2004; Tsai, 2008; Sharifzadeh et al., 2013). Therefore time dependent behavior of
underground structures and predicting the long-term behavior of them is assumed in
special places. Predicting the time dependent behavior of underground structures is not
an easy task, because it needs a reliable constitutive model which can interpret creep
phenomena (Boidy & Pellet, 2000). It is also well known that rock property measure-
ments based on laboratory tests cannot be extrapolated directly to field scale without
due precaution (Boidy, Bouvard & Pellet, 2002) because the mechanical properties of
jointed rock mass are strongly dependent on the properties and geometry of joints.
Therefore, it is essential to use numerical analysis for simulating time dependent
behavior of rock mass and compare them with measurements obtained on the mon-
itored cavern over a long period.
Several tri-axial creep tests were performed on rock specimens of the cavern site for

estimating the time dependent behavior of rock around the cavern. The Axial strain –

time curves under different deviatoric stress for a typical specimen (test 1) were shown
in Figure 5. The creep tests and in situ measurements were used to estimate parameters
of power constitutive creep model which was able to model the primary and secondary
creep regions of rock masses (Nadimi et al., 2010).
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Figure 5 Axial strain – time plots of tri-axial creep test results under different deviatoric stress (Nadimi
et al., 2010).
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4 EXCAVATION AND SUPPORT SYSTEM

All caverns were excavated using the New Austrian Tunneling Method (NATM). For
excavation of the powerhouse cavern, at first a pilot was drilled at the center of the crown
(sequence 1 in Figure 6) and then slashing of the crown was carried out (sequence 1 in
Figure 6). After that, benching was performed with 3meters’ depth per stage which were
excavated until the powerhouse floor (sequence 3 to 16 in Figure 6) (Ghorbani &
Sharifzadeh, 2009).
The support system in the powerhouse cavern consists of shotcrete with wire mesh

(20 cm in side walls and 25 cm in roof), fully grouted rock bolts (temporary support
system) and double corrosion protected tendons (permanent support system). After
each cycle of blasting, the exposed roof and walls were immediately shotcreted. Bolt
installation was sometimes delayed. Systematically drainage holes 4m in length and a 4
× 4 m spacing pattern were performed at roof and side walls of the powerhouse cavern
(Figure 6) (Ghorbani & Sharifzadeh, 2009).
In Table 5 physical properties of shotcrete and interface with the rock and in Table 6

parameters of tendons were presented.

5 INSTRUMENTATION AND MONITORING SYSTEM OF CAVERN

Monitoring is the systematic collection of information as the project progresses. It is
aimed at improving the safety, efficiency and designmodification of a project which can
be an invaluable tool to provide a useful base for parameter evaluation.
Six instrumentation arrays were set up along the axis of the powerhouse cavern at

chainages of 26, 49, 67, 87,105 and 121. These arrays consist of multiple point bore-
hole rod extensometers in the roof and sidewalls, convergence points, piezometers as

UPSTREAM
1
3
4
5
6
7
8
9
10
11
12
13
14
15
16

2 2
DOWNSTREAM

Rock Bolt 140 kN, L = 3, 5 and 8 mm
DRAIN HOLES Ø48 mm / Ø56 mm
TENDON 890 kN, L = 22 M
TENDON 890 kN, L = 15 and 20 m

Figure 6 Excavation sequence and typical support system installed in the powerhouse cavern and
excavation stages with drainage holes at roof and sidewalls (Sharifzadeh et al., 2009).
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well as load cells on selected cable tendons. It is worth mentioning that due to delay in
installation of extensometers, some part of displacement data was lost and should be
considered in the calculation. A typical instrumentation section of the powerhouse
cavern is illustrated in Figure 7 (Sharifzadeh et al., 2009).

Table 6 Properties of tendons used in modeling (Ghorbani & Sharifzadeh, 2009).

Support type Diameter
(mm)

Young’s modulus
(GPa)

Ultimate yield load
(KN)

Kbond
(GN/m/m)

Sbond
(MN/m)

Tendon 26.5 200 300 6.41 2.01
Tendon 47 200 890 6.03 3.77
Tendon 63.5 200 1540 6.79 4.59

Table 5 Physical properties of the shotcrete and the interface
with the rock (Ghorbani & Sharifzadeh, 2009).

Shotcrete

Density (Kg/m3) 2400
Elastic modulus (GPa) 21
Poisson’s ratio 0.2
compressive strength (MPa) 40
Tensile Strength (MPa) 20

Interface between the shotcrete and the rock

Cohesion (MPa) 2.5
Friction Angle (°) 35
Dilation angle (°) 10
Normal Stiffness (GPa/m) 10
Shear Stiffness (GPa/m) 10

VAULT ADIT

UPSTREAM DOWNSTREAM

4–FOLD ROCK EXTENSOMETER (2–5–10–15, 20, 25 and 30 m)
EXTENSOMETER HEAD WITH GEODETIC SURVEY POINT

PIEZOMETER, PRESSURE RANGE UP TO 500 kN/m2

CONVERGENCE PIN

Figure 7 Typical instrumentation array installed in the powerhouse cavern (chainage 67) (Sharifzadeh
et al., 2009).

Siah Bisheh powerhouse cavern design modification using observational method 163



6 CONTINUUM-DISCONTINUUM NUMERICAL MODELING
OF CAVERN

6.1 Numerical modeling of powerhouse cavern

There are two approaches available in jointed rockmodeling, one is the continuum and
the other is the discontinuum approach. The use of continuum modeling in tunnel
engineering makes it essential to simulate the rock mass response to excavation by
introducing an equivalent continuum.
The most common way to solve this problem is to scale the intact rock properties

down to the rock mass properties by using empirically defined relationships such as
those given by Brady and Brown (2004).
Rock joints and discontinuities in rock mass play a key role in the response of a

tunnel to excavation, i.e. joints can create loose blocks near the tunnel profile and cause
local instability; joints weaken the rock and enlarge the displacement zone caused by
excavation; joints change the water flow system in the vicinity of the excavation. The
use of discontinuum modeling has been gaining progressive attention in tunnel engi-
neering mainly through the use of the UDEC and 3DEC codes, for 2D and 3D
discontinuum modeling respectively (Itasca, 2007).
The Siah Bisheh powerhouse cavern was located in discontinuous media and con-

sidering low level in situ stress, the failure of rock mass was mainly controlled by the
discontinuity distribution. In this study considering block size, pattern and spacing of
discontinuities, three-dimensional distinct element analysis was performed.
Considering 5 joint sets, with joint spacing 12, 14 and 17cm plus bedding planes, low

overburden (maximum 250 m), uniformity in monitoring data and various lithology
and also bad type rock in most monitoring sections, continuum function is likely.
Therefore it seemed modeling in both continuum and discontinuum was essential. In
order to numerically model the Siah Bisheh underground openings, PHASE2 and
3DEC codes were utilized. At first two 2-D models were prepared in the chainages
49m and 105m of the powerhouse cavern using PHASE2. Then a 3D model was
constructed through the 3DEC code. Figure 8 shows the flowchart of back analysis
of the powerhouse cavern under natural conditions.
The Mohr-Coulomb plasticity model was assigned as constitutive model for both

continuum and discontinuum analysis as constitutive mechanical model. The value of
stress ratio (k) was determined based on field investigation to equal 1.1.
The minimization of the error function alone, does not always guarantee a correct

back analysis. The qualitative trend of the displacements on the wall of the excava-
tions should be the same in the calculation as in reality, as a confirmation of the
validity of the calculation model and of the simplified assumed hypotheses. Then
direct analysis of the powerhouse cavern under natural conditions (underground
water table 1880 m) using these optimized parameters was implemented and stability
of the powerhouse and its support systemwas assessed. Finally, for long term stability
assessment of the powerhouse cavern under saturated conditions, the underground
water table in the model was raised gradually to final elevation (1905m). Considering
instability problems especially in the area of 2nd and 3rd instrumentation array in
saturated conditions, a cut-off curtain as an efficient method to guarantee long term
stability was proposed.
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Model setup: (1) Model geometry and geological structures, (2) Define constitutive
behavior and material properties, (3) Specify boundary and initial conditions
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Figure 8 Flow chart of back analysis and stability analysis under natural and saturated conditions
(Ghorbani & Sharifzadeh, 2009).



6.2 Continuum modeling

The geological condition along the caverns was different so as built geology models for
two separate monitoring sections of the PHC were made. The models include the final
shape of caverns, the as-built excavation sequence, as-built support measures inclusive
of their respective time of installation and installation time of monitoring instruments.
Also geological model had to be simplified, considering the great number of thin layers,
which changed partially in the decimeter range could not be taken over into the
numerical model. Also the contacts between different lithological units were assumed,
as joints (Yazdani et al., 2011) (Figure 9).

6.3 Discontinuum modeling

The Siah Bisheh powerhouse cavern is located in discontinuousmedia and the failure of
rock mass is mainly controlled by the discontinuity distribution. In this study consider-
ing block size, pattern and spacing of discontinuities, three-dimensional distinct ele-
ment analysis was performed.
Siah Bisheh underground openings were under construction in rocks which are

formed mainly from quartzite sandstone, red shale and igneous rocks (mainly classi-
fied as hard and competent rocks). The powerhouse cavern was constructed beneath
the underground water table. Therefore for long term stability analysis the water
effect was studied on these rocks and underground water table was exerted in the
discontinuum model. Water’s effect on such rocks is mainly mechanical and pore
pressure in intact rock and uplift pressure in discontinuities should be considered.
Water absorption in hard rocks mainly doesn’t change the strength parameters
(cohesive strength and intrinsic friction angle). For these types of rocks, in all rock
strength criteria, total stress should be replaced by effective stress and in rock joints,

Figure 9 (a) Continuum model for monitoring section 2 (sedimentary area), and (b) Continuum model
for monitoring section 5 (melaphyry area) – PHASE2 (Yazdani et al., 2011).
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uplift pressure (u) was exerted on the joint surfaces, and uplift pressure was subtracted
from total normal stress (Sharifzadeh, 2002) (Figure 10).
After model setup and steps to equilibrium state, direct back analysis of the power-

house cavern using extensometer results was carried out and calibrated geomechanical
properties of rocks, stress ratio and joints parameters were identified.

6.4 Time dependent numerical modeling

There are eight power models in 3DEC software for simulating time dependent beha-
vior of structures. Based on the creep tests and in situ measurements power model was
used for simulating the time dependent behavior of the cavern. The standard form of
this law in 3DEC is as follow:

_εcr ¼ Aσn ð1Þ
Where έcr is the creep rate, A and n are material properties, σ ¼ 3

2

� �1=2ðσdij σdijÞ1=2 with σdij
being the deviatoric part of σij. The deviatoric stress increments are given by;

Dσdij ¼ 2Gð _σd
ij � _σc

ijÞDt ð2Þ

Where G is shear modulus, and _σd
ij is the deviatoric part of the strain-rate tensor.

For time dependent analysis the system is required to be always in mechanical
equilibrium, the time-dependent stress increment must not be too large compared to
strain-dependent stress increment; otherwise, out of balance force will rapidly become
large, and inertial effects may affect the solution. For the power law, the viscosity may
be estimated as the ratio of stress magnitude σ to the creep rate, _εcr. Using Equation 1,
the maximum creep timestep is;

a b

GGC

TRC

PHC

Figure 10 (a) 3D Model geometry with discontinuities, bedding planes and underground water table;
and (b) location of powerhouse, transformer and guard gate caverns in discontinuum model-
3DEC (Sharifzadeh et al., 2007).
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ΔtcrMax ¼
σ�1�n

AG
ð3Þ

Where A is power law constant; and G is elastic shear modulus (Itasca, 2007).
Triaxial creep tests were conducted on rock samples which were prepared from

extensometer boreholes. The samples were red shale and quartzite sandstone and
they were dry with 54 mm diameter and 110–120 mm high. The quartzite sandstone
samples had high compression strength and very little creep strain; therefore triaxial
creep tests of shale samples withmore creep pronewere used to determine powermodel
parameters. As shown in Figure 11, the creep tests were conducted in several steps and
different deviatoric stresses (Nadimi et al., 2010).

7 BACK ANALYSIS OF ROCK MASS AND DISCONTINUITY
PROPERTIES

Back analysis techniques as a practical engineering tool are nowadays often used in
geotechnical engineering problems for determining the unknown geomechanical para-
meters, system geometry and boundary or initial conditions using field measurements
of displacements, strains or stresses performed during excavation or construction
works (Sakurai, 1993).
The direct approach employs the trial values of the unknown parameters as input

data in the stress analysis algorithm, until the discrepancy between measurements and
corresponding quantities obtained from a numerical analysis is minimized (Cividini
et al., 1981; Feng&Zhao, 2004). Trial values should be defined based on an algorithm
which follows all combinations of different parameters until the optimum values of all
variables are determined. This classic approach is relatively simple and suitable for
parameters that are independent. While application of this method for parameters that
influence or interact with one another is restricted. This method could successfully
search the optimal values of parameters regardless of their initial values. Obviously it is
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Figure 11 Axial strain – time plots for tri-axial creep tests and fitting curves for specimen 1 (Nadimi
et al., 2010).
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better that variation of parameters take in a valid interval which has obtained from
laboratory and field testing combined to experimental relations (Gioda & Locatelli,
1999; Oreste, 2005).
In this study displacement based direct back analysis using variable staggered grid

optimization algorithmwas applied. Direct formulation was very flexible and applying
such a procedure for complex constitutive models was appropriate. Furthermore,
development of the direct back analysis code was much less difficult than development
of the code based on an inverse algorithm. The only work is appending an existing
program with a module. For this purpose a Fish function was written to do the
minimization of errors between measured and computed values as follows:

εðpÞ ¼
Xn

i¼0

umi ðpÞ � ui
ui

� �2

ð4Þ

Where ui and umi ðPÞ, i ¼ 1; 2; :::; n were the measured and corresponding numerical
results, respectively and n was the number of measured points. Obviously, umi ðPÞ
depends on the unknown model parameters collected in the vector P. Here we used a
normalized error function to decrease the effect of measurement error.
As wasmentioned before, the end part of cavern consisted of igneous rocks and for this

reason to back analysis geomechanical properties of these parts two different error
functions based on an equation (Swoboda et al., 1999) using results of extensometers at
each part were developed. The measurement results were processed before using them in
back analysis. Wrong displacements due to error in installation, reading and recording of
data or inaccurate performance of instruments were eliminated. Therefore after assess-
ment of extensometer results, finally 150 displacement data among 208 displacement data
were selected for back analysis. The results of back analysis for theMelaphyry section and
sedimentary part are presented in Tables 7 and 8, respectively. Results showed that elastic
modulus has the highest effect and Poisson’s ratio, friction angle and cohesion had
respectively the least effect on error function and thus on displacement values.
The relationship between the horizontal and vertical stresses in the rockmass (k) was

more difficult to estimate from the preliminary investigations and it relied closely on

Table 7 Results of back analysis for Melaphyry section (Ghorbani & Sharifzadeh, 2009).

Constant Parameters C = 2.5 MPa, ϕ = 43°, υ = 0.22, K = 1.1, β = 0°

Young’s modulus (MPa) 14 15 16 17
Error (%) 2.4410 2.1289 1.6571 1.9964

Constant Parameters E = 16 GPa, ϕ = 43º, υ = 0.22, K = 1.1, β = 0º

Cohesion (MPa) 2 2.5 3 3.5
Error (%) 1.7583 1.6571 1.5137 1.6852

Constant Parameters E = 16 GPa, C = 3 MPa, υ = 0.22, K = 1.1, β = 0º

Friction Angle (°) 40 41 42 43
Error (%) 1.3874 1.261 1.4023 1.5137
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back analysis results. For this purpose after identification of geomechanical properties
for the Melaphyry section and sedimentary part, back analysis for stress ratio was
carried out and results are shown in Table 9. Results also showed that stress ratio had a
great effect on error function and by increasing it, values of displacements in the
powerhouse wall had been increased.
Considering discontinuum modeling of powerhouse caverns and the effect of dis-

continuities parameters on numerical modeling results, back analysis was carried out to
find strength of discontinuities and stiffness properties (Table 10). Results show that
the parameters of discontinuities especially joints’ normal and shear stiffness have a
remarkable influence on the value of error function.
About 40 to 50 meters of the end of powerhouse cavern was igneous rock (Melaphyr)

and the remainder was the sedimentary part which comprised a the sequence of Quartzite
Sandstone, Red Shale, Mylonite and Melaphyr. For this reason to obtain back analysis
geomechanical properties of these parts two different error functions based on formula (1)
using results of extensometers installed in each part were developed in discontinuum
model. But in the continuum method two different models in the chainages of 49m
(sedimentary part) and105m(melaphyry section) of the powerhouse cavernwereprepared
and back analysis was performed separately for these two models.
The minimization of the error function alone, does not always guarantee a correct

back analysis. The qualitative trend of the displacements on the wall and vault of the

Table 8 Results of back analysis in sedimentary part (Ghorbani & Sharifzadeh, 2009).

Constant Parameters C = 1.5 MPa, ϕ = 40º, υ = 0.25, K = 1.1, β = 0º

Young’s modulus (MPa) 6 7 8 9 10
Error (%) 5.5103 4.8061 4.3677 3.9664 4.4739

Constant Parameters E = 9 GPa, ϕ = 40º, υ = 0.25, K = 1.1, β = 0º

Cohesion (MPa) 1.25 1.5 1.75 2 2.25
Error (%) 4.2154 3.9664 3.6532 3.8912 4.2079

Constant Parameters E = 9 GPa, C = 1.75 MPa, υ = 0.25, K = 1.1, β = 0º

Friction Angle (°) 37 38 39 40 –

Error (%) 3.4277 3.2238 3.4816 3.6532 –

Constant Parameters E = 9 GPa, C = 1.75 MPa, ϕ = 38º, K = 1.1, β = 0º

Poisson’s ratio 0.23 0.24 0.25 – –

Error (%) 3.2351 3.1907 3.2238 – –

Table 9 Results of stress ratio back analysis (Ghorbani & Sharifzadeh, 2009).

Melaphyry section parameters E = 16 GPa, υ = 0.22, C = 3 MPa, ϕ = 41º, β = 0º

Sedimentary part parameters E = 9 GPa, υ = 0.24, C = 1.75 MPa, ϕ = 38º, β = 0º

Stress ratio (k) 1.1 1.15 1.2
Total percent (%) 3.4238 3.7993 4.3486
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excavations should be similarly the same in the calculation as in reality, as a confirma-
tion of the validity of the calculation model and of the simplified assumed hypotheses.
In tables 7 and 8, final results of back analysis for Melaphyry section and sedimen-

tary part for both continuum and discontinuum models are presented. In both con-
tinuum and discontinuum models results show that elastic modulus has the highest
effect and Poisson’s ratio, friction angle and cohesion have respectively the least effect
on error function and thus on displacement values.
Considering continuum and discontinuum modeling of powerhouse caverns and

the effect of joint parameters on numerical modeling results, back analysis was
carried out to find joint strength and stiffness properties (Table 8). Results in con-
tinuummodels showed that friction angle had a major impact on deformations of the
powerhouse cavern. Also results in the discontinuum model showed that joint para-
meters especially joints’ normal and shear stiffness had a remarkable influence on
error function values.

8 DIRECT STABILITY ANALYSIS OF POWERHOUSE CAVERN
UNDER DIFFERENT CONDITIONS

8.1 Natural conditions

After finding calibratedmodel values for geomechanical properties of rocks, stress ratio
and discontinuity parameters, direct analysis of the powerhouse cavern under natural
conditions with existing underground water table (1880 m) were carried out.
In order to compare the results of analysis with measured values, deformations were

utilized in several locations of the powerhouse cavern which were adjacent to extens-
ometers of 3rd instrumentation array (Table 11). This array was very important due to
presence of many shear zones in this region. Instrumentation showed large displacement
and increase in the load of load cells in this array. As shown inTable 11, computed results

Table 10 Results of back analysis for joints parameters (Ghorbani & Sharifzadeh, 2009).

Melaphyr parameters E = 16 GPa, υ = 0.22, C = 3 MPa, ϕ = 41º, β = 0º, K = 1.1

Sedimentary part parameters E = 9 GPa, υ = 0.24, C = 1.75 MPa, ϕ = 38º, β = 0º, K = 1.1

Joint parameters C = 0.5 MPa, ϕ = 30º

Normal Stiffness (GPa/m) 10 20 30 40
Shear Stiffness (GPa/m) 2 7.69 10 30
Total percent (%) 5.6222 3.4238 3.0992 5.3968

Joint parameters JKn = 30 GPa/m, JKs = 10 GPa/m, ϕ = 30º

Cohesion (MPa) 0.4 0.5 0.6 –

Total percent (%) 2.7533 3.0992 3.6049 –

Joint parameters JKn = 30 GPa/m, JKs = 10 GPa/m, C = 0.4 MPa

Friction Angle (°) 25 30 35 –

Total percent (%) 2.9527 2.7533 3.1161 –
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were in good agreement with measured values. Because of delay in the installation and
reading of extensometers, the first part of the deformations was lost; therefore measured
data showed lower values compared to calculated results. Generally numerical modeling
showed better consistency with reality. Figure 12 shows a cross section of displacement
vectors in natural conditions. As seen in Figure 12, the powerhouse was stable and the
existing support system had a good efficiency to control displacements. The maximum
displacement of the powerhouse cavern which would occur in upstream wall equaled
6.51 cm. Transformer and guard gate caverns were both in stable condition. It is

Table 11 Comparison between computed and measured values of displacements in 3rd instrumenta-
tion array (millimeter) (Ghorbani & Sharifzadeh, 2009).

Measured values using
Extensometers

Computed values in
natural conditions

Upstream wall Installed from Vault Adit (EXT.1) 18 21.2
EL. 1858 (EXT.2) 59.06 64.2
EL. 1847 (EXT.3) 24.5 23.17

Roof Upstream roof (EXT.4) 11.73 16.23
Roof center (EXT.5) 17.22 17.4
Downstream roof (EXT.6) 4.7 14.68

Downstream wall EL. 1858 (EXT.7) 11.3 21.18
EL. 1858 (EXT.8) 45.6 48.1
EL. 1858 (EXT.9) 16.98 23.26
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Figure 12 A cross section of displacement vectors (in m) in natural conditions (groundwater level 1880)
(Ghorbani & Sharifzadeh, 2009).
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noteworthy that the drainage system around the powerhouse cavern was not considered
in the analysis and considering it would guarantee its stability under natural conditions.
To verify numerical simulation, displacements obtained by numerical method were

compared with those obtained from direct measurements. Displacement measurements
within the rock mass had been recorded in borehole extensometers installed over the
periphery of the cavern. There were three types of extensometers installed in the cavern;
the extensometers 30m in length, gave the displacement inside rock at 2 m, 5 m, 10 m
and 30m, the extensometers 25m in length, gave the displacement inside rock at 2 m, 5
m, 10 m and 25 m, and the extensometers 20m in length, gave the displacement inside
rock at 2 m, 5 m, 10 m and 20 m from the crown of the cavern. The comparison of the
measured and computed displacement-time curves showed that the power law model
parameters of the data set No. 1(b) in Tab. 11 had better simulation results than
another set of parameters (see Figure 11).
Figure 13 shows the failure zone around the powerhouse cavern in natural condi-

tions. Proportionate to induced stress due to cavern excavations and rock strength,
rock mass in some areas around the powerhouse cavern was in a failure condition. As
seen in Figure 13, the type of failure in the powerhouse cavernwas tension and themost
critical situation was in the upstream wall. Depths of failure zone in upstream and
downstream walls were respectively 6 m and 5 m. All design activities must be taken to
prevent tension failure zone development. As shown in Figure 13, the pillars between
the powerhouse and guard gate caverns were stable and their stress fields would not
influence each other.

Failure zone in
downstream wall

Failure zone in upstream wall

Failure indicators
current failure
previous failure
matrix shear
matrix tension
ub. joint shear 
ub. joint tension

Figure 13 A cross section of failure zone around caverns in natural conditions (Ghorbani & Sharifzadeh,
2009).
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8.2 Saturated conditions

After d/s dam impounding and increasing the level of the underground water table, the
powerhouse cavern would be 30 m below the maximum lake level of the d/s dam. For
stability analysis under such conditions the underground water table was raised gradually
in five steps with 5 m intervals up to maximum level and results of analysis under fully
saturatedconditionswereused topredict rateofdisplacementsandefficiencyof the support
system. To calculate the value of uplift pressure in joints around the 3rd instrumentation
array in the powerhouse cavern a Fish function was developed. This program found the
nearest zone to the joint surface considering introducedpointswhichwere corresponded to
extensometer installation points in the crown center, upstream and downstreamwalls and
then draws the uplift pressure graphs based on solving time step for the model.
Figure 14 shows a cross section of displacement vectors in saturated conditions. As

seen in Figure 14, powerhouse cavern walls in the chainage of the 2nd and 3rd instru-
mentation arrays were unstable and displacements were higher than permissible values.
Powerhouse cavern roof displacements were in reasonable range and transformer and
guard gate caverns were in good stable condition. The values of displacements in the
downstream wall were higher than upstream wall. There were 3 reasons for this issue.
First, the attitude of joints to the powerhouse cavern made some unstable blocks in the
downstream wall. Second, the value of pore water pressure in the upstream wall was
higher than of the downstream wall due to higher underground water table in the
upstream wall. Then the value of effective stress which was the cause of displacements
was higher in the downstream wall. Third, as shown in Figure 14, uplift pressure was
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Figure 14 A cross section of displacement vectors (in m) in saturated conditions (groundwater level
1905) (Sharifzadeh et al., 2008).
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exerted on the rock mass in upstream wall joints and tended to stability but uplift
pressure in downstream wall joints acted towards instability of the powerhouse cavern.
In Figure 15, the history of uplift pressures in joints surfaces of the crown center,

upstream and downstream walls of the powerhouse cavern is illustrated. This figure
shows increasing of uplift pressure in blocks interface correspond to 3 joints which cut
the powerhouse cavern. As seen in Figure 15, with increasing of the underground water
table from 1875 m (natural conditions) to 1905 m (saturated conditions) the values of
uplift pressure increased in block interfaces. This is due to increasing of hydraulic
pressure considering d/s dam impounding and rising underground water table.
The pressure exerted on discontinuity surfaces and called uplift pressure was com-

puted as follows:

U ¼ γw:Z ð5Þ
Where U is uplift pressure (Pa), γw is unit weight of water (N/m3) and z is the height of
water above discontinuity surfaces (m).
With increasing uplift pressure in discontinuities, pressure on support systems would

increase which tends to convergence of PHC walls and increasing the value of rock block
displacements. This issue finally tends to powerhouse cavern failure in the area of the 2nd
and 3rd instrumentation arrays. Therefore it was necessary to control the water pressure
by an efficient stabilization method to guarantee long term stability of the powerhouse
cavern.
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with increasing underground water table (Ghorbani & Sharifzadeh, 2009).
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As shown in Figure 14, the displacement plots had a similar tendency evolution; there
were only some instantaneous displacements in computed plots due to shear deformation
of joints or plane of layers. In addition, there were instantaneous increases of computed
displacement after excavating the lower levels of the cavern. The total displacement
contour after one year is shown in Figure 15. It should be implied that, by increasing the
run time, the displacement in walls would be increased more than the crown.
At the time of analysis excavation of the powerhouse cavern was completed and it was

impossible to modify the support system. Therefore to guarantee long term stability of
the powerhouse cavern under saturated conditions, a cutoff curtain was proposed.
Results of analysis under natural and saturated conditions showed that the powerhouse
cavern roofwas stable and therewas noneed to perform a cutoff curtain in the PHC roof.
PHC floor concrete slabmore than 5m in heightwould be carried out in the futurewhich
would guarantee long term stability of this part under saturated conditions. So there was
no need for a cutoff curtain for the floor of the PHC too. To perform cutoff curtain in the
upstream wall of the PHC it was proposed to use vault adit which was excavated in this
part of the PHC. It was recommended to perform the downstream wall’s cutoff curtain
from the transformer cavern (Figure 16). To perform cutoff curtain for the north wall
and south wall of the PHC it was proposed to use a ventilation tunnel and transformer
cavern respectively (Figure 17).

9 DISCUSSION

Back analysis is a practical engineering tool to evaluate geomechanical parameters of
underground and surface structures based on field measurements of some key variables
such as displacements, strains and stresses. These parameters are necessary for stability
analysis and design of support system for geostructures.
Back analysis of Siah Bisheh powerhouse cavern during construction using the finite

element method and distinct element method were carried out in the computer codes
PHASE2 and 3DEC. Initial values of input parameters required in the both models

Cutoff curtain 
for upstream 

wall

Cutoff curtain 
for downstream 

wall

PHC

Vault Adit 

GGC

TC  TRC 

Underground 
water table

Figure 16 Proposed locations for cutoff curtain in PHC upstream and downstream walls (Ghorbani &
Sharifzadeh, 2009).

176 Sharifzadeh et al.



were based on the results of geological and geotechnical investigations and estimated
by empirical and theoretical methods.
The parametric studies indicated that cavern response was strongly dependent on the

rock mass modulus, ratio between horizontal and vertical stresses and friction angle of
joints. As could be observed fromTable 7, almost all rockmass parameters resulting from
back analyses in bothmodelswere in good agreement together but the elasticitymodule of
melaphyry section and friction angle of joint parameters in both models showed discre-
pancy. This major difference between Young’s modulus could be explained by adjacent
excavation openings, shear zones and non-interference efect of rocks layers in the dis-
continuummodel. It also seems that the difference between the values of friction angle of
joint parameters was based on software performance. This study clarified that the back
calculated value of Young’s modulus was more representative for mechanical behavior of
rock masses in a large domain. Meanwhile the results demonstrated clearly that the
default assumed rock mass parameters for design powerhouse cavern were high.
Eventuallywith reference tomodeling in this practice, it seems the interest has been placed
on the adoption of discontinuum models which give a more realistic and representative
picture of rock mass behavior than equivalent continuum models.
It is normally considered that the creep of rockmasses in situ is governed primarily by

the behavior of discontinuities, i.e. the bedding planes, faults and joints.
Numerical simulation of time dependent behavior of the Siah Bisheh powerhouse

cavern showed that the power creep model was relevant on an enlarged scale. The
parameters of this model were determined on the basis of triaxial creep tests and
monitoring data. Crown inward displacement increased as the time increased with
decreasing rate. Although there was a scale effect on the power model parameters, the
creep behavior of the small rock samples had the same character as the rock mass
around the cavern. It was considered that the creep of in situ rock mass was governed
by the behavior of discontinuities.
In addition, by increasing the span or scale of the cavern, the rate of the displacement

increased in the first days. Also, some instantaneous displacement occurred by drilling
the second and third excavation sequences but the excavation of the 4th stage had
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Ven�la�on Tunnel

TRC

PHC 

Underground water 
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Figure 17 Proposed locations for cutoff curtain in PHC north and south walls (Sharifzadeh et al., 2008).
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vanishingly small effect on the strain-time curve of the crown. However, the results of
power model were fairly consistent.

10 CONCLUSION

In Table 12, results of back analysis for geomechanical properties for melaphyry
section and sedimentary part, stress ratio and discontinuities parameters are presented.
The best way to present the final results of the back analysis is to introduce them as a
mean value and its amplitude.
Results of analysis showed that powerhouse, transformer and guard gate caverns were

stable under natural conditions and the existing support system had suitable efficiency and
could effectively control displacements. Powerhouse cavern long term stability under
saturated conditions was analyzed. Results of analysis showed that after d/s dam
impounding, considering the vicinity of powerhouse cavern to d/s dam reservoir, pore
water pressure and uplift pressure in discontinuities around the powerhouse cavernwould
arise and tend to local failure of the powerhouse cavern. The values of displacements in
downstreamwall under saturated conditions were higher than upstreamwall values. This
was due to high effective stress in this region and forming some unstable blocks consider-
ing attitude of discontinuities to powerhouse cavern. To prevent powerhouse failure and
assure its long term stability, a cutoff curtain corresponding to the introduced layout was
proposed.
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Rock mechanics plays a critical role in the design and construction of hydroelectric projects including
large caverns under high in situ stress, deep tunnels with overburden more than 2500 m, and excavated
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deformation and failure depth of surrounding rock masses, development of the optimal excavation
scheme and support design. In situ monitoring results of the displacements and excavation damaged
zones (EDZs) have verified the rationality of the design methodology.
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1. Introduction

In order to meet the increasing requirements for energy con-
sumption in China, a large number of hydroelectric engineering
projects have been, and are being, or will be developed. There are
totaling more than 20 large-scale hydroelectric power plants along
Yangtze River, Jinsha River, Yalong River, and Dadu River. However,
there are great challenges for the development of these hydro-
electric projects. The first one is the complicated geological con-
ditions encountered during construction. For example, columnar
jointed basalt and several interlayer shear zones are observed in the
Baihetan high-slope dam foundation (see Fig. 1). The second is the
high in situ stresses. For example, the overburden of the Jinping II
diversion tunnels is more than 2000 m (maximum depth of
2525m), and themaximum in situ stressmeasured is about 70MPa
(Wu and Wang, 2011). The third is the large-scale dimensions. For
example, the Baihetan underground cavern group is currently the
largest in the world. The dimensions of each main powerhouse
g).
ock and Soil Mechanics, Chi-

s, Chinese Academy of Sciences. Pr
y-nc-nd/4.0/).
(Fig. 2) are 453 m (length) � 34/31 m (span) � 88.7 m (height).
These difficult conditions introduce higher risk of rock mass failure
in terms of large volumetric collapses, rockbursts, deep rock
cracking, and large deformation of hard rocks. For example, a severe
collapse of more than 3000 m3 rock volume occurred in the Dag-
angshan powerhouse when excavating layer I (see Fig. 3). During
tunnel boring machine (TBM) excavation of the drainage tunnel at
Jinping II project, extremely severe rockbursts occurred (Fig. 4).
Deep rock cracking has also been observed in the Jinping I power-
house, in which the measured depths of excavation damaged zone
(EDZ) on high sidewalls are 12e15 m (Fig. 5). Besides, large defor-
mation of hard rock masses is also experienced in the same hy-
dropower station, with the maximum displacement of 201.94 mm
observed on the sidewall of the transformer chamber (Wei et al.,
2010).

A significant effort has been made to guarantee the safe con-
struction of these large-scale hydroelectric projects. Rock me-
chanics studies have been systemically carried out over the past
half century, for example the Three Gorges Project (Dong et al.,
2008). Some new models and methods have been developed and
applied to the field by many scholars, which are of great contri-
butions to the rock mechanics research community. One of the
pioneers is the internationally high-acclaimed Professor Ted
oduction and hosting by Elsevier B.V. This is an open access article under the CC BY-
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Fig. 1. Baihetan hydroelectric dam foundation (The marked area is the columnar jointed rock mass).

Fig. 2. Baihetan hydroelectric underground powerhouse.
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Brown, fromwho the Chinese colleagues have learned a lot from his
works (e.g. Brown, 1980, 2012a; b; 2015a; b; 2017, 2018; Hoek and
Brown, 1980, 1997; 2019; Brady and Brown, 2004; Contreras et al.,
2018; Contreras and Brown, 2019). He has given various rock me-
chanics advices for the Pulang copper mine and associated
consulting projects, and also the keynote lectures in the 12th In-
ternational Society for Rock Mechanics and Rock Engineering
(ISRM) Congress in Beijing in 2011. The proposed Hoek-Brown
criterion, one of his major achievements during his career life,
Fig. 3. Collapse in the Dagangshan unde
has been widely accepted and used across the world (see Fig. 6). In
Fig. 6, the data sources are mainly from China’s database searched
in China National Knowledge Infrastructure (CNKI), in which all the
papers written in Chinese and some in English can be tracked. The
category “English papers by foreign authors” is calculated as the
difference between all the English papers related to the Hoek-
Brown criterion and those with first author of China’s affiliation.
However, the article number is in fact underestimated since the
CNKI database fails to include all the English papers related to the
Hoek-Brown criterion published globally. With the generous en-
couragements and helps from Professor Ted Brown, the dynamic
design method for deep tunnels and caverns has been improved
and applied to hydroelectric projects recently in China. This paper
is written, especially acknowledging Professor Ted Brown, due to
his personal influence on the authors’ research career in rock mass
engineering.
2. Progress of recent hydroelectric developments in China

2.1. Underground powerhouses

China’s hydroelectric developments have witnessed a rapid
growth in the 21st century. There were 15 major hydropower bases
in total, over 6000 hydropower stations, with a total installed ca-
pacity of 341 GW in 2017. Most of the hydropower stations adopt
underground cavern groups as power generating facilities. The di-
mensions of the underground powerhouses for several hydropower
stations in China are listed in Table 1. The lengths of the power-
houses are mostly in the range of 270e400 m, among which the
largest one is 453 m (Baihetan). The spans of the powerhouses are
rground powerhouse (Zhang, 2010).



Fig. 4. Rockburst occurring during the TBM excavation of the drainage tunnel at
Jinping II hydroelectric project.

Fig. 5. The EDZ test by P-wave velocity in the Jinping I underground powerhouse (Li
et al., 2009).
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basically within the range of 26e32 m, among which the widest is
34 m (Baihetan). The heights of the powerhouses are generally in
the range of 60e80 m, with the highest of 89.8 m (Wudongde). All
these data demonstrate that the main features of these power-
houses are their large dimensions and the complex geological
conditions. For this, various rock mechanics challenges should be
well addressed during and after construction (Wu et al., 2011,
2016).
2.2. Tunnels

The headrace tunnels of Jinping II hydropower station are
typical of large-scale tunnel group, which is characterized with
large overburden, high in situ stresses, and high water pressure.
Four tunnels are excavated in marble strata in parallel by TBM and
drill-and-blast methods (Fig. 7). The average lengths and diameters
are 16.67 km and 13 m, respectively. The average overburden is
more than 2000 m, with a maximum depth of 2525 m. The
maximum in situ stress measured is about 70MPa, and the induced
maximum stress estimated by back analysis is more than 70 MPa.
The maximum external water pressure may exceed 10 MPa. Severe
rockburst and spalling events have been frequently reported during
excavation.
2.3. Slopes and abutments

Some of the slopes of over 300 m in height are listed in Table 2.
The Jinping I left bank dam abutment slope is 530 m high, with the
maximum horizontal depth of 130 m and the maximum width of
350 m; it is to date the largest rock slope excavations (Fig. 8) (Song
et al., 2011). The Xiaowan slope is the highest slope at present in
China, with height of 695 m. The geological conditions are
generally very complicated in the slopes. Folds, large-scale faults
and other rock mass structures render it difficult to predict the
slope stability and to maintain its safety during and after excava-
tion. These high slopes pose new challenges on rock mechanics
research community due to the lack of sufficient experiences and it
promotes the occurrence of new developments of engineering
technologies.

Some of the representative high dams in China are listed in
Table 3. These dams are mostly 200e300 m high, and are all
double-curvature arch types. Among these dams, the Jinping I arch
dam is the highest (305m) in theworld at present. The stabilities of
the listed dam foundations are more or less affected by the faults
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and other discontinuities. No previous experiences and/or guidance
can be followed. Therefore, new design methodologies have to be
developed.
3. Developments and applications of design and modeling
methods

3.1. The design flow chart and modeling approaches

The flowchart of rock mechanics modeling and rock engineering
design approaches shown in Fig. 9 was developed by Feng and
Hudson (2004, 2011). An updated flowchart for rock engineering
design processes shown in Fig. 10 has also been provided by Feng
and Hudson (2011). These flowcharts have been applied to recent
hydroelectric developments in China, and the study of life-cycle
Table 1
Dimensions of underground powerhouses for several hydropower stations in China.

Name Dimensions of underground
powerhouses (length (m) � span
(m) � height (m))

Geological condit

Three Gorges
(right bank)

329.5 � 32.6 � 86.24 Granite and diori

Longtan 398.9 � 30.7/28.9 � 77.6 Triassic thick-lay
fresh, steeply-dip

Ertan 280.29 � 30.7/25.5 � 65.38 Syenite and gabb
rock burst occurr

Laxiwa 311.75 � 30/27.8 � 73.84 Blocky granite, in
and rockburst oc

Xiaowan 298.4 � 30.6/28.3 � 86.43 Biotite granitic gn
slightly weathere

Jinping I 276.99 � 28.9/25.6 � 68.8 Marble and green
stress, large defo

Jinping II 352.44 � 28.3/25.8 � 72.2 Steeply-dipping,
strike and cavern

Houziyan 219.5 � 29.2 � 68.7 Devonian medium
intact rock mass
intermediate prin

Xiluodu 439.74 � 31.9/28.4 � 75.6 Permian blocky b
strength, mainly
situ stress

Xiangjiaba 245 � 33/31 � 82.5 Triassic grey med
discontinuities ar

Nuozadu 418 � 31/29 � 81.6 Blocky granite, sl
situ stress

Dagangshan 226.58 � 30.8/27.3 � 74.6 Grey medium-gra
are developed alo

Baihetan 453 � 34/31 � 88.7 Cryptocrystalline
inclined faults, m
deformation of sh

Wudongde 333 � 32.5/30.5 � 89.8 Steeply dipping m
bedding strike an
safety control on high-steep rock slopes in hydroelectric engi-
neering has also been considered (Zhou, 2013).
3.2. Identification of the features and constraints of the site, rock
mass and project

Site investigation has been conducted to understand the site-
specific geological conditions. Some methods have been devel-
oped for these purposes. For example:

(1) Three-dimensional (3D) laser scanning and surveying in
geological investigation of high rock slope (Huang and Dong,
2008);

(2) Automated tunnel rock classification using rock engineering
systems (Huang et al., 2013a,b); and
ion

te, fine-grained granite dykes and pegmatite veins intruded, unstable wedges

ered sandstone, siltstone and argillaceous slate, dip angle ¼ 55�e63� , intact and
ping joints and faults developed
ro, local-altered basalt, intact and high-strength, high in situ stress, spalling and
ed
tact and high-strength, high in situ stress, spalling and rockburst occurred, spalling
curred
eiss, schist lens, 3 small-scale faults and other discontinuities developed, fresh to
d rocks, medium to high in situ stress
schist, mainly class III (BQ), 3 faults, 1 lamprophyre vein, 4 joint sets, high in situ

rmation, deep fracturing
medium to thick layeredmarble, mainly class III (BQ), small angle between bedding
axis, medium to high in situ stress
to thick layered limestone and metamorphic limestone, dip angle ¼ 25�e50� ,

with small-scale faults, fractured zones and joints. High in situ stress, high
cipal stress, spalling and rockburst occurred
asalt, formed by multi-period volcanic eruptions. Fresh and intact and high-
class II (BQ), gently dipping, interlayer shear zone developed, low to moderate in

ium to thick layered sandstone, siltstone and mudstone, gently dipping. Main
e bedding planes and interlayer joints.
ightly weathered to fresh, 3 small-scale faults and 3 joint sets, low to moderate in

ined biotite adamellite, multiple diabase dykes, fractured zones, faults and joints
ng dykes, medium to high in situ stress
basalt, porphyritic basalt, amygdaloidal basalt, breccia lava, etc. Three steeply-
ultiple inter- and interlayer shear zones, high in situ stress, spalling and large
ear zones occurred
edium to thick layered limestone, dolostone and marble, small angle between
d cavern axis, low to moderate in situ stress



Fig. 7. Jinping II headrace tunnels (Zhang et al., 2012). Dimensions in m.

Table 2
Slopes for several major hydropower stations in China.

Name Height (m) Characterization

Xiaowan left bank Yinshuigou
accumulation body slope

695 The highest slope is featured with large overburden, and creep and tensile deformation occurred
during excavation

Jinping I left bank dam abutment slope 530 Situated at the left abutment of the world highest arch dam e Jinping I arch dam, complicated
deformation and failure modes

Dagangshan right bank dam abutment
slope

422 The stability of the slope is controlled by fault and unloading fractures

Longtan water inlet slope 420 Anti-dip layered rock mass is prone to toppling
Tianshengqiao II powerhouse syncline-

oriented slope
380 Typical layered rock slope, and the stability is controlled by a syncline

Wudongde left bank dam abutment
slope

350 Steeply-dipping layered rock slope, and the bedding strike forms at a large angle with the slope

Three Gorges Lianziya rock body slope 320 The hard rocks on the soft basement failed, forming a dangerous rock body with volume of
3.62 � 106 m3

Baihetan left bank dam abutment slope 300 Large-scale columnar jointed basalt and multiple intralayer shear zones

Fig. 8. The left abutment slopes of Jinping I hydropower station (Song et al., 2011).
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(3) The standard of engineering classification of rock masses
(Wu and Liu, 2012).

Rock mass properties have been tested using rock samples and
physical modeling in the laboratory, and in exploration tunnels and
an underground laboratory. Tests on hard rocks under triaxial
Table 3
Dam foundations for several major hydroelectric stations in China.

Name Dam
height
(m)

Geological condition

Jinping I 305 The world highest arch dam, complicated geological
condition at dam abutments including faults, altered
dykes, interlayer compressive zone, deep fractures and
other discontinuities, and soft rocks and green schist
lens. High in situ stress, high seismic intensity and high
water load

Xiaowan 294.5 The dam foundation mainly consists of biotite granitic
gneiss. Faults, alteration zone and small-scale
discontinuities are distributed on the foundation

Baihetan 289 The dam foundationmainly consists of basalt. Inter- and
intralayer shear zones, as well as the columnar joints
are developed

Xiluodu 285.5 Blocky, high-strength basalt formed by multi-period
volcanic eruptions. Interlayer and intralayer shear
zones are developed

Wudongde 265 The dam foundation mainly consists of thick layer
limestone andmarble. Bedding planes and several other
discontinuities are developed

Laxiwa 250 The rock of the dam foundation is comprised of
mesozoic competent granite

Ertan 240 The dam foundation mainly consists of syenite and
basalt. A fault is found at the right bank abutment

Dagangshan 210 Medium-grain biotite adamellite. Dykes, mainly the
diabase dykes, and other large-scale fractures are
developed. Faults are distributed mainly along dykes



Fig. 9. Flowchart of rock mechanics modeling for rock engineering design approaches (Feng and Hudson, 2004, 2011).
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compressive stresses and true triaxial compressive stresses have
been conducted by loading and unloading testing conditions. The
size effect of unloaded rock mass has been studied (Li and Wang,
2003). Some true triaxial compressive testing machines have
been developed to understand the properties of rockmasses at high
stresses.

(1) A novel Mogi type true triaxial testing apparatus to obtain
complete stressestrain curves of hard rocks (Feng et al.,
2016b);

(2) A novel true triaxial apparatus for studying the time-
dependent behavior of hard rocks under high stress (Feng
et al., 2018);

(3) Development of a triaxial rheological testing machine with
high pressure confinement in rock mechanics (Wu et al.,
2006);

(4) Tests on the influence of unloading rates on the mechanical
properties of Jinping marble under high geostress (Huang
and Huang, 2010);

(5) Shaking table test on strong earthquake response of stratified
rock slopes (Huang et al., 2013b);

(6) Quasi 3D physical model tests on a cavern complex under
high in situ stresses (Zhu et al., 2011);

(7) Comprehensive field monitoring of deep tunnels at the
Jinping underground laboratory (CJPL-II) (Feng et al., 2016d);

(8) In situ monitoring of rockburst nucleation and evolution in
the deep tunnels of the Jinping II hydropower station (Li
et al., 2012a);

(9) Evolution of fractures in the EDZ of a deep tunnel during TBM
construction (Li et al., 2012b);

(10) In situ observation of the spalling process of intact rock mass
at a large cavern excavation (Liu et al., 2017);

(11) In situ observation of failure mechanisms controlled by rock
masses with weak interlayer zones in large underground
cavern excavations under high geostress (Duan et al., 2017);
and

(12) Deep fracturing of the hard rock surrounding a large un-
derground cavern subjected to high geostress: in situ
observation and mechanism analysis (Feng et al., 2017).

The in situ stresses are measured using hydraulic fracturing and
overcoring methods. The techniques for measuring in situ stresses
at large overburden depth have been improved. A back analysis
method has been developed to understand 3D stress distributions
in deep valley regions by considering tectonic history of rock
masses with brittle failure features. For example:

(1) Hollow inclusion triaxial strain gauge for geostress mea-
surement (Liu et al., 2001);

(2) Borehole wall stress relief method (BWSRM) and develop-
ment of geostress measuring instrument (Ge and Hou, 2011);

(3) In situ stress measurement in the Jinping underground lab-
oratory with overburden of 2400 m (Zhong et al., 2018);

(4) Nonlinear inversion of 3D initial geostress field in a hydro-
power station (Jiang et al., 2008a);

(5) Estimating in situ rock stress from spalling veins (Jiang et al.,
2012); and

(6) A new hydraulic fracturing method for rock stress mea-
surement based on double pressure tubes internally installed
in the wire-line core drilling pipes (Wu et al., 2018).

Risk factors are identified and discussed within the governing
framework for identification, assessment and management of rock
engineering risk developed byHudson and Feng (2015) (see Fig.11).
The potential failure risks of rock masses under high stress condi-
tions such as collapse, rockburst, spalling, deep cracking, large
deformation, and cracking of shotcrete are identified. The mecha-
nisms for these geo-disasters have been investigated.



Fig. 10. Updated flowchart for rock engineering design processes (Feng and Hudson, 2011).
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(1) Safety risk management of underground engineering in
China (Qian and Lin, 2016);

(2) Assessing EDZ of a rock mass in a dam foundation (Wu et al.,
2009);

(3) Geodynamical process and stability control of high rock slope
development (Huang, 2008);

(4) Mechanism of deep cracks in the left bank slope of Jinping I
hydroelectric station (Qi et al., 2004); and

(5) Geomechanics mechanism and characteristics of surround-
ing rock mass deformation failure in the construction phase
for the underground powerhouse of the Jinping I hydro-
electric station (Huang et al., 2011).
3.3. Development and application of modeling methods and
software

In order to meet the requirements of the complicated hydro-
electric projects, Methods C and D in the Level 1 (1:1 mapping) and
Methods A-D at level 2 (not 1:1 mapping) of Fig. 9 are developed
and applied. The Hoek-Brown criterion (Hoek and Brown, 1997,
2019) has been widely used to estimate the rock mass parame-
ters. The codes adopting finite element method (FEM), fast
Lagrangian analysis of continua (FLAC), 3D distinct element code
(3DEC), discontinuous deformation analysis (DDA), and numerical
manifold method (NMM) have been used in numerical analyses of
the slopes, caverns and tunnels. Some newmechanical models and
numerical analysis methods have been developed for recent hy-
droelectric projects. For example:

(1) A new generalized polyaxial strain energy strength criterion
of brittle rock (Huang et al., 2008);

(2) A constitutive model considering surrounding hard rock
deterioration under high geostresses (Jiang et al., 2008b);

(3) A mobilized dilation angle model for rocks (Zhao and Cai,
2010);

(4) A simple shear strength model for interlayer shear weakness
zones (Xu et al., 2012);

(5) Multi-joint constitutive model of layered rock mass and
experimental verification (Huang et al., 2012);

(6) An enhanced equivalent continuum model for layered rock
mass incorporating bedding structure and stress dependence
(Zhou et al., 2017);

(7) An elasto-plastic-brittle-ductile cellular automaton approach
for numerical analysis of the fracturing process of hetero-
geneous rock masses (Feng et al., 2006a);

(8) DDA to analyze tunnel reinforcement and rockbursts (Hatzor
et al., 2015, 2017);

(9) A generalized multi-field coupling approach for stability and
deformation control of a high slope (Zhou et al., 2011);

(10) Zonal disintegration analysis method for tunnels (Qian et al.,
2009);



Fig. 11. Governing flowchart of rock engineering risk factors enabling the development of risk-reduced design and risk-reduced construction (Hudson and Feng, 2015).
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(11) Internal state variable theory for stability analysis of slopes
and tunnels (Zhang et al., 2016a,b,c; Lü et al., 2017);

(12) A 3D slope stability analysis method using the upper bound
theorem (Chen et al., 2001a,b); and

(13) Stochastic response surface method for reliability analysis of
rock slopes involving correlated non-normal variables (Li
et al., 2011).
Fig. 12. Depth of the EDZ, load on rockbolts, and damage extent of EDZ for different locatio
3.4. Initial design

A principle for determining the axes of tunnels and caverns
(underground powerhouses) has been identified. Generally, the
axes of tunnels and caverns (underground powerhouses) shall
make an angle of less than 30� with the direction of the maximum
principal stress. The angle between the axes of tunnels and caverns
ns from the support monitoring section to the tunnel working face (Feng et al., 2016c).



Fig. 13. True triaxial test result of porphyritic basalt. (a) Stressestrain curve, and (b)
Failure mode. s1 is the maximum principal stress, s2 is the intermediate principal
stress, s3 is the minimum principal stress, ε1 is the strain along s1 direction, ε2 is the
strain along s2 direction, ε3 is the strain along s3 direction, and εV is the volumetric
strain.

Fig. 14. Weak interlayer shear zones in the area of cavern groups. (a) Left bank, and (b)
powerhouse, 2 is the main transformer chamber, 3 is the tailrace gate chamber, and 4 is th
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(underground powerhouses) shall not be larger than 50� approxi-
mately with the direction of the intermediate principal stress when
the intermediate principal stress is close to the maximum principal
stress.

An intelligent optimal algorithm has been proposed to optimize
the excavation process of rock masses under high stress conditions.
This is to optimize (H, S, R) and minimize the EDZ, where H is the
excavation bench height, S is the excavation sequence, and R is the
excavation advance rate.

A cracking-restraint method has been proposed to optimize
support design for rock masses under high stress conditions (Feng
et al., 2016c). This is to optimize (ST, D, T), and minimize the EDZ
and damage extent of the EDZ, where ST is the support type, D is the
length of rock bolts/cable anchors, and T is the support time.

The cracking-restraint method involves limiting the evolution of
cracking in the surrounding rock mass by optimizing the parame-
ters and installation time of the support system. The support sys-
tem should have a suitable stiffness and installation time so as to
restrain the evolution of the depth and damage extent of the EDZ
within the surrounding rocks. Therefore, the depth and damage
extent of the EDZ, as well as the axial stress in the anchor bolts, are
calculated at different distances between the support location and
the tunnel working face to find out the appropriate stiffness and
installation time of the support system (Fig. 12).
3.5. Monitoring and early warning

Some ISRM suggested methods have been developed. In situ
monitoring has beenwidely performed to evaluate the deformation
and microfracturing processes of the rock mass. For example:

(1) ISRM suggested method for measuring rock mass displace-
ment using a sliding micrometer (Li et al., 2013a);

(2) ISRM suggested method for rock mass fracture observations
using a borehole digital optical televiewer (Li et al., 2013b);

(3) ISRM suggested method for in situ microseismic monitoring
of the fracturing process in rock masses (Xiao et al., 2016);

(4) The evolution of displacement, wave velocity and cracking in
rock mass have been monitored to evaluate the stability of
caverns, tunnels and slopes (Song et al., 2011, 2013, 2016; Li
et al., 2012a, b; Feng et al., 2016a, 2017; Liu et al., 2017);

(5) Micoseismicity monitoring in slopes, caverns and tunnels
(Tang et al., 2010, 2015; Feng et al., 2012; Xu et al., 2015);

(6) Acoustic emission monitoring in surrounding rock masses
excavated by TBM and drill-and-blast methods (Feng et al.,
2012);

(7) Water pressure in rock masses (Song et al., 2011);
right bank (Duan et al., 2017). WIZ is the weak interlayer shear zone, 1 is the main
e tailrace surge chamber.



Table 4
Back analysis results of the in situ stress field for the Baihetan power plant.

Principal stress Magnitude (MPa) Trend (�) Plunge (�)

Maximum 22e26 14e35 7e22
Intermediate 16e18 110e125 20e35
Minimum 10e15 80e100 �40e�65
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(8) Forces on rockbolts and cable anchors in rock masses (Song
et al., 2011);

(9) The in situ observation of failure mechanisms controlled by
rock masses with weak interlayer zones in large under-
ground cavern excavations under high geostress (Duan et al.,
2017); and

(10) 3D visualization of safety monitoring for complicated high
rock slope engineering (Meng et al., 2010).

Methods to warn the instability, failure and rockburst risk of
rock masses have been established. For example:

(1) Early warning of deformation during the construction of
underground powerhouses (Jiang et al., 2008c; Feng et al.,
2011); and

(2) Formulae for earlywarning of rockbursts during tunneling by
drill-and-blast method and by TBM have been developed
(Feng et al., 2012, 2015; Feng, 2017).
3.6. Feedback analysis

The mechanical parameters of rock masses are estimated based
on back analysis by using the in situ monitored deformation and
wave velocity data. Two typical intelligent back-analysis methods
have been proposed for this purpose:

(1) Intelligent displacement back analysis for deformation pa-
rameters of rock masses (Feng et al., 2000);
Fig. 15. Evolution of the stress concentration zone at the upstream roof. (a) After the 1st ben

Fig. 16. Observational boreholes on the
(2) Intelligent back analysis for viscoeelastic parameters of rock
masses (Feng et al., 2006b); and

(3) Intelligent back analysis of the in situ monitored displace-
ment and depth of the EDZ for deformation and strength
parameters of rockmasses at high stresses (Jiang et al., 2007).

The estimated mechanical parameters with the revealed
geological conditions after excavation are used as inputs in nu-
merical analyses, so as to predict the deformation and failure be-
haviors of rock masses in the future or next excavations, and to
evaluate the reasonableness of support design or to optimize sup-
port design, for example the dynamic feedback analysis and engi-
neering control of surrounding rock local instability in
underground powerhouse of Jinping II hydropower station (Jiang
et al., 2008c).
3.7. Dynamic optimization of excavation and support design and
establishment of final design

The design of excavation and support is modified or dynamically
optimized according to the actual behavior of rock masses and the
revealed geological conditions. If the actual mechanical behavior of
the excavated rock mass is poor as estimated, the excavation shall
be controlled to reduce the damage to the rock mass and the
support shall be enhanced consequently. If the revealed geological
conditions are poor, the support system shall be enhanced either,
using dynamic designmethod (see Feng and Hudson, 2011; Hudson
and Feng, 2015).

For intensive rockburst cases, the excavation advance rate can be
adjusted according to the potential risks of rockburst occurrence.
Stress release measures can be taken according to the predicted
rockburst locations if excavation and support are reasonable. The
support system can be modified according to the risk of rockbursts.
A dynamic design method to control rockburst risk has been
established (see Feng, 2017).
ch excavation, (b) after the 3rd bench excavation, and (c) after the 4th bench excavation.

roof and sidewalls of powerhouse.
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Fig. 17. Distribution of the microseismicity recording sensor.
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4. Case study

In this section, an example of the optimal design of underground
powerhouses at the Baihetan hydroelectric power plant is given. In
Fig. 18. Spalling in the upstream roof an

Fig. 19. Failure modes occurrence in different parts of cavern group. C3 is a major weak int
represent different displacement magnitudes (unit in m).
this project, seven steps proposed by the updated flowchart for rock
engineering design processes were strictly followed, in order to
show how this designmethodology is applied to the initial and final
designs of a large-scale underground powerhouse.

4.1. Step 1: project purpose

The Baihetan hydroelectric power plant is located on the Jinsha
River between Sichuan and Yunnan provinces (Jiang et al., 2017).
There are 16 turbine generators, each of which has the generating
capacity of 1000 MW. It has the largest underground cavern group
to date in the world. The dimensions of the tailrace surge chamber
are 43e48 m (diameter) � 93 m (height). The stability for the
Baihetan underground caverns should be guaranteed in order to
avoid excessive deformation and failure during their construction.

4.2. Step 2: key features of the site, rock mass and project

Key features of this project are: (1) large overburden (300e
500 m) and high in situ stress (maximum value > 30 MPa); (2)
d microseismic monitoring result.

erlayer shear zone cutting through the entire cavern group region, and different colors



Fig. 20. Spalling in the upstream roof of the left bank powerhouse during excavation of layer I (Liu et al., 2017).

Fig. 21. Increasing depth of the EDZ in the spalling area during excavation of layer I and subsequent excavation. Blue line represents previously observed cracks, and red line
represents newly identified cracks.

Fig. 22. Optimization of round length of excavation and support installation time. (a)
EDZ depth with respect to different round lengths, and (b) EDZ depth with respect to
different support installation time periods.
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basalt (cryptocrystalline basalt, porphyritic basalt, amygdaloidal
basalt) has the uniaxial compressive strength over 170 MPa, with
typical brittle failure behavior (see Fig. 13); (3) six large-scale
gently-dipping weak interlayer shear zones explored in the
cavern group (Fig. 14); and (4) high risks of spalling, deep cracking
and large deformation of interlayer shear zones.

4.3. Step 3: design approach strategy

By using the cracking-restraint method as discussed previously,
the excavation and support scheme can be adjusted and optimized
dynamically during the construction process, in order to minimize
or avoid deeper transfer of the EDZ and fully utilize the self-bearing
capacity of the surrounding rocks.

4.4. Step 4: modeling method

An elastoplastic model was employed for hard rock under true
triaxial stress state based on true triaxial test results. In this model,
we used a true triaxial failure criterion for hard rock and a non-
associated flow rule. In this criterion, failure mechanism, effect of
the intermediate principal stress, and difference between tensile
and compressive strengths can be incorporated. As per the different
post-peak curves, we defined different parameter evolution laws to
characterize the post-peak behaviors of hard rock. Also, the
anisotropy properties were taken into account by modifying the
stiffness matrix of rocks after yielding. This model can reflect the
elasto-plastic-brittle behavior of basalt. Based on the true triaxial
failure criterion, an index named rock mass fractured degree (RFD)
is proposed to reflect the failure degree of hard rock masses. At the
pre-peak stage, RFD is defined by stress components; and at the
post-peak stage, it is defined by the combination of two plastic
strain components. RFD ¼ 1 means that the current stress state lies
at the peak strength, while RFD ¼ 2 means that the current stress
state enters the residual strength stage.
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Fig. 23. Verifications of the proposed excavation and support measures. (a) Monitoring results of a multipoint extensometer, and (b) borehole images with respect to different
layers (dimensions in m). Different lengths in (a) represent the depths of different measuring points, and the Roman numerals represent different excavation stages during the
sequential excavation of the powerhouse.
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4.5. Step 5: initial design

By back analyzing the in situ stress field of the Baihetan un-
derground cavern group based on the measured results, the mag-
nitudes and directions of the three principal stresses in the studied
region are obtained and are listed in Table 4. The results show that
the direction of the maximum principal stress is NNE and near
horizontal. The axes of the main caverns therefore should form a
small angle with this direction while choosing the appropriate
position and direction of the main caverns. The final axis direction
of the main powerhouse on the right bank changed from N20�W/
N40�W (feasibility study) to N10�W.
4.6. Step 6: integrated modeling and feedback information

4.6.1. Numerical prediction of the stability of the right bank cavern
group

By 3D modeling of the excavation process, the deformation and
stress distributions as well as the failure degree of the surrounding
rocks are obtained. According to the simulation results, a further
increase in the roof deformation is anticipated in subsequent ex-
cavations. Increments of deformation of the concrete crane girder
and sidewalls are evident. Areas affected by a weak interlayer shear
zone on the sidewalls exhibit larger deformation. Stress concen-
trations are distinct in the upstream roof of the powerhouse and
transformer chamber, with the maximum value reaching up to
50 MPa (Fig. 15). This indicates that stress-induced failure (e.g.
spalling and slabbing) may occur in these locations. Stress
unloading is more severe on the sidewalls of the powerhouse and
transformer chamber, the entrances of the busbar tunnels, and the
area affected by a weak interlayer shear zone. The average EDZ
depth in the surrounding rock is 3e4 m after excavation. A deeper
EDZ is observed in the upstream roof, the concrete crane girder, and
the areas where a weak interlayer shear zone intersects the exca-
vation directions. The maximum EDZ depth can reach up to 5e6 m.
In other words, the weak interlayer shear zones have significant
impact on the stability of the powerhouse.

4.6.2. Monitoring
P-wave test method is used to determine the EDZ depth and

rock mass classification, and borehole camera is employed to
observe the induced fracturing inside the rock mass, and micro-
seismic monitoring is adopted to capture the micro-fracturing in-
side the rock mass. The monitoring scheme was proposed based on
the predicted results as mentioned above. More than 30 observa-
tional boreholes were drilled on the sidewalls and in the anchorage
tunnels above the powerhouse (see Fig. 16), and boreholes for
microseismicity sensor installation were drilled in a drainage gal-
lery (Fig. 17).

4.6.3. Back analysis
A mechanical parameter inversion method was proposed based

on multivariate information fusion (Feng et al., 2000). In this
method, the monitored displacements and EDZ depths (input) are
used to back-analyze the mechanical parameters of the rock mass
(output). Software incorporating a genetic algorithm (GA) and an
artificial neural network (ANN) is adopted to establish the neural
network model between the inputs and outputs. This method has a
wider adaptability and is superior to other alternatives.

Back analysis of the in situ stress field and failure prediction
shows that the upstream roof is a stress-elevating area character-
ized by higher risk of stress-driven failures. During excavation of
the powerhouse, severe spalling occurred in the upstream roof
(Fig. 18), suggesting that the predicted results of situ stress field
obtained by back analysis are reasonable. Microseismicity moni-
toring results also show that micro-cracking scenario appeared
more frequently in the upstream roof (Fig. 18). Additional evidence
from borehole breakout analysis using vertical boreholes on the
roof of the powerhouse clearly exhibited the breakouts. This shows
that the direction of the local maximum horizontal stress deduced
from the direction of breakouts is consistent with the back analysis
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results. Furthermore, instability and rock mass failure occurred in
different parts of the powerhouse, which matched with our pre-
dictions (Fig. 19).

4.7. Step 7: final design and verification

The final design and verification are exemplified in terms of the
spalling scenario and the corresponding treatments at section
0 þ 330 of the left bank powerhouse. During excavation of layer I,
serious spalling occurred in the upstream roof of the left bank
powerhouse, exhibiting typical progressive and intermittent
cracking of the surface rock (Fig. 20), under the condition of regular
support design. Continuous observations of a borehole in the roof
recorded the transfer process of the whole EDZ regime where
spalling occurred (Fig. 21). Using the cracking-restraint method, the
EDZ depths for different round lengths of excavation and for
different support installation time periods were computed (Fig. 22).
Based on this analysis, it suggests that the excavation length can be
reduced from 5 to 6 m per round to 3 m per round, and that the
support installation time can be reduced from the distance of 13 m
to 6e9 m behind the working face. Herein we evaluate the appro-
priate support installation time by different distances behind
working face just for the sake of convenience in tunneling. Subse-
quent monitoring results (Fig. 23) confirmed the effectiveness of
the proposed excavation scheme and support measures.

5. Conclusions

Rock mechanics problems are the key to the successful engi-
neering practice of recent hydroelectric projects in China, which are
characterized by large scales, complex geological conditions, and
high stresses.

(1) Some new devices and methods have been developed to
measure in situ stresses at great depth and the properties of
hard rocks and rock masses under high in situ stresses.

(2) Test tunnels and underground laboratories have been
established to understand the behaviors of rock masses
around large-scale excavations under high stresses. The
unloading behaviors of rocks and rock masses have been
considered.

(3) Newmodels and numerical methods have been developed to
predict the behaviors of rock masses in various large-scale
hydroelectric projects, for which the continuous-
discontinuous numerical methods have been used. The
Hoek-Brown criterion, rock mass classification, and intelli-
gent back analysis have become the main methods used to
estimate the mechanical parameters of rock masses.

(4) In situ monitoring of displacement, digital boreholes, wave
velocity, and microseismicity in rock masses has been con-
ducted in high slopes, large underground caverns, and deep
tunnels. The monitoring information is also helpful in un-
derstanding the failure mechanisms of rock masses. Back
analysis of mechanical parameters and dynamic design of
the excavation and support schemes also contribute to our
understanding the failure mechanisms of rock masses.

(5) The intelligent and dynamic design method and the
cracking-restraint method have been developed for the
optimal design of large cavern groups, deep tunnels and high
slopes. The deep cracking of rock masses is a key issue in
terms of prediction and control. The cracking-restraint
method has been successfully applied to recent hydroelec-
tric projects under high in situ stresses in China including the
underground powerhouse and headrace tunnels at the
Jinping II hydroelectric project, and the left bank and right
bank underground powerhouses at the Baihetan hydroelec-
tric project where columnar joints, interlayer weak zones,
and high in situ stresses are reported.

(6) Techniques for monitoring, early warning and dynamic
control of rockbursts by TBM and drill-and-blast methods
have been developed and successfully applied to the head-
race tunnels and the drainage tunnel at the Jinping II hy-
droelectric project, the Jinping Underground Laboratories,
the Bayu tunnels in the Lhasa-Nyingchi railway, and the
headrace tunnels at the Neelum-Jhelum hydroelectric proj-
ect in Pakistan.
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